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Executive Summary 

Cisco  Validated Designs include systems and solutions that are designed, tested, and documented to 

facilitate and improve customer deployments. These designs incorporate a wide range of technologies and 

products into a portfolio of solutions that have been deve loped to address the business needs of customers. 

Cisco, Pure and VMware have partner to deliver this document, which serves as a specific step - by- step 

guide for implementing this solution. This Cisco Validated Design provides an efficient architectural de sign 

that is based on customer requirements. The solution that follows is a validated approach for deploying 

Cisco, Pure and VMware technologies as a shared, high performance, resilient, virtual desktop infrastructure.  

This document provides a reference ar chitecture and design guide for up to  a 6000  seat mixed workload 

end user computing environment on FlashStack Datacenter with Cisco UCS and  Pure Storage ® Flash Array 

//X70  with 100% NVMe flash modules . The solution includes VMware Horizon server - based Remote Desktop 

Windows Sever 2016  Hosted sessions, VMware Horizon persistent Microsoft Windows 10 virtual desktops 

and VMware Horizon non - persistent Mi crosoft Windows 10  virtual desktops on VMware vSphere 6.5.  

The solution is a predesigned, best - practice da ta center architecture built on the FlashStack reference 

architecture. The FlashStack Datacenter used in this validation includes Cisco Unified Computing System 

(UCS), the Cisco Nexus® 9000 family of switches, Cisco MDS 9000 family of Fi bre Channel (FC) sw itches 

and Pure All- NVMe //X70  system.  

This solution is 100 percent virtualized on fifth generation Cisco UCS B200 M5 blade servers, booting 

VMware vSphere 6.5 Update 1 through FC SAN from the // X70 storage array. The virtual desktop sessions 

are powered by VMware Horizon 7. 4. VMware Horizon Remote Desk top Server Hosted Sessions (2430  RDS 

Server sessions) and 1190  VMware Horizon Instant - Clone, 1190  VMware Horizon Linked - Clone and 1190  

Full Clones Window 10 desktops ( 3570  virtual desktops) were provisioned on the Pure Storage //X70  

storage array. Where applicable the document provides best practice recommendations and sizing 

guidelines for customer deployment of this solution.  

This solution delivers the design for 6000  user payload with 6 fewer blade servers  than previous 6000  seat 

solutions on fourth generation Cisco UCS Blade Servers making it more efficient and cost effective in the 

data center  due to increased solution density .  Further rack efficiencies were gained from a storage 

standpoint as all 6000 u sers were hosted on a single 3U //X70 storage array while previous large - scale 

FlashStack Cisco Validated Designs with VDI used a Pure Storage 3U base chassis along with a 2U 

expansion shelf.  

The solution provides outstanding virtual desktop end user exper ience as measured by the Login VSI 4.1. 32 

Knowledge Worker workload running in benchmark mode.  

The 6000 - seat solution provides a large - scale building block that can be replicated to confidently scale out 

to tens of thousands of users . 
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Solution Overview 

Introduction  

The current industry trend in data center design is towards shared infrastructures. By using virtualization 

along with pre - validated IT platforms, enterprise customers have embarked on the journey to the cloud by 

moving away from application s ilos and toward shared infrastructure that can be quickly deployed, thereby 

increasing agility and reducing costs. Cisco, Pure storage, and VMware have partnered to deliver this Cisco 

Validated Design, which uses best of breed storage, server and network c omponents to serve as the 

foundation for desktop virtualization workloads, enabling efficient architectural designs that can be quickly 

and confidently deployed.  

Audience  

The audience for this document includes, but is not limited to; sales engineers, fie ld consultants, professional 

services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure 

built to deliver IT efficiency and enable IT innovation.  

Purpose of this Document  

This document provides a step - by- step des ign, configuration and implementation guide for the Cisco 

Validated Design for a large - scale VMware Horizon 7 mixed workload solution with Pure Storage //X7 0 

array, Cisco UCS Blade Servers, Cisco Nexus 9000 series Ethernet swit ches and Cisco MDS 9000 serie s 

Fibre channel switches.  

 

This is the first VMware Horizon desktop virtualization Cisco Validated Design with Cisco UCS 5th generation 

servers and Pure X - Series system.  

It incorporates the following features:  

¶ Cisco UCS B200 M5 blade servers wi th Intel Xeon Scalable Family processor and 2666 MHz memory  

¶ Validation of Cisco Nexus 9000 with Pure Storage //X70 system  

¶ Validation of Cisco MDS 9000 with Pure Storage //X70 system  

¶ Support for the Cisco UCS 3.2(2f)  release and Cisco UCS B200 - M5 servers  

¶ Support for the latest release of Pure Storage //X70 hardware and Purity//FA  v5.0.2   

¶ A Fibre Channel storage design supporting SAN LUNs  

¶ Cisco UCS Inband KVM Access  

¶ Cisco UCS vMedia client for vSphere Installation  
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¶ Cisco UCS Firmware Auto Sync Server policy  

¶ VMware vSphere 6.5 U1 Hypervisor  

¶ VMware Horizon 7 RDS Hosted server sessions  on Windows Server 2016  

¶ VMware H orizon 7 non - persistent Instant - Clone and Linked - Clone Windows 10 virtual machines  

¶ VMware Horizon 7 persistent Full Clones Windows 10 virtual machines  

The data center market segment is shifting toward heavily virtualized private, hybrid and public cloud 

computing models running on industry - standard systems. These environments require uniform design points 

that can be repeated for ease of management and scalability.  

These factors have led to the need for predesigned computing, networking and storage building blocks 

optimized to lower the initial design cost, simplify management, and enable horizontal scalability and high 

levels of utilization.  

The use cases include:  

¶ Enterprise Data Center  

¶ Service Provider Data Center  

¶ Large Commercial Data Center  
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Solution Summary  

This Cisco Validated Design prescribes a defined set of hardware and software that serves as an integrated 

foundation for both VMware Horizon RDSH server desktop sessions based on Microsoft Server 2016, 

VMware Horizon VDI persistent virtual machines and VMware Horizon VDI non persistent virtual machines 

based on Windows 10 operating system.  

The mixed workload solution includes Pure Storage Flas hArray //X70 ®, Cisco Nexus® and MDS networking, 

the Cisco Unified Computing System (Cisco UCS®), VMware Horizon® and VMware vSphere ® software in a 

single package. The design is space optimized such that the network, compute, and storage required can be 

housed in one data center rack. Switch port density enables the networking components to accommodate 

multiple compute and storage configurations of this kind.  

The infrastructure is deployed to provide Fibre Channel - booted hosts with block - level access to shar ed 

storage. The reference architecture reinforces the "wire - once" strategy, because as additional storage is 

added to the architecture, no re - cabling is required from the hosts to the Cisco UCS fabric interconnect.  

The combination of technologies from Cisc o Systems, Inc., Pure Storage  Inc. and VMware Inc. produced a 

highly efficient, robust and affordable desktop virtualization solution for a hosted virtual desktop and hosted 

shared desktop mixed deployment supporting different use cases. Key components of this solution include 

the following:  

¶ More power, same size.  Cisco UCS B200 M5 half - width blade with dual 18 - core 2.3 GHz Intel ® Xeon 

® Scalable Family Gold (6140) processors and 768 GB of memory for VMware Horizon Desktop hosts 

supports more virtual desktop workloads than the previously released generation processors on the 

same hardware. The Intel 18 - core 2.3 GHz Intel ® Xeon ® Gold  Scalable Family  (6140) processors 

used in this study provided a balance between increased per - blade capacity and cost.  

¶ Fewer servers.  Because of the increased compute power in the Cisco UCS B200 M5 servers, we 

supported the 6000  seat design with 16  percent  fewer servers compared to previous generation Cisco 

UCS B200 M4s.  

¶ Fault - tolerance with high availability built into th e design.  The various designs are based on using 

one Unified Computing System chassis with multiple Cisco UCS B200 M5 blades for virtualized 

desktop and infrastructure workloads. The design provides N+1 server fault tolerance for hosted virtual 

desktops, h osted shared desktops and infrastructure services.  

¶ Stress - tested to the limits during aggressive boot scenario.  The 6000 - user mixed RDS hosted 

virtual sessions and VDI pooled shared desktop environment booted and registered with the VMware 

Horizon 7 Admini strator in under 20 minutes, providing our customers with an extremely fast, reliable 

cold - start desktop virtualization system.  

¶ Stress - tested to the limits during simulated login storms.  All 6000  simulated users logged in and 

started running workloads up t o steady state in 48 - minutes without overwhelming the processors, 

exhausting memory or exhausting the storage subsystems, providing customers with a desktop 

virtualization system that can easily handle the most demanding login and startup storms.  

¶ Ultra - con densed computing for the datacenter.  The rack space required to support the system is 

less than a single 42U rack, conserving valuable data center floor space.  
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¶ All Virtualized:  This Cisco Validated Design (CVD) presents a validated design that is 100 perce nt 

virtualized on VMware ESXi 6.5. All of the virtual desktops, user data, profiles, and supporting 

infrastructure components, including Active Directory, Provisioning Servers, SQL Servers, VMware 

Horizon Connection Servers, VMware Horizon Composer Server,  VMware Horizon Replica Servers, 

VMware Horizon Remote Desktop Server Hosted sessions and VDI virtual machine desktops. This 

provides customers with complete flexibility for maintenance and capacity additions because the 

entire system runs on the FlashStack converged infrastructure with stateless Cisco UCS Blade servers 

and Pure FC storage.  

¶ Cisco maintains industry leadership  with the new Cisco UCS Manager 3.2( 2f) software that simplifies 

ng development efforts with 

Cisco UCS Manager, Cisco UCS Central, and Cisco UCS Director insure that customer environments 

are consistent locally, across Cisco UCS Domains and across the globe, our software suite offers 

increasingly simplified operational and deployment management and it continues to widen the span of 

 

¶ Our 40G unified fabric story  gets additional validation on Cisco UCS 6300 Series Fabric Interconnect s 

as Cisco runs more challenging workload testing, while maintaining unsurpassed user response times.  

¶ Pure  All - NVMe //X70  storage array  provides industry - leading storage solutions that efficiently handle 

the most demanding I/O bursts (for example, login s torms), profile management, and user data 

management, deliver simple and flexible business continuance, and help reduce storage cost per 

desktop.  

¶ Pure All - NVMe //X70 storage array  provides a simple to understand storage architecture for hosting 

all user da ta components (VMs, profiles, user data) on the same storage array.  

¶ Pure  Storage  software enables to seamlessly add, upgrade or remove storage from the infrastructure 

to meet the needs of the virtual desktops.  

¶ Pure  Storage  Management UI  for VMware vSphere hypervisor has deep integrations with vSphere, 

providing easy - button automation for key storage tasks such as storage repository provisioning, 

storage resize, data deduplication, directly from vCenter.  

¶ VMware Horizon 7.  Latest and greatest virtual desktop and application product. VMware Horizon 7 

follows a new unified product architecture that supports both hosted - shared desktops and 

applications (RDS) and complete virtual desktops (VDI). This new VMware Horizon release simplifies 

tasks associated with larg e- scale VDI management. This modular solution supports seamless delivery 

of Windows apps and desktops as the number of users increase. In addition, Horizon enhancements 

help to optimize performance and improve the user experience across a variety of endpoi nt device 

types, from workstations to mobile devices including laptops, tablets, and smartphones.  

¶ Optimized to achieve the best possible performance and scale.  For hosted shared desktop 

sessions, the best performance was achieved when the number of vCPUs a ssigned to the VMware 7 

RDS virtual machines did not exceed the number of hyper - threaded (logical) cores available on the 

server. In other words, maximum performance is obtained when not overcommitting the CPU 

resources for the virtual machines running vir tualized RDS systems.  
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¶ Provisioning desktop machines made easy.  Remote Desktop Server Hosted (RDSH) shared virtual 

machines and VMware Horizon 7, Microsoft Windows 10 virtual machines were created for this 

solution using VMware Instant and Composer pooled d esktops.  

Cisco Desktop Virtualization Solutions: Data Center  

The Evolving Workplace  

increasingly diverse and geographically dispersed, including offshore contractors, distributed call center 

operations, knowledge and task workers, partner s, consultants, and executives connecting from locations 

around the world at all times.  

This workforce is also increasingly mobile, conducting business in traditional offices, conference rooms 

across the enterprise campus, home offices, on the road, in ho tels, and at the local coffee shop. This 

workforce wants to use a growing array of client computing and mobile devices that they can choose based 

on personal preference. These trends are increasing pressure on IT to ensure protection of corporate data 

and prevent data leakage or loss through any combination of user, endpoint device, and desktop access 

scenarios ( Figure 1 ).  

These challenges are compounded by desktop  refresh cycles to accommodate aging PCs and bounded 

local storage and migration to new operating systems, specifically Microsoft Windows 10 and productivity 

tools, specifically Microsoft Office 2016.  

Figure 1 Cisco Data Center Partner Collaboration 

 

Some of the k ey drivers for desktop virtualization are increased data security and reduced TCO through 

increased control and reduced management costs.  
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Cisco Desktop Virtualization Focus  

Cisco focuses on three key elements to deliver the best desktop virtualization da ta center infrastructure: 

simplification, security, and scalability. The software combined with platform modularity provides a 

simplified, secure, and scalable desktop virtualization platform.  

Simplified  

Cisco UCS provides a radical new approach to indust ry- standard computing and provides the core of the 

data center infrastructure for desktop virtualization. Among the many features and benefits of Cisco UCS are 

the drastic reduction in the number of servers needed and in the number of cables used per serve r, and the 

capability to rapidly deploy or re - provision servers through Cisco UCS service profiles. With fewer servers 

and cables to manage and with streamlined server and virtual desktop provisioning, operations are 

significantly simplified. Thousands of desktops can be provisioned in minutes with Cisco UCS Manager 

Service P - based cloning. This approach accelerates the time to 

productivity for end users, improves business agility, and allows IT resources to be all ocated to other tasks.  

Cisco UCS Manager automates many mundane, error - prone data center operations such as configuration 

and provisioning of server, network, and storage access infrastructure. In addition, Cisco UCS B - Series 

Blade Servers and C - Series Rack Servers with large memory footprints enable high desktop density that 

helps reduce server infrastructure requirements.  

Simplification also leads to more successful desktop virtualization implementation. Cisco and its technology 

partners like VMware Tec hnologies and Pure Storage have developed integrated, validated architectures, 

including predefined converged architecture infrastructure packages such as FlashStack. Cisco Desktop 

Virtualization Solutions have been tested with VMware vSphere, VMware Horiz on. 

Secure 

Although virtual desktops are inherently more secure than their physical predecessors, they introduce new 

security challenges. Mission - critical web and application servers using a common infrastructure such as 

virtual desktops are now at a highe r risk for security threats. Inter virtual machine traffic now poses an 

important security consideration that IT managers need to address, especially in dynamic environments in 

which virtual machines, using VMware vMotion, move across the server infrastruc ture.  

Desktop virtualization, therefore, significantly increases the need for virtual machine level awareness of 

policy and security, especially given the dynamic and fluid nature of virtual machine mobility across an 

extended computing infrastructure. The  ease with which new virtual desktops can proliferate magnifies the 

importance of a virtualization - aware network and security infrastructure. Cisco data center infrastructure 

(Cisco UCS and Cisco Nexus Family solutions) for desktop virtualization provides strong data center, 

network, and desktop security, with comprehensive security from the desktop to the hypervisor. Security is 

enhanced with segmentation of virtual desktops, virtual machine aware policies and administration, and 

network security across th e LAN and WAN infrastructure.  

Scalable 

Growth of a desktop virtualization solution is all but inevitable, so a solution must be able to scale, and scale 

predictably, with that growth. The Cisco Desktop Virtualization Solutions built on FlashStack Datacente r 

infrastructure supports high virtual - desktop density (desktops per server), and additional servers and 
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storage scale with near - linear performance. FlashStack Datacenter provides a flexible platform for growth 

and improves business agility. Cisco UCS Mana ger Service Profiles allow on - demand desktop provisioning 

and make it just as easy to deploy dozens of desktops as it is to deploy thousands of desktops.  

Cisco UCS servers provide near - linear performance and scale. Cisco UCS implements the patented Cisco 

Extended Memory Technology to offer large memory footprints with fewer sockets (with scalability to up to 1 

terabyte (TB) of memory with 2 -  and 4 - socket servers). Using unified fabric technology as a building block, 

Cisco UCS server aggregate bandwidth can  scale to up to 80 Gbps per server, and the northbound Cisco 

UCS fabric interconnect can output 2 terabits per second (Tbps) at line rate, helping prevent desktop 

virtualization I/O and memory bottlenecks. Cisco UCS, with its high - performance, low - latency unified fabric -

based networking architecture, supports high volumes of virtual desktop traffic, including high - resolution 

video and communications traffic. In addition, Cisco storage partners Pure help maintain data availability and 

optimal performance dur ing boot and login storms as part of the Cisco Desktop Virtualization Solutions. 

Recent Cisco Validated Designs for End User Computing based on FlashStack solutions have demonstrated 

scalability and performance, with up to 6000  desktops up and running in 2 0 minutes.  

FlashStack Datacenter provides an excellent platform for growth, with transparent scaling of server, network, 

and storage resources to support desktop virtualization, data center applications, and cloud computing.  

Savings and Success  

The simpli fied, secure, scalable Cisco data center infrastructure for desktop virtualization solutions saves 

time and money compared to alternative approaches. Cisco UCS enables faster payback and ongoing 

s greatest virtual desktop density per server, 

reducing both capital expenditures (CapEx) and operating expenses (OpEx). The Cisco UCS architecture and 

Cisco Unified Fabric also enables much lower network infrastructure costs, with fewer cables per server and 

fewer ports required. In addition, storage tiering and deduplication technologies decrease storage costs, 

reducing desktop storage needs by up to 50 percent.  

The simplified deployment of Cisco UCS for desktop virtualization accelerates the time to pro ductivity and 

enhances business agility. IT staff and end users are more productive more quickly, and the business can 

respond to new opportunities quickly by deploying virtual desktops whenever and wherever they are 

needed. The high - performance Cisco syst ems and network deliver a near - native end - user experience, 

allowing users to be productive anytime and anywhere.  

The ultimate measure of desktop virtualization for any organization is its efficiency and effectiveness in both 

the near term and the long ter m. The Cisco Desktop Virtualization Solutions are very efficient, allowing rapid 

deployment, requiring fewer devices and cables, and reducing costs. The solutions are also very effective, 

providing the services that end users need on their devices of choic e while improving IT operations, control, 

- in- class partnerships with leaders in 

virtualization and storage, and through tested and validated designs and services to help customers 

throughout the solution lifecycle. Long -

and secure architecture as the platform for desktop virtualization.  

Physical Topology  

Figure 2  illustrates the FlashStack System architecture.  

Figure 2 Flash- Stack Solution Reference Architecture  
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The reference hardware configuration includes:  

¶ Two Cisco Nexus 93180YC - FX switches  

¶ Two Cisco MDS 9148S 16GB Fibre Channel switches  

¶ Two Cisco UCS 6332 - 16UP Fabric Interconnects  

¶ Four Cisco UCS 5108 Blade Chassis  

¶ Two Cisco UCS B200 M 4 Blade Servers (2 Server hosting Infrastructure VMs)  
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¶ Thirty Cisco UCS B200 M5 Blade Servers ( for workload)  

¶ One Pure Storage FlashArray //X70 with All - NVMe DirectFlash Modules  

For desktop virtualization, the deployment includes VMware Horizon 7 running on VMware vSphere 6.5.  

The design is intended to provide a large - scale building block for both VMware Horizon RDS Hosted server 

sessions and Windows 10 non -  persistent and persistent VDI desktops in the following ratio:  

¶ 2430  Remote Desktop Server Hosted (RDSH) desktop sessions  

¶ 2380  VMware Horizon Windows 10 non - persistent virtual desktops  

¶ 1190  VMware Horizon Windows 10 persistent virtual desktops  

The data provide d in this document will allow our customers to adjust the mix of RDSH and VDI desktops to 

suite their environment. For example, additional blade servers and chassis can be deployed to increase 

compute capacity, additional disk shelves can be deployed to im prove I/O capability and throughput, and 

special hardware or software features can be added to introduce new features. This document guides you 

through the detailed steps for deploying the base architecture. This procedure covers everything from 

physical c abling to network, compute and storage device configurations.  

What is FlashStack? 

The FlashStack platform, developed by Cisco and Pure Storage, is a flexible, integrated infrastructure 

solution that delivers pre - validated storage, networking, and server technologies. Cisco and Pure Storage 

have carefully validated and verified the FlashStack solution architecture and its many use cases while 

creating a portfolio of detailed documentation, information, and referenc es to assist customers in 

transforming their data centers to this shared infrastructure model.  

FlashStack is a best practice datacenter architecture that includes the following components:  

¶ Cisco Unified Computing System  

¶ Cisco Nexus Switches  

¶ Cisco MDS Switches  

¶ Pure Storage FlashArray 

  

https://www.flashstack.com/
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Figure 3 FlashStack Systems Components 

 

As shown in Figure 3 , these components are connected and configured according to best practices of both 

Cisco and Pure Storage and provide the ideal platform for running a variety of enterprise database workloads  

with confidence. FlashStack can scale up for greater performance and capacity (adding compute, network, 

or storage resources individually as needed), or it can scale out for environments that require multiple 

consistent deployments.  

The reference architec ture covered in this document leverages the Pure Storage FlashArray//X70 Controller 

with NVMe based DirectFlash modules for Storage, Cisco UCS B200 M5 Blade Server for Compute, Cisco 

Nexus 9000 and Cisco MDS 9100 series for the switching element and Cisco Fabric Interconnects 6300 

series for System Management. As shown in Figure 3 , FlashStack Architecture can maintain consistency at 

scale. Each of the component families shown in (Cisco UCS, Cisco Nexus, Cisco MDS, Cisco FI and Pure 

Storage) offers platform and resource options to scale the infrastructure up or down, while supporting the 

same features and functionality that are required under the configuration and connectivity best practices of 

FlashStack. 

FlashStack Solution Benefits  

FlashStack provides a j ointly supported solution by Cisco and Pure Storage.  Bringing a carefully validated 

architecture built on superior compute, world - class networking, and the leading innovations in all flash 

storage. The portfolio of validated offerings from FlashStack incl udes but is not limited to the following:  
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¶ Consistent Performance and Scalability  

- Consistent sub - millisecond latency with 100 percent NVMe enterprise flash storage  

- Consolidate hundreds of enterprise - class applications in a single rack  

- Scalability through a  design for hundreds of discrete servers and thousands of virtual machines, 

and the capability to scale I/O bandwidth to match demand without disruption  

- Repeatable growth through mul tiple FlashStack CI deployments  

¶ Operational Simplicity  

- Fully tested, valid ated, and documented for rapid deployment  

- Reduced management complexity  

- No storage tuning or tiers necessary  

- 3x better data reduction without any performance impact  

¶ Lowest TCO  

- Dramatic savings in power, cooling and space with Cisco UCS and 100 percent Flash 

- Industry leading data reduction  

-  

¶ Mission Critical and Enterprise Grade Resiliency  

- Highly available architecture with no single point of failure  

- Non- disruptive operations with n o downtime  

- Upgrade and expand without downtime or performance loss  

- Native data protection: snapshots and replication  

Cisco and Pure Storage have also built a robust and experienced support team focused on FlashStack 

solutions, from customer account and tec hnical sales representatives to professional services and technical 

support engineers. The support alliance between Pure Storage and Cisco gives customers and channel 

services partners direct access to technical experts who collaborate with cross vendors a nd have access to 

shared lab resources to resolve potential issues.  

 

This CVD of the FlashStack release introduces new hardware with the Pure Storage FlashArray//X, that is 

100 percent NVMe enterprise class all - flash array along with Cisco UCS B200 M5 Blade Servers featuring 

the Intel Xeon Scalable Family of CPUs. This is the second Oracle RAC Database deployment Cisco 

Validated Design with Pure Storage. It incorporates the following features:  

¶ Pure Storage FlashArray  / /X 



Solution Summary                                                                                                                                                                                                                                                                                                                                

 

 

 

 

22 
 

¶ Cisco UCS B200 M5 Blade Servers  

¶ VMware vSphere 6.5 U1 and VMware Horizon 7.4  

Configuration Guidelines  

This Cisco Validated Design provides details for deploying a fully redundant, highly available 6000  seat 

mixed workload virtual desktop solution with V Mware on a FlashStack Datacenter architecture. Configuration 

guidelines are provided that refer the reader to which redundant component is being configured with each 

step. For example, storage controller 01and storage controller 02  are used to identify the  two Pure Storage 

FlashArray //X70  controllers that are provisioned with this document, Cisco Nexus A or Cisco Nexus B 

identifies the pair of Cisco Nexus switches that are configured and Cisco MDS A or Cisco MDS B identifies 

the pair of Cisco MDS switches that are configured. The pair of Cisco UCS 6332 - 16UP Fabric Intercon nects 

are similarly configured as FI - A and FI- B. 

Additionally, this document details the steps for provisioning multiple Cisco UCS hosts, and these are 

identified sequentially: VM - Host- Infra- 01, VM - Host- Infra- 02, VM - Host- RDSH- 01, VM - Host- VDI- 01 and so 

on. Finally, to indicate that you should include information pertinent to your environment in a given step, 

<text> appears as part of the command structure.  



Solution Compone nts                                                                                                                                                                                                                                                                                                                               

 

 

 

 

23 
 

Solution Components  

This section describes the components used in the solution outlined in this solution .  

Cisco Unified Computing System  

Cisco UCS Manager provides unified, embedded management of all software and hardware components of 

sco UCS) through an intuitive GUI, a command - line interface (CLI), 

and an XML API. The manager provides a unified management domain with centralized management 

capabilities and can control multiple chassis and thousands of virtual machines.  

Cisco UCS is a next - generation data center platform that unites computing, networking, and storage access. 

The platform, optimized for virtual environments, is designed using open industry - standard technologies and 

aims to reduce total cost of ownership (TCO) and increas e business agility. The system integrates a low -

latency; lossless 40 Gigabit Ethernet unified network fabric with enterprise - class, x86 - architecture servers. It 

is an integrated, scalable, multi - chassis platform in which all resources participate in a unif ied management 

domain.  

Cisco Unified Computing System Components  

The main components of Cisco UCS are:  

¶ Comput e: The system is based on an entirely new class of computing system that incorporates blade 

servers based on Intel® Xeon® Scalable Family process ors.  

¶ Network : The system is integrat ed on a low - latency, lossless, 40 - Gbps unified network fabric. This 

network foundation consolidates LANs, SANs, and high - performance computing (HPC) networks, 

which ar e separate networks today. The unified fabric lowers  costs by reducing the number of network 

adapters, switches, and cables needed, and by decreasing the power and cooling requirements.  

¶ Virtualization : The system unleashes the full potential of virtualization by enhancing the scalability, 

performance, and o perational control of virtual environments. Cisco security, policy enforcement, and 

diagnostic features are now extended into virtualized environments to better support changing 

business and IT requirements.  

¶ Storage access : The system provides consolidated  access to local storage, SAN storage, and 

network - attached storage (NAS) over the unified fabric. With storage access unified, Cisco UCS can 

access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and Small Computer 

System Interfa ce over IP (iSCSI) protocols. This capability provides customers with choice for storage 

access and investment protection. In addition, server administrators can pre - assign storage - access 

policies for system connectivity to storage resources, simplifying s torage connectivity and 

management and helping increase productivity.  

¶ Management : Cisco UCS uniquely integrates all system components, enabling the entire solution to 

be managed as a single entity by Cisco UCS Manager. The manager has an intuitive GUI, a C LI, and a 

robust API for managing all system configuration processes and operations.  
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Figure 4 Cisco Data Center Overview 

 

Cisco UCS is designed to deliver:  

¶ Reduced TCO and increased business agility  

¶ Increased IT staff productivity through just - in- time provisioning and mobility support  

¶ A cohesive, integrated system that unifies the technology in the data center; the system is managed, 

serviced, and tested as a whole  

¶ Scalability through a design for hundreds of discr ete servers and thousands of virtual machines and 

the capability to scale I/O bandwidth to match demand  

¶ Industry standards supported by a partner ecosystem of industry leaders  

Cisco UCS Manager provides unified, embedded management of all software and hardware components of 

the Cisco Unifie d Computing System across multiple chassis, rack servers, and thousands of virtual 

machines. Cisco UCS Manager manages Cisco UCS as a single entity through an intuitive GUI, a command -

line interface (CLI), or an XML API for comprehensive access to all Cisco UCS Manager Functions.  










































































































































































































































































































































































































































































































































































































































































































































































































































































