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Executive Summary 

Cisco Validated Designs consist of systems and solutions that are designed, tested, and documented to facilitate and 
improve customer deployments. These designs incorporate a wide range of technologies and products into a portfolio of 
solutions that have been developed to address the business needs of our customers. 

The purpose of this document is to describe the design and deployment of Scality RING on Red Hat Enterprise Linux and on 
the latest generation of Cisco UCS C240 Rack Servers. This validated design provides the framework of designing and 
deploying Scality SDS software on Cisco UCS C240 Rack Servers. The Cisco Unified Computing System provides the 
storage, network, and storage access components for Scality RING, deployed as a single cohesive system. 

The Cisco Validated Design describes how the Cisco Unified Computing System can be used in conjunction with Scality 
RING 7.4. With the continuous evolution of Software Defined Storage (SDS), there has been increased demand to have 
small Scality RING solutions validated on Cisco UCS servers. The Cisco UCS C240 Rack Server, originally designed for the 
data center, together with Scality RING is optimized for such object storage solutions, making it an excellent fit for 
unstructured data workloads such as active archive, backup, and cloud data. The Cisco UCS C240 Rack Server delivers a 
complete infrastructure with exceptional scalability for computing and storage resources together with 40 Gigabit Ethernet 
networking. 

Cisco and Scality are collaborating to offer customers a scalable object storage solution for unstructured data that is 
integrated with Scality RING. With the power of the Cisco UCS management framework, the solution is cost effective to 
deploy and manage and will enable the next-generation cloud deployments that drive business agility, lower operational 
costs and avoid vendor lock-in. 
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Solution Overview 

Introduction 

Traditional storage systems are limited in their ability to easily and cost-effectively scale to support large amounts of 
unstructured data. With about 80 percent of data being unstructured, new approaches using x86 servers are proving to be 
more cost effective, providing storage that can be expanded as easily as your data grows. Software Defined Storage is a 
scalable and cost-effective approach for handling large amounts of data. 

But more and more there are requirements to store unstructured data even in smaller quantities as object storage. The 
advantage of identifying the data by metadata and not taking over management of the location is very attractive even for 
smaller quantities. As a result, new technologies need to be developed to provide similar levels of availability and reliability 
as large scale-out object storage solutions. 

Scality RING is a storage platform that is ideal for holding large amounts of colder production data, such as backups and 
archives, and very large individual files, such as video files, image files, and genomic data and can also include support of 
warm or even hot data, by increasing CPU performance and/or memory capacity. Scality RING is highly reliable, durable, 
and resilient object storage for that is designed for scale and security. 

Together with Cisco UCS, Scality RING can deliver a fully enterprise-ready solution that can manage different workloads 
and still remain flexible. The Cisco UCS C240 Rack Server is an excellent platform to use with object and file workloads, such 
as capacity-optimized and performance-optimized workloads. It is best suited for sequential access, as opposed to random, 
to unstructured data, and to any data size. It is designed for applications, not direct end-users. 

This document describes the architecture, design and deployment procedures of Scality storage on Cisco UCS C240 M5 
servers. 

Audience 

The audience for this document includes, but is not limited to, sales engineers, field consultants, professional services, IT 
managers, partner engineers, IT architects, and customers who want to take advantage of an infrastructure that is built to 
deliver IT efficiency and enable IT innovation. The reader of this document is expected to have the necessary training and 
background to install and configure Red Hat Enterprise Linux, Cisco Unified Computing System (Cisco UCS), Cisco Nexus, 
and Cisco UCS Manager (UCSM) as well as a high-level understanding of Scality RING Software and its components. 
External references are provided where applicable and it is recommended that the reader be familiar with these documents.  

Readers are also expected to be familiar with the infrastructure, network and security policies of the customer installation.   

Purpose of this Document 

This document describes the architecture, design and deployment of a Scality RING solution on Cisco UCS. It shows the 
simplicity of installing and configuring the shared infrastructure platform and illustrates the need of a well-conceived 
network architecture for low-latency, high-bandwidth.  

Solution Summary 

This Cisco Validated Design (CVD) is a simple and linearly scalable architecture that provides Software Defined Storage for 
object and file on Scality RING 7.4 and Cisco UCS C240 rack server. This CVD describes in detail the design and deployment 
of Scality RING on Cisco UCS C240 rack server. The solution includes the following features: 

 Infrastructure for scale-out storage 
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 Design of a Scality RING solution together with Cisco UCS C240 Rack Server 

 Simplified infrastructure management with Cisco UCS Manager (UCSM) 

The configuration uses the following architecture for the deployment: 

 3 x Cisco UCS C240 M5 Rack Servers 

 2 x Cisco UCS 6332 Fabric Interconnect 

 1 x Cisco UCS Manager 

 2 x Cisco Nexus 9336C-FX2 Switches 

 Scality RING 7.4 

 Red Hat Enterprise Linux 7.6 

The solution has various options to scale capacity. The tested configuration uses ARC (Advanced Resiliency Configuration) 
7+5 and COS 3 replication for small objects. A base capacity summary for the tested solution is listed in Table 1  . Because of 
the smallest Scality RING license of 200 TB usable, there is no option to use smaller drives than 10 TB. 

Table 1   Usable Capacity Options for Tested Cisco Validated Design 

HDD Type Number of Disks Usable Capacity 

10 TB 7200-rpm LFF SAS drives* 36 197 TB 

12 TB 7200-rpm LFF SAS drives 36 237 TB 

* Tested configuration 
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In response to ever-increasing computing and data-intensive real-time workloads, the enterprise-class Cisco UCS C240 
server extends the capabilities of the Cisco UCS portfolio in a 2RU form factor. It incorporates the Intel® Xeon® Scalable 
processors, supporting up to 20 percent more cores per socket, twice the memory capacity, and five times more Non-
Volatile Memory Express (NVMe) PCI Express (PCIe) Solid-State Disks (SSDs) compared to the previous generation of 
servers. These improvements deliver significant performance and efficiency gains that will improve your application 
performance. The Cisco UCS C240 M5 delivers outstanding levels of storage expandability with exceptional performance, 
comprised of the following: 

 Latest Intel Xeon Scalable CPUs with up to 28 cores per socket 

 Up to 24 DDR4 DIMMs for improved performance 

 Up to 26 hot-swappable Small-Form-Factor (SFF) 2.5-inch drives, including 2 rear hot-swappable SFF drives (up to 10 
support NVMe PCIe SSDs on the NVMe-optimized chassis version), or 12 Large-Form-Factor (LFF) 3.5-inch drives 
plus 2 rear hot-swappable SFF drives 

 Support for 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCIe Generation 3.0 
slots available for other expansion cards 

 Modular LAN-On-Motherboard (mLOM) slot that can be used to install a Cisco UCS Virtual Interface Card (VIC) 
without consuming a PCIe slot, supporting dual 10-, 25- or 40-Gbps network connectivity 

 Dual embedded Intel x550 10GBASE-T LAN-On-Motherboard (LOM) ports 

 Modular M.2 or Secure Digital (SD) cards that can be used for boot 

The Cisco UCS C240 rack server is well suited for a wide range of enterprise workloads, including: 

 Object Storage 

 Big Data and analytics 

 Collaboration 

 Small and medium-sized business databases 

 Virtualization and consolidation 

 Storage servers 

 High-performance appliances 

Cisco UCS C240 rack servers can be deployed as standalone servers or in a Cisco UCS managed environment. When used in 
combination with Cisco UCS Manager, the Cisco UCS C240 brings the power and automation of unified computing to 

enterprise applications, including Cisco® SingleConnect technology, drastically reducing switching and cabling 
requirements. 

Cisco UCS Manager uses service profiles, templates, and policy-based management to enable rapid deployment and help 
ensure deployment consistency. If also enables end-to-end server visibility, management, and control in both virtualized 
and bare-metal environments. 

The Cisco Integrated Management Controller (IMC) delivers comprehensive out-of-band server management with support 
for many industry standards, including: 

 Redfish Version 1.01 (v1.01) 

 Intelligent Platform Management Interface (IPMI) v2.0 



https://developer.cisco.com/site/ucs-dev-center/


Technology Overview                                                                                                                                                                                                                                                                                                                               

 

 

 

 

13 
 

This engine provides support for advanced data center requirements, including stateless network offloads for: 

 Network Virtualization Using Generic Routing Encapsulation (NVGRE) 

 Virtual extensible LAN (VXLAN) 

 Remote direct memory access (RDMA) 

The engine also offers support for performance optimization applications such as: 

 Server Message Block (SMB) Direct 

 Virtual Machine Queue (VMQ) 

 Data Plane Development Kit (DPDK) 

 Cisco NetFlow 

Cisco UCS 6300 Series Fabric Interconnect 

The Cisco UCS 6300 Series Fabric Interconnects are a core part of Cisco UCS, providing both network connectivity and 
management capabilities for the system (Figure 3). The Cisco UCS 6300 Series offers line-rate, low-latency, lossless 10 and 
40 Gigabit Ethernet, Fibre Channel over Ethernet (FCoE), and Fibre Channel functions. 

Figure 3 Cisco UCS 6300 Series Fabric Interconnect 

 

The Cisco UCS 6300 Series provides the management and communication backbone for the Cisco UCS B-Series Blade 
Servers, 5100 Series Blade Server Chassis, Cisco UCS C-Series Rack Servers, and Cisco UCS S-Series Storage Dense Server 
managed by Cisco UCS. All servers attached to the fabric interconnects become part of a single, highly available 
management domain. In addition, by supporting unified fabric, the Cisco UCS 6300 Series provides both LAN and SAN 
connectivity for all servers within its domain. 

From a networking perspective, the Cisco UCS 6300 Series uses a cut-through architecture, supporting deterministic, low-
latency, line-rate 10 and 40 Gigabit Ethernet ports, switching capacity of 2.56 terabits per second (Tbps), and 320 Gbps of 
bandwidth per chassis, independent of packet size and enabled services. The product family supports Cisco® low-latency, 
lossless 10 and 40 Gigabit Ethernet unified network fabric capabilities, which increase the reliability, efficiency, and 
scalability of Ethernet networks. The fabric interconnect supports multiple traffic classes over a lossless Ethernet fabric 
from the server through the fabric interconnect. Significant TCO savings can be achieved with an FCoE optimized server 
design in which network interface cards (NICs), host bus adapters (HBAs), cables, and switches can be consolidated. 

The Cisco UCS 6332 32-Port Fabric Interconnect is a 1-rack-unit (1RU) Gigabit Ethernet, and FCoE switch offering up to 2.56 
Tbps throughput and up to 32 ports. The switch has 32 fixed 40-Gbps Ethernet and FCoE ports. 

Both the Cisco UCS 6332UP 32-Port Fabric Interconnect and the Cisco UCS 6332 16-UP 40-Port Fabric Interconnect have 
ports that can be configured for the breakout feature that supports connectivity between 40 Gigabit Ethernet ports and 10 
Gigabit Ethernet ports. This feature provides backward compatibility to existing hardware that supports 10 Gigabit 
Ethernet. A 40 Gigabit Ethernet port can be used as four 10 Gigabit Ethernet ports. Using a 40 Gigabit Ethernet SFP, these 
ports on a Cisco UCS 6300 Series Fabric Interconnect can connect to another fabric interconnect that has four 10 Gigabit 



https://www.cisco.com/c/en/us/products/switches/nexus-9000-series-switches/index.html#asic
https://www.cisco.com/go/tetration
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virtual machines. It supports all Cisco UCS product models, including Cisco UCS B-Series Blade Servers, C-Series Rack 
Servers, and S- and M-Series composable infrastructure and Cisco UCS Mini, as well as the associated storage resources 
and networks. Cisco UCS Manager is embedded on a pair of Cisco UCS 6300 or 6200 Series Fabric Interconnects using a 
clustered, active-standby configuration for high availability. The manager participates in server provisioning, device 
discovery, inventory, configuration, diagnostics, monitoring, fault detection, auditing, and statistics collection. 

Figure 5 Cisco UCS Manager 

 

An instance of Cisco UCS Manager with all Cisco UCS components managed by it forms a Cisco UCS domain, which can 
include up to 160 servers. In addition to provisioning Cisco UCS resources, this infrastructure management software 
provides a model-based foundation for streamlining the day-to-day processes of updating, monitoring, and managing 
computing resources, local storage, storage connections, and network connections. By enabling better automation of 
processes, Cisco UCS Manager allows IT organizations to achieve greater agility and scale in their infrastructure operations 
while reducing complexity and risk. The manager provides flexible role- and policy-based management using service 
profiles and templates. 

Cisco UCS Manager manages Cisco UCS systems through an intuitive HTML 5 or Java user interface and a CLI. It can 
register with Cisco UCS Central Software in a multi-domain Cisco UCS environment, enabling centralized management of 
distributed systems scaling to thousands of servers. Cisco UCS Manager can be integrated with Cisco UCS Director to 
facilitate orchestration and to provide support for converged infrastructure and Infrastructure as a Service (IaaS). 

The Cisco UCS XML API provides comprehensive access to all Cisco UCS Manager functions. The API provides Cisco UCS 
system visibility to higher-level systems management tools from independent software vendors (ISVs) such as VMware, 
Microsoft, and Splunk as well as tools from BMC, CA, HP, IBM, and others. ISVs and in-house developers can use the XML 
API to enhance the value of the Cisco UCS platform according to their unique requirements. Cisco UCS PowerTool for Cisco 
UCS Manager and the Python Software Development Kit (SDK) help automate and manage configurations within Cisco 
UCS Manager. 
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RING incorporates these design principles at multiple levels, to deliver the highest levels of data durability, at the highest 
levels of scale, for most optimal economics.  

Scality RING Architecture 

To scale both storage capacity and performance to massive levels, the Scality RING software is designed as a distributed, 
parallel, scale-out architecture with a set of intelligent services for data access and presentation, data protection and 
systems management. To implement these capabilities, RING provides a set of fully abstracted software services including 
a top-layer of scalable access services (Connectors) that provide storage protocols for applications. The middle layers are 
comprised of a distributed virtual file system layer, a set of data protection mechanisms to ensure data durability and 
integrity, self-healing processes and a set of systems management and monitoring services. At the bottom of the stack, the 
system is built on a distributed storage layer comprised of virtual storage nodes and underlying IO daemons that abstract 
the physical storage servers and disk drive interfaces. 

At the heart of the storage layer is a scalable, distributed object key/value store based on a second-generation peer-to-peer 
routing protocol. This routing protocol ensures that store and lookup operations scale efficiently to very high numbers of 
nodes. 

RING software is comprised of the following main components: RING Connectors, a distributed internal NoSQL database 
called MESA, RING Storage Nodes and IO daemons, and the Supervisor web-based management portal. The MESA 
database is used to provide the Scale-Out-File-System (SOFS) file system abstraction layer, and the underlying core routing 
protocol and Keyspace mechanisms are described later in this paper.  

Figure 7 Scality Scale-out Architecture 
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best effect. Scality can provide specific sizing recommendations based on the expected average file sizes, and number of 
files for a given application.  

RING Systems Management 

Managing and monitoring the RING is enabled through a cohesive suite of user interfaces, built on top of a family of 
RESTful interfaces termed the Supervisor API (SupAPI). The SupAPI provides an API based method that may be accessed 
from scripts, tools and frameworks for gathering statistics, metrics, health check probes and alerts, and for provisioning 
new services on the RING. The SupAPI is also enabled with Role Based Access Control (RBAC), by supporting an 
administrator identity to provide access control privileges for Super-Admin and Monitor admin user Roles.  

RING provides a family of tools that use the SupAPI for accessing the same information and services. RING 7 includes the 
new Scality Supervisor, a browser-based portal for both systems monitoring and management of Scality components. In 
RING 7, the Supervisor now provides capabilities across object (S3) and file (NFS, SMB, FUSE) Connectors including 
integrated dashboards including Key Performance Indicators (KPIs) with trending information such as Global Health, 
Performance, Availability and Forecast. The Supervisor also includes provisioning capabilities to add new servers in the 
system and a new zone management module to handle customer failure domains for multi-site deployments.  

Figure 8 Supervisor Web GUI 
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RING Supervisor also includes an Advanced Monitoring dashboard where all collected metrics can be graphed and analyzed 
component per-component and per-server. This is based on a very powerful graphing engine that has access to thousands 
of metrics.  

A new S3 Service Management console portal is provided to manage the integrated AWS Identity and Access Management 
(IAM) model of S3 multi-tenancy in the RING. This provides two-level management of Accounts, Users/Groups and IAM 
access control policies. The S3 Console may also be easily customized for white-labeling purposes.  

Figure 9 S3 Service Management Console 

 

A new Scality S3 Browser is also provided to browse S3 buckets, upload and download object data, and for managing key 
S3 features such as bucket versioning, CORS, editing of metadata attributes and tagging. The S3 Browser is an S3 API client 
that runs on the S3 user browser and is accessible to both the Storage administrator and also to the S3 end-user.  
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replication and erasure coded data protection mechanisms can provide very high-levels of data durability, with the ability to 
trade-off performance and space characteristics for different data types.  

Note that replication and erasure coding may be combined, even on a single Connector, by configuring a policy for the 
connector to store objects below a certain size threshold with a replication CoS, but files above the file size limit with a 
specific erasure coding schema. This allows the application to simply store objects without worrying about the optimal 
storage strategy per object, with the system managing that automatically.  

Note that RING does not employ traditional RAID based data protection techniques. While RAID has served the industry 
well in legacy NAS and SAN systems, industry experts have written at large about the inadequacies of classical RAID 
technologies when employed on high-density disk drives, in capacity-optimized and distributed storage systems. These 
deficiencies include higher probabilities of data loss due to long RAID rebuild times, and the ability to protect against only a 
limited set of failure conditions (for example, only two simultaneous disk failures per RAID6 group). Further information 
and reading on the limitations of RAID as a data protection mechanism on high-capacity disk drives is widely available  

Self-healing 

RING provides self-healing processes that monitor and automatically resolve component failures. This includes the ability 
to rebuild missing data chunks due to disk drive or server failures, rebalance data when nodes leave and join the RING, and 
to proxy requests around component failures. In the event a disk drive or even a full server fails, background rebuild 
operations are spawned to restore the missing object data from its surviving replicas or erasure coded chunks. The rebuild 
process completes when it has restored the original Class of Service - either the full number of replicas or the original 
number of erasure coded data and parity chunks. A local disk failure can also be repaired quickly on a node (distinct from a 
full distributed rebuild), through the use of an in-memory key map maintained on each node. Nodes are also responsible for 
automatically detecting mismatches in their own Keyspace, rebalancing keys and for establishing and removing proxies 
during node addition and departure operations. Self-healing provides the RING with the resiliency required to maintain 
data availability and durability in the face of the expected wide set of failure conditions, including multiple simultaneous 
component failures at the hardware and software process levels.  

To optimize rebuilds as well as mainline IO performance during rebuilds, RING utilizes the distributed power of the entire 
storage pool. The parallelism of the underlying architecture pays dividends by eliminating any central bottlenecks that 
might otherwise limit performance or cause contention between servicing application requests, and normal background 
operations such as rebuilds, especially when the system is under load. To further optimize rebuild operations, the system 
will only repair the affected object data, not the entire set of disk blocks, as is commonly the case in RAID arrays. Rebuilds 
are distributed across multiple servers and disks in the system, to utilize the aggregate processing power and available IO of 
multiple resources in parallel, rather than serializing the rebuilds onto a single disk drive.  

By leveraging the entire pool, the impact of rebuilding data stored either with replication or erasure coding is minimized 
since there will be relatively small degrees of overlap between disks involved in servicing data requests, and those involved 
in the rebuilds.  

Scality RING Multi-Site Deployments 

To support multi data center deployments with site protection and complete data consistency between all sites, the RING 
natively supports a stretched (synchronous) deployment mode across sites. In this mode, a single logical RING is deployed 
across multiple data centers, with all nodes participating in the standard RING protocols as if they were local to one site.  

When a stretched RING is deployed with EC, it provides multiple benefits including full site-level failure protection, 
active/active access from both data centers, and dramatically reduced storage overhead compared to mirrored RINGs. An 
erasure coding schema for a three-site stretched RING of 7+5 would provide protection against one complete site failure, or 
up to four disk/server failures per site, plus one additional disk/server failure in another site, with approximately 70 percent 
space overhead. This compares favorably to a replication policy that might require 300-400 percent space overhead, for 
similar levels of protection across these sites.  




































































































































































































