I
CISCO.

FlexPod Datacenter with Microsoft SQL
Server 2017 on Linux Virtual Machine
Running on VMware and Hyper V Design
Guide

Last UpdatedDecember 5, 2019

e
CISCO

VALIDATED
DESIGN



About the Cisco Validated Design Program

The Cisco Validated Design (CVD) program consists of systems and solutions designed, tested, and documented
to facilitate faster, more reliable, and more predictable customer deployments. For more information, go to:

http://www.cisco.com/go/desianzone .

ALL DESIGNS, SPECIFICATIONS, STATEMENTS, INFORMATION, AND RECOMMENDATIONS (COLLECTIVELY,
"DESIGNS") IN THIS MANUAL ARE PRESENTED "AS IS," WITH ALL FAULTS. CISCO AND ITS SUPPLIERS
DISCLAIM ALL WARRANTIES, INCLUDING, WITHOUT LIMITATION, THE WARRANTY OF MEROABILITY,

FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING,
USAGE, OR TRADE PRACTICE. IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT,
SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDINGTHOUT LIMITATION, LOST PROFITS OR
LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THE DESIGNS, EVEN IF CISCO
OR ITS SUPPLIERS HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

THE DESIGNS ARE SUBJECT TO CHANGE WITHOUT NOTICE. BRSEARE SOLELY RESPONSIBLE FOR THEIR
APPLICATION OF THE DESIGNS. THE DESIGNS DO NOT CONSTITUTE THE TECHNICAL OR OTHER
PROFESSIONAL ADVICE OF CISCO, ITS SUPPLIERS OR PARTNERS. USERS SHOULD CONSULT THEIR OWN
TECHNICAL ADVISORS BEFORE IMPLEMENTING THE DESSGIRESULTS MAY VARY DEPENDING ON
FACTORS NOT TESTED BY CISCO.

CCDE, CCENT, Cisco Eos, Cisco Lumin, Cisco Nexus, Cisco StadiumVision, Cisco TelePresence, Cisco WebEXx,
the Cisco logo, DCE, and Welcome to the Human Network are trademarks; Changing the Way We Work, Live,
Play, and Learn and Cisco Store are service marks; and Access Registrar, Aironet, AsyncOS, Bringing the Meeting
To You, Catalyst, CCDA, CCDP, CCIE, CCIP, CCNA, CCNP, CCSP, CCVP, Cisco, the Cisco Certified Internetwork
Expert logo, Cisco 10S, Cisco Press, Cisco Systems, Cisco Systems Capital, the Cisco Systems logo, Cisco
Unified Computing System (Cisco UCS), Cisco UCS B- Series Blade Servers, Cisco UCS C- Series Rack Servers,
Cisco UCS S- Series Storage Servers, Cisco UCS Manager, Cisco UCS Management Software, Cisco Unified
Fabric, Cisco Application Centric Infrastructure, Cisco Nexus 9000 Series, Cisco Nexus 7000 Series. Cisco Prime
Data Center Network Manager, Cisco NX- OS Software, Cisco MDS Series, Cisco Unity, Collaboration Without
Limitation, EtherFast, EtherSwitch, Event Center, Fast Step, Follow Me Browsing, FormShare, GigaDrive,
HomelLink, Internet Quotient, 10S, iPhone, iQuick Study, LightStream, Linksys, MediaTone, MeetingPlace,
MeetingPlace Chime Sound, MGX, Networkers, Networking Academy, Network Registrar, PCNow, PIX,
PowerPanels, ProConnect, ScriptShare, SenderBase, SMARTnet, Spectrum Expert, StackWise, The Fastest Way
to Increase Your Internet Quotient, TransPath, WebEx, and the WebEXx logo are registered trademarks of Cisco
Systems, Inc. and/or its affiliates in the United States and certain other countries.

All other trademarks mentioned in this document or website are the property of their respective owners. The use
of the word partner does not imply a partnership relationship betwe en Cisco and any other company. (0809R)

© 2019 Cisco Systems, Inc. All rights reserved.


http://www.cisco.com/go/designzone

Table of Contents

EXECULIVE SUMMBIY ... eeiieii ittt et oo oottt e e e e o4 o st bt ettt e e o4 o a kbt e e et e e o4 4o oA R b b e e £ e e a2 e aa R b b e et e e e e o4 o a bbb e e e e e e e e e nebb bt e e e e e e aannnbbneeeeaeaeann 6
PrOGIAIM SUMMIAIY ... oo e et e e e e e e e e e e e e e e oo e e e e et e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e aeaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaans 7
SOIULION OVEIVIEW ... ...ttt ettt etttk e e ettt oo bt e o4k h et a2 aa ket oo o a bt e 442k b et 42 4aEE e e 44 AR e e e 448 R et 42 s et e e na e et o4k b et a2 n ket e e nabe e e e et b e e e e antneeennnne s 8
HIGNIIGOLS OF ThisS SOIULION......eeiei it e e e e s et e e e e e s et b et e e eeeeeeatatbeeeeeeeeasbebeeeeaeesasatbaeeeaeeeesntbaneeaeenaaan 8

(5] ORS] o S F T =To RS][4 (o o O OO PRI 8

F U 1T=T o To PP PO P PR OPPPPPPPRPIN 10
Technology Overview: CiSCO NEXUS 9000 .........ciiuuiieiirieeiitiete et te ettt e aaate e e st e e e s tb e e e aate e e e aabe e e e sk b e e e e asbe et e aabbe e e e abbeeesanbneeenabneeesnnneeeean 11
VUL POt CRANNEL........eiiii et ettt e bttt et e et e o b e e et e ek e e e b e e et et e b e e e e e s e e e beeenee s 11
Technology Overview: NetApp A- Series All FIAsh FAS....... et e e e e e ar e e e e e e e aneaee 13
N o] oI Y NG 06 ] (o] = Vo [T PP RO PO PPN 13
NELADD ONTAP 9.5 ..ottt e s et s e s e e s s et e e e e e e e e e et n e s e e et n e st n et st s es et en et e een e en e eenenenens 13

[N T o 6 S = 10 L= (= N 16

S g o OL =T o (=] g N ol a1 (=T ox (1 ] £ OO PUPTRRINE 17
SnapCenter PIUg- IN fOr VIMWEAIE VSPREIE. ...ttt et e st e s e e s s b r e e s nre e e e nane e e e atneeenane 18
Support for Virtualized Databases and File SYSEIMS.........uiii it et e et sbe e e s b e e e s abbeeennes 18

Sy et o O ol (T gl T | (0= TSRS 18
NetApp SnapManager fOr HYPEI-V (SIMHY)...... oottt e e e e ettt e e e e e e bbb e et e e e e e e sabbb e e e e e e e e anbbeeeaaeeaeaan 19
NS VY o YT (U LS o] =T =R o KT =P TP PP PPPRP PRI 20
A0 S o] = Yo [ @ o T Yo OO PSPPSR PP PR OTPPON 20

NFS PIUG IN FOF VIMWEATIE VAAL ...ttt ettt ettt e e e ettt e e e sttt e e s a bt e e a4 b bt e e e st et e e eabe e e a4k bt e e e nbe e e e anbe e e e e nbbeeesanbneeennneeas 20
VASA ProVIider FOr ONTAP. ...ttt e e ot et e e e st oo st e e s R et e e R e et e ea R et e e ettt e s mn e e e s nene e e e e treeennne e e s neneeeeas 20
(0] f= (o [ =T o] oo (Lo g Ao F= o) =] OO P O PR UPPRPTPPRRPN 21
Technology Overview: Cisco Unified COMPULING SYSTEIM .. ...oiiiiiiiiiiiiiee itttk e et sb e e et e e s aabr e e snne e e s nnbeeeeas 22
CiSCO UCS 6300 FaADIC INLEICONMECES ... .eiiuiiiiitie ittt sttt a ettt ettt e st sh et e na bt e et e e e ab e e et e neb e e e ar e e neb e e s neenanes 22

(O ool W [ OAS B 1 =T =T o (T Lo £ TP PPPRR PRI 22
Cisco Nexus 9000 DeSign and BESE PrACHCES ......ccciiiiiiiiiiieiiiiie ettt e e st e e s s e e s sa et e e et e e s anne e e e nnneeeeannreeenanes 24
Cisco Nexus 9000 FEAtUrES ENGDIEA ............oooiuiiiiii ettt ettt e e et et e e bb et e e s bb et e e et bt e e sbn e e e e nnneeeean 24
(R O o] g TS To (=T o1 1T o P T T ST T PO P T PP PO P PP PPTOVPTPPRPPPPI 24
SPANNING Tre@ CONSIAEIALIONS. ..ot ittt ee ettt e ettt e e e e ettt et e e e e e e e at b ettt e e e e e aantbe et e e e e ae e a bbb et e e e e e e antbtaeeeaeeeaanbnbbeeeaeeeaaannnnes 24
Bringing Together 40Gh ENO-10- EN........iiiiiiiiiiiee ettt ekt e et e s e e e e bt e s et et e e s an e e e s b e e e nanre e e e nnnes 25
NetApp Storage DeSIgN ANnd BESE PIACHCES ........oiiiiiiiiiiiii ettt ettt e e ettt e et e e sk b et e e et bt e e sbe e e e s bb e e e e anbn e e e enneas 26
Clustered DAt ONTAP 9.5 ... ittt e e bt o bt e e bt ot eea bt o e bt e ee bt e o bt e e e bt e ea e e e ea bt e e a bt e ne bt e ee b e e ne bt e e neenen e e enreenan s 26
LICENSES ON ONTAP. ..ottt e oottt e ekt e e s n et e e e R et oo s et oo sk R et e oo R R et e e mE et e e e s e e e e 4R e e e et et e e nsn e e e e et e e e nanr e e e nannes 26
CONFIGUIALION WOTKSNEEL. ......eeeeiieie ettt e e ettt e e bt e e e R n e e e e s et e e Rt e e e s se b e e e e aabr e e e e nne e e e naneeeeatneeenane 26

HIGN AVAITADIIITY. ...ttt h bbbt b e s b e et eb ekt e ke bt e et e et e he e bt bbbt e et 27



ST To UL =Y 0110 =] g = o oy TP RTPTRSSR 27

NETAPD STOTAGE BESE PrACHCES ....eeiiiiiiieiiiie ettt ettt e e e bt oo ae et oo sa bt e e 4k b et e e e a b et e e s b e e e e ek b e e e s st bt e e nnne e e s nnneeeeas 27
7 AV = Lo PP PPPRT 27
Storage Efficiency and Thin PrOVISIONING........ooiuuiiiiiie ettt e e e e ettt e e e e e sttt e e e e e e bbbe et e e e e e sabbeeeeeeeessnanenneeeas 28
(O 18 =113V o S T=T Y o T PRSP ERRPRIN 28
Best Practices for SQL Server With NETADD STOTAGE .. ....uuiie ittt ettt e e et e s b e e s bb e e e e aab et e e snr e e e s naneeeeas 29
1@ I 1 Lo ] (o U o1 OO PEPRPRRIRt 29
Yol =3 H U TR T O PP TP UUTPPPPPTPP 30
(] 2= (o [y o] 18] TP PO PR UPPRPPPPPRPN 30

F Yo [o ] (=Te T= L= IR Yo 1N | SO POPO PP PP R PP PUPPPPPPPTN 31
BaACKUDP SQL DAAIASES ......eeeiiiiiiiiiiiiiii e e ettt e e e e ettt e e e e e ettt et e e e e e e et ata e et eeeeeeabe b e et eeeeeess st baeeaaeeeeantbaeeaeeeeeaatbaateeeeeeaatarreaeeas 32
Best Practices for VMware With NETADD STOTAUE ..........ueiiiiiiiiiiiiiiea ettt ettt e e e e e ettt e e e e e e s s abbee e e e e s s aantbbeeeaaeesanbbeeeeaaeaans 32
VSPhere StOrage CONSIOEIATIONS .......ceiiiriieiiriie et ettt e e e e sttt e s st e e s ne e e e sk e e e s se et e e ae R et e e e b s et e ame e e e e nsne e e e antn e e e snrneeennneeeeas 32
SPACE RECIAMELION ... eeeieitt etttk e e ettt oottt o4k b et e o st et e e oa b b et a4 1H b et a2 4a kbt e e 2R e et a4k b et e e eabb e e e eanbe e e e nbbeeeeanbneeenane 33
Virtual Machine and Datastore ClONING...........ciieeiiiiiiieie ettt e e e ese et e e e s e e e e e e e e e s satb e et eaeeaasaatraeeeaeesssaatbaseeeeesssnstbaseeaaeeaans 33
Recommended ESXi Host and Other ONTAP SEtHNGS. .. ccciiii ittt et e e e e e st e e e e e e st b e et e e e e e s aannraeeeaas 33
Provisioning by Virtual STOrage CONSOIE......c.c.uiii ittt e e e et e e e et et e e s n e e e e s s e e e sanre e e e nannees 34
Best Practices for Hyper- V With NEtADD STOTAGE ......cooiuiiiiiiiiie ittt ettt e e e et e e s b e e e s bb e e e e et et e e snreeesnnneeeeas 34
Y oL VA (o] = o [ @fo T Yo [=T = L1 [0 o 1T PPUR PSR 34
=37 o] o I o To R A 111 TSI S PO UT TSRO 35
(5] O3S I [0 (T (o £ OO PO PR UPPRPPPPPPPN 35

[ (o Y Ui o T 11 11 o AT OO P PP PP PPPPR 35

[ o)V Y foTa gL I o) VA A T=T oL O =T | (=] PP PPP PR 35
NETADD SIMIE'S AGENE ...tttk 85 35
NEtAPP SNAPMANAGET FOr HYPEI- V..ot st e e ottt e e st e e ea b et e e ek bt e e e e ab et e e s b e e e e et e e e enbneeennnneas 36
Best Practices for Red Hat LiNUX With NETADPD STOTAGE ... .ciiiiuuiieiiiiiie ittt ettt ettt et e e s sabe e e sbe e e s bb e e s ante e e e snteeesanneeeean 36
Install NetApp LinuX UNIfied HOSE ULIILIES..........eiii ittt e e ettt e e e s e e ab b e e e e e e e e e s nbbe et e e e e e e annbeneeaeas 36
iISCSI Initiators, SesSioNS, and LUN MaPPING.......ciiiueeeeiiieee ittt et et e et e e e et e e e s et e s san e e e s aanr e e e sanne e e e nnneeeeabreeennes 36
Enable and Configure Multipathing in RHEL Virtual MaChINE...........ccoiiiiiiiiiii et 37
N7 o] I ST g F= T oL@ =T o (=] T OO PP PP PP T OPPPPPPPPTN 37
SNAPCENLEr SEIVEI REGUITEIMENTS ... . ..iiiiiiei ittt e ettt e e e e ettt et e e e e et aa et e et e aeeaaaa s e he et eaeeaaaaabbeeeeeaeeeanbbtaeeeaeesaanbnbbeeaaeaeaaannnnes 37
Host and Privilege Requirements for the SnapCenter Plug in for VMware VSPhere. ... 38
Cisco UCS Design ChoiCES @Nd BESE PrACHCES. ... ..ciuviiiiiiiieiiiitee ettt e e sttt e ettt e s sa b et e e et b et e sasbe e e e saneeeeantbeeenanes 40
Cisco UCS Virtual Network INtErfaCe CardS. .........cuuiiiiiiiiiiitie ettt ettt etttk e et et e bbb e et eane e et e nnee s 40
CiscO UCS VNIC Template REAUNTGEANCY.......couuiiiiiiie ettt e ettt et e e e e e o e st bttt e e e e e e s ab b et e eae e e s e e bbbaeeeaeeeaanbnbbeeeaaesaannnnes 40
Cisco Unified Computing System ChassiS/FEX DISCOVENY POLICY..........iuuiiiiiiiieiiiiee it 41
Cisco Unified Computing System - Q0S and JUMDO FramES..........uuiiiiiiiiiiiiiiiie e ettt e e s e e e e st e e e e e s s s inraeeeaeeseanannnes 42



Cisco Unified Computing System d AapLer POLICY ...........ueiiiiiiiiii ettt e e e e st e e e e e s e nnrbeeeeeeeeaannnees 42

Cisco Unified Computing SYSteM TBIOS POICY........uueiiiiiiieiiiiie ittt et e et e e st e e sne e e e abreeennes 42
Cisco Unified Computing System dUEFI BOOt POIICY.........uuiiiiiiiiiiiiiiii ettt e e e st e e e e e s et e e e e e s setasbaeaaaeeessnnnnes 43
CiSCO UCS PRYSICAI CONNECLIVILY........eteeiiieeeeiiitie ettt ettt e e e oot a ettt e e e o e e s st bttt e e e e e e aa st bb e e e e e e e e anbbtn e e e e e e s aanbbbneeeeeaeaannnnnes 44
VMware vSphere 6.7 DeSign and BESt PraClCES ..........uiiiiiiiiiiiiiiii ettt e ettt e e e e e ettt e e e e e e e e aea e e e e e e s aanaeaeeeeaaeaaannsbeeeaaeeaannnnens 45
[WoTo [ [or= N1 A o] (B = To = Ty A P OO PP R PP PP OPPPN 45
Cisco UCS Infrastructure Traffic with vSphere HOsts in thiS DESIGN........ccoiiiiiiiiie e e s e 46
Migration Of VSPNEre VSWILCN 10 VDS ...ttt e ettt et e e e e oottt et e e e e e e h bbbt ee e e e e e e e nb b e et e e e e e e snnbbeeeeaeeeaannbbbaeaaaeaann 48
Dedicated VNICS fOr TENANT VDS..... ..ottt ettt et e st e e e st e e ek bt e s s e et oo sa s et e a4 s et e e aaE et e e nane e e e s b b e e e e anr et e e nnneeesnnneeeeas 49
VMWATE ESXI HOSE POWET SEHINGS ... eieittiieiitiiie ettt eite ettt e bttt ettt e e ettt e e st et e 41 h b et e e ea kbt e e es b et e e eabe e e e anb bt e e nasbe e e s nnbneeeabbeeenane 49
(oo [or= I = 1Yo TU | o 5] (o] - Vo [ SO PPPUPPTPN 50
Windows Server 2016 Hyper - V Design and BESE PraCliCeS. ... .....uiiiiiiiiiiiiiiie ettt ettt ettt e e e e et bt e e e e e s e s sntbeeeeaaeeannnrnee 51
(oo [or= 1B = 1Yo TN | A VL= 1Yo RO URRTR 51
SWitch EMbedded TEAMING OVEIVIEW. ........uiie ittt ettt ettt ettt e ettt e e e bt et e e aa b et e e aatb e e e s ket e e s e s be e e e aabb e e e snbe e e e nbbeeeeanbneeenane 51
(oo [or= I I 1Yo TN | A (o] = o [ USSP UPPPPN 54
SQL Server Configuration BeSE PraACCES........cii ittt e oottt e e e e e e e bttt e e e e e s bt be e e e e e e e e s abbeeeeaaeasanbbbeeaeeeeeannnnsneeeeas 56
Virtual Machine ConfigUration OPtIONS.............uiiiia et e ettt e e e e e et e et e e e e e e e et aeeeeeeeeeaantaeeeeaaaesaanneteeeeaaeaaannsbeeeeaeeaaannsnseeeaaeanann 56
VCPU: COIES P SOCKEL. ....ee ittt ettt ettt ettt e oot e e ookt e e s et e e o2 h e et e oa kbt e a2 am bt e e 1H b et e e 4a kb et e e ant e e e e nb b et e e anbb e e e nnee e e s naneeeeas 56
YT o YA = Lot Y=Y oY= L1 (o o [P SOUPSPUR PR 56

N o] QAo oo (=T N o= TP UT SRR 56

UEFI Boot Option fOr VIrtUAl MACKHINES........ooiiiiii ittt e e et e e e st e e s n e e st e e e nanre e e e nnneas 56
Microsoft SQL Server 2017 DeplOyMENT OPLIONS ......viiiiurieeiiiieeeitite ettt ettt e e st e e s atbe e e sab e e e e atb e e e s aabe e e e sbe e e e abb e e e e anbreeesnreeesanneeeeas 57
Standalone or Single SQL INSTANCE DEPIOYIMENT........iiiiiiiiie ittt e et e e e st e e e s ate e e e sabe e e e anbreeesnbeeeeanbeeeeabbeeennes 57
Highly Available Failover Clustered SQL INSTANCES ON LINUX......uuutiiiiiiiiiiiiiiiae ettt e e s et e e e e e e aabbae e e e e e e e snnbeeeeeeas 58
Always On Availability GroUP DEPIOYIMENT ........coiiiiieiiiie ettt et e et e e e st e e et bt e e abb e e e e sabe e e e abb e e e sbreeesnaneeeean 58
Always On Availability Group fOr REAE SCAIE ON LINMUX....cceiuuuiiiiiiieeitiieeeiieie et ee ettt e sttt e e atb e e e sseeeessnbeeeeanteeeesneeeessnneeeens 59

RV Z= LT F= Lo o PP PP 60
Validated HardWare and SOMWEATE ..........c.ueiiiiiiie ittt ettt s ket e e e et e e e b bt e e e st et e e ssne e e e e bt e e nnne e e s nsnneeeabreeenanee 60
101014 F= T TP P PP RPPP PP 62
ADOUL TN AULNOTS ...tttk ekt ekt e b et ekt e bt e eE e e eh et e e b b e e eh et ek bt e e he e e eh bt e eas e e ee bt e sbn e e nb bt e een e e ne e e nn e 63
F o g LoVl [=To (o =T 4 g1 o TP PSP OPTPPPPRPT 63
[RLE1 (] (] o o] PP P PP PPPRT 64
[ (oo [N o SR Ta o RS To ] [V o] PP PP UP PP PPPPP PRI 64



I
Executive Summary C I S C 0 NetApp

Executive Summary

Cisco Validated Designs consist of systems and solutions that are designed, tested, and documented to facilitate
and improve customer deployments. These designs incorporate a wide r ange of technologies and products into a
portfolio of solutions that have been developed to address the business need s of our customers.

This document describes the Cisco and NetApp FlexPod solution, which is a validated approach for deploying
Cisco and NetApp technologies as shared cloud infrastructure. This validated design provides a framework for
deploying SQL Server 2017 on Linux Virtual Machine running on VMware vSphere and Windows Server 2016
HyperdV based clusters. The detailed deployment steps are explained in the FlexPod Datacenter with Microsoft
SQL Server 2017 on Linux VM Running on VMware and Hyper- V Deployment Guide.

FlexPod is a leading integrated infrastructure supporting broad range of enterprise workloads and use cases. This
solution enables customers to quickly and reliably deploy SQL Server 2017 databases on Linux virtual machines
running on VMware vSphere and Windows Hyper- V based private cloud on integrated infrastructure.

The recommended solution architecture is built on Cisco UCS using the unified software release to support the
Cisco UCS hardware platforms including Cisco UCS B Series Blade Servers, Cisco UCS 6300 Fabric
Interconnects, Cisco Nexus 9000 Series Switches, and NetApp All Flash Series Storage Arrays.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/mssql2017_flexpod_linux.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/mssql2017_flexpod_linux.html

Program Summary

Program Summary
_________________________________________________________________________________________________________________________________|

Cisco and NetApp have carefully validated and verified the FlexPod solution architecture and its many use cases
while creating a portfolio of detailed documentation, information, and references to assist customers in
transforming their data centers to this shared infrastructure model. This portfolio includes, but is not limited to the
following items:

e Best practice architectural design

e Workload sizing and scaling guidance

e Implementation and deployment instructions

e Technical specifications (rules for what is a FlexPod configuration)

e Frequently asked questions and answers (FAQS)

e Cisco Validated Designs (CVDs) and NetApp Validated Architectures (NVAS) covering a variety of use cases

Cisco and NetApp have also built a robust and experienced support team focused on FlexPod solutions, from
customer account and technical sales representatives to professional services and technical support engineers.
The support alliance between NetApp and Cisco gives customers and channel services partners direct access to
technical experts who collaborate with cross vendors and have access to shared lab resources to resolve
potential issues.

FlexPod supports tight integration with virtualized and cloud infrastructures, making it the logical choice for long-
term investment. FlexPod also provides a uniform approach to IT architecture, offering a well- characterized and
documented shared pool of resources for application workloads. FlexPod delivers operational efficiency and
consistency with the versatility to meet a variety of SLAs and IT initiatives, including:

e Application rollouts or application migrations

e Business continuity and disaster recovery

e Desktop virtualization

e Cloud delivery models (public, private, hybrid) and service models (laaS, PaaS, SaaS)

¢ Asset consolidation and virtualization
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]

The current IT industry is witnessing vast transformations in the datacenter solutions. In the recent years, there is a
considerable interest towards pre- validated and engineered datacenter solutions. Introduction of virtualization
technology in the key areas has impacted the design principles and architectures of these solutions in a big way. It
has opened the doors for many applications running on bare metal systems to migrate to these new virtualized
integrated solutions.

With Microsoft SQL Server 2017, Microsoft has made a big announcement to support SQL Server deployments
on Linux Operating systems. SQL Server 2017 on Linux platforms brings in support for most of the major features
that are currently supported by SQL in a Windows platform. Microsoft claims that database performance of SQL
on Linux should be similar as that of SQL in Windows. SQL on Linux is as secured as SQL in Windows platform.
High availability features such as Always On Availability Groups and Failzer Cluster Instance are well supported
and integrated in Linux operating systems.

This enablement relieves Windows centric deployments of SQL Server and offers flexibility to customers to
choose and deploy SQL Server databases on variety of widely used Linux operating systems.

Highlights of this Solution
The following software and hardware products distinguish this reference architecture from others:
e SQL Server 2017 deployment on RHEL 7.4 Virtual Machines in FlexPod Datacenter
e SQL Always On Availability Goup configuration for high availability of databases
e Cisco UCS B200 M5 Blade Servers

e NetApp All Flash A300 storage with Data ONTAP 9.5 and NetApp SnapCenter 4.1.1 for virtual machine
backup and recovery

e 40G end-to- end iSCSI networking and storage connectivity

e VMware vSphere 6.7 and Windows Server 2016 Hyper -V

ISCSI- Based Solution

FlexPod Datacenter is a flexible architecture that can suit any customer requirement. It allows you to choose a
SAN protocol based on workload requirements or hardware availability. This solutionin this document highlights a
40GbE iSCSI end-to- end deployment utilizing the Cisco Nexus 93180YC and Cisco UCS 6300 Series Fabric
Interconnects. This design enables the workload virtual machines to have a 40 GbE end- to- end connectivity for
both management and SAN traffic.

Use of iISCSI protocol end- to- end makes solution simple to manage, and hence lowers TCO. However, this
solution can also be extended to other protocols such as FC/FCoE (subject to version compatibility) by adding
necessary Storage Area Network switches and appropriate connections and configuration updates.

This design is suitable for customers who use IP- based architecture in their datacenter, enabling them to upgrade
to end- to- end 40GbE. The components used in this design are:
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e NetApp AFF A300 storage controllers
— High Availabilitypair in switchless cluster configuration
— 40GbE adapter used in the expansion slot of each storage controller
— ONTAP 9.5

e Cisco Nexus 9332PQ switches
— Pair of switches in vPC configuration

e Cisco UCS 6332 - 16UP Fabric Interconnect

e 40Gb Unified Fabric

e Cisco UCS 5108 Chassis
— Cisco UCS 2304 IOM
— Cisco UCS B200 M5 servers with VIC 1340

Figure 1 FlexPod Datacenter with Cisco UCS 6332 - 16UP Fabric Interconnects for End-to- End 40GbE
iSCSI

Unified Computing

Legend
System 10GbE only
UCS 6332-16UP Fabrc —— 40 GbE Converged ——
Interconnects & UCS B 40 GbE only

Senes Servers SFO Interconnect

UCS 6332-16UP

Nexus
93180YC-EX

R | A q R ) L
5 nnmnnnnmnnnmu o 5 -l:l.:ll:mnl:u:.l:lnl:l-
o L

AFF A300



Solution Overview

Figure 1 illustrates the FlexPod Datacenter topology that supports the end- to- end 40GbE iSCSI design. The Cisco
UCS 6300 Fabric Interconnect FlexPod Datacenter model enables a high- performance, low- latency, and lossless
fabric supporting applications with these elevated requirements. The 40GbE compute and network fabric

increases the overall capacity of the system while maintaining the uniform and resilient design of the FlexPod

solution.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, database administrators, IT managers, partner engineers, and customers who want to take advantage of
an infrastructure built to deliver IT efficiency and enable IT innovation.
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Technology Overview: Cisco Nexus 9000
I ————————————

Cisco Nexus series switches provide an Ethernet switching fabric for communications between the Cisco UCS,

NetApp Storage controllers, and therestof t he cust omeres network. There are m
when choosing the main data switch in this type of architecture to support both the scale and the protocols

required for the resulting applications. All Nexus switch models including the Nexus 5000 and Nexus 7000 are

supported in this design and may provide additional features such as FCoE or OTV. However, be aware that there

may be slight differences in setup and configuration based on the switch used. The validation for the 40GbE iSCSI
deployment leverages the Cisco Nexus 9000 series switches, which deliver high performance 40GbE ports,

density, low latency, and exceptional power efficiency in a broad range of compact form factors.

Many of the most recent single - site FlexPod designs also use this switch due to the advanced feature set and the
ability to support Application Centric Infrastructure (ACI) mode. When leveraging ACI fabric mode, the Nexus 9000
series switches are deployed in a spine- leaf architecture. Although the reference architecture covered in this
design does not leverage ACI, it lays the foundation for customer migration to ACI in the future, and fully supports
ACI today if required.

For more information, go to: Cisco Nexus 9000 Series Switches

This FlexPod design deploys a single pair of Nexus 9000 top- of- rack switches within each placement, using the
traditional standalone mode running NX OS.

The traditional deployment model delivers numerous benefits for this design:

e High performance and scalability with L2 and L3 support per port (Up to 60Tbps of non - blocking
performance with less than 5 microsecond latency)

e Layer 2 multipathing with all paths forwarding through the Virtual port- channel (vPC) technology
e VXLAN support at line rate

e Advanced reboot capabilities include hot and cold patching

e Hot- swappable power- supply units (PSUs) and fans with N+1 redundancy

Cisco Nexus 9000 provides Ethernet switching fabric for communic ations between the Cisco UCS domain, the
NetApp storage system and the enterprise network. In the FlexPod design, Cisco UCS Fabric Interconnects and
NetApp storage systems are connected to the Cisco Nexus 9000 switches using virtual Port Channels.

Virtual Port Channel

A virtual Port Channel allows links that are physically connected to two different Cisco Nexus 9000 Series devices
to appear as a single Port Channel. In a switching environment, vPC provides the following benefits:

e Allows a single device to use a Port Channel across two upstream devices
e Eliminates Spanning Tree Protocol blocked ports and use all available uplink bandwidth
e Provides a loop- free topology

e Provides fast convergence if either one of the physical links or a device fails
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Figure 2  Cisco 9000 Nexus Connections
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Figure 2 illustrates the connections between Cisco Nexus 9000, Cisco UCS Fabric Interconnects and NetApp AFF
A300. vPC requires a "peer link" which is shown as port channel 10 in this diagram. In addition to the vPC peer -
link, the vPC peer keepalive link is a required component of a vPC configuration. The peer keepalive link dlows
each vPC enabled switch to monitor the health of its peer. This link accelerates convergence and reduces the
occurrence of split- brain scenarios. In this validated solution, the vPC peer keepalive link uses the out of- band

Helps ensure high availability of the overall FlexPod system
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Technology Overview: NetApp A- Series All Flash FAS

NetApp AFF A300 Storage

With the new A- Series All Flash FAS (AFF) controller lineup, NetApp provides industry leading performance while
continuing to provide a full suite of enterprise- grade data management and data protection features. The A- Series
lineup offers double the IOPS, while decreasing the latency.

This solution utilizes the NetApp AFF AB00. This controller provides high performance benefits of 40GbE and all
flash SSDs, while taking up only5U of rack space. Configured with 24 x 3.8TB SSD, the A300 provides ample
performance and over 60TB effective capacity. This makes it an ideal controller for a shared workload converged
infrastructure. For situations where more performance is needed, the A700s would be an ideal fit.

Figure 3  NetApp AFF A300
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NetApp ONTAP 9.5

ONTAP 9.5 is the data management software that is used with the NetApp all- flash storage platforms in the
solution design. ONTAP software offers unified storage for applications that read and write data over block or file-
access protocols in storage configurations that range from high- speed flash to lower- priced spinning media or
cloud- based object storage.

ONTAP implementations can run on NetApp engineered FAS or AFF appliances, on commodity hadware (ONTAP
Select), and in private, public, or hybrid clouds (NetApp Private Storage and Cloud Volumes ONTAP). Specialized
implementations offer best- in- class converged infrastructure as featured here as part of the FlexPod Datacenter
solution and access to third- party storage arrays (NetApp FlexArray virtualization).

Together these implementations form the basic framework of the NetApp Data Fabric, with a common software -
defined approach to data management and fast, efficient replication across platforms. FlexPod and ONTAP
architectures can serve as the foundation for both hybrid cloud and private cloud designs.
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The following few sections provide an overview of how ONTAP 9.5 is an industry- leading data management
software architected on the principles of software defined storage.

ONTAP 9.1 provides many key features that optimize SSD performance and endurance, including the following:
e Coalesced writes to free blocks to maximize flash performance and longevity
e Flash- specific read- path optimizations that enable consistent low latency
e Advanced drive partitioning to increase storage efficiency, increasing usable capacity by almost 20%

e  Support for multi- stream writes to increase write performance to SSDs

NetApp Storage Virtual Machine (SVM)

A NetApp ONTAP cluster serves data through at least one and possibly multiple storage virtual machines (SVMs;
formerly called Vservers). An SVM is a logical abstraction that represents the set of physical resources of the
cluster. Data volumes and network logical interfaces (LIFs) are created and assigned to an SVM and might reside
on any node in the cluster to which the SVM has been given access. An SVM might own resources on multiple
nodes concurrently, and those resources can be moved non - disruptively from one node in the storage cluster to
another. For example, a NetApp FlexVol flexible volume can be non- disruptively moved to a new node and
aggregate, or a data LIF can be transparently reassigned to a different physical network port. The SVM abstracts
the cluster hardware, and thus it is not tied to any specific physical hardware.

An SVM can support multiple data protocols concurrently. Volumes within the SVM can be joined together to form
a single NAS namespace, which makes all of an SVM's data available through a sinde share or mount point to
NFS and CIFS clients. SVMs also support block based protocols, and LUNs can be created and exported by using
iISCSI, FC, or FCoE. Any or all of these data protocols can be configured for use within a given SVM. Storage
administrators and management roles can also be associated with SVM, which enables higher security and access
control, particularly in environments with more than one SVM, when the storage is configured to provide services
to different groups or set of workloads .

Because it is a secure entity, an SVM is only aware of the resources that are assigned to it and has no knowledge
of other SVMs and their respective resources. Each SVM operates as a separate and distinct entity with its own
security domain. Tenants can manage the resources allocated to them through a delegated SVM administration
account. Each SVM can connect to unique authentication zones such as Active Directory, LDAP, or NIS. A NetApp
cluster can contain multiple SVMs. In this design, we have aligned our S\ design to the intended administrative
functions, opting for three SVMs: one for infrastructure, one for SQL workload in VMware environment and one for
SQL workload in Hyper- V environment. This allows administrators of the application to access only the dedicated
SVMs and associated storage, increasing manageability and reducing risk. Largerorginizations with dedicated
teams might opt to further segregate the administrative domains.

Storage Efficiencies

Storage efficiency has always been a primary architectural design point of ONTAP data management software. A
wide array of features allows you to store more data using less space. In addition to deduplication and
compression, you can store your data more efficiently by using features such as unified storage, multitenancy, thin
provisioning, and utilize NetApp Snapshot technology.

Note that there is no performance penalty when using thin provisioning with ONTAP systems; data is written to
available space so that write performance and read performance are maximized. Despite this fact, some products
such as Microsoft failover clustering or other low- latency applications might require guaranteed or fixed
provisioning, and it is wise to follow these requirements to augment support problems.
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Starting with ONTAP 9, NetApp guarantees that the use of NetApp storage efficiency technologies on AFF
systems reduce the total logical capacity used to store customer data by 75 percent, a data reduction ratio of 4:1.
This space reduction is enabled by a combination of several different technologies, including deduplication,
compression, and compaction.

Compaction, which was introduced in ONTAP 9, is the latest patented storage efficiency technology released by
NetApp. In the ONTAP WAFL file system, all I/O takes up 4KB of spa®, even if it does not actually require 4KB of
data. Compaction combines multiple blocks that are not using their full 4KB of space together into one block. This
one block can be more efficiently stored on the disk to save space. This process is illustrated in Figure 4.

Figure 4  Storage Efficiency
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NetApp Volume Encryption

Data security continues to be an important consideration for customers purchasing storage systems. NetApp
supported self- encrypting drives in storage clusters prior to ONTAP 9. However, in ONTAP 9, the encryption
capabilities of ONTAP are extended by adding an Onboard Key Manager (OKM). The OKM generates and stores
keys for each of the drives in ONTAP, allowing ONTAP to provide all functionalityrequired for encryption out of the
box. Through this functionality, sensitive data stored on disk is secure and can only be accessed by ONTAP.

Beginning with ONTAP 9.1, NetApp has extended the encryption capabilities further with NetApp Volume
Encryption (NVE), a software- based mechanism for encrypting data. It allows a user to encrypt data at the per -
volume level instead of requiring encryption of all data in the cluster, thereby providing more flexibility and
granularity to the ONTAP administrators. Thisencryption extends to Snapshot copies and NetApp FlexClone
volumes that are created in the cluster. One benefit of NVE is that it runs after the implementation of the storage
efficiency features, and, therefore, it does not interfere with the ability of O NTAP to create space savings.

For more information about encryption in ONTAP, see the NetApp Power Encryption Guide in the NetApp ONTAP

9 Documentation Center.
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Quiality of Service

Quality of Service (QoS) allows for managing performance on an individual LUN, volume, or file. QoS can be used
to | i mit an u rikual machine orto make sutelaryimportant virtual machine gets sufficient
performance resources.

FlexClone

NetApp FlexClone technology enables instantaneous cloning of a dataset without consuming any additional
storage until cloned data differs from the original.

Snapshot Copies

ONTAP offers instant Snapshot copies of a Database, virtual machineor datastore with zero performance impact
to create or use the Snapshot copy. Snapshot copies are valuable by themselves to make a restoration point of a
virtual machine prior to patching or for simple data protection. Note that these are different from VMware
(consistency) snapshots, which are generally not recommended due to performance and other impacts. The
easiest way to make an ONTAP Snapshot copy is to use the SnapCenter Plug- In for VMware vSphere to back up
VMs and datastores.

SnapMirror (Data Replication)

NetApp SnapMirror is a replication technology for data replication across different sites, or within the same
datacenter, or on- the- premises datacenter to cloud, or cloud to on- the- premises datacenter.

Virtual Volumes and Storage Policy- Based Management

NetApp was an early design partner with VMware in the development of vSphere Virtual Volumes (VVols),
providing architectural input and early support for VVols and VMware vSphere APIs for Storage Awareness
(VASA). Not only did this approach bring virtual machine granular storage management to VMFS, it also supported
automation of storage provisioning through Storage Policy- Based Management. This approach allows storage
architects to design storage pools with different capabilities that can be easily consumed by virtual machine
administrators. ONTAP leads the storage industry in VVol scale, supporting hundreds of thousands of VVols in a
single cluster, whereas enterprise array and smaller flash array vendors support as few as several thousand VVols
per array. NetApp is also driving the evolution of VM granular management with upcoming capabilities in support of
VASA 3.0.

NetApp SnapCenter

SnapCenter is a NetApp next- generation data protection software for tier 1 enterprise applications. SnapCenter,
with its single- pane- of- glass management interface, automates and simplifies the manual, complex, and time-
consuming processes associated with the backup, recovery, and cloning of multiple databases and other
application workloads.

SnapCenter leverages technologies, including NetApp Snapshot copies, SnapMirror replication technology,
SnapRestoredata recovery software, and FlexClonethin cloning technology, that allow it to integrate seamlessly
with technologies offered by Oracle, Microsoft, SAP, VMware, and MongoDB across FC, iSCSI, and NAS
protocols. This integration allows IT organizations to scale their storage infrastructure, meet increasingly stringent
SLA commitments, and improve the productivity of administrators across the enterprise.

SnapCenter is used in this solution for backup and restore of VMware virtual machines. SnapCenter has the
capability to backup and restore SQL databases running on Windows OS. SnapCenter currently does not support
SQL Server running on Linux OS, but that functionality is coming in near future. SnapCenter does not support the
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backup and restore of virtual machines running on Hyper- V. For Hyper-V virtual machine backup, NetApp
SnapManager for Hyper- V can be used.

SnapCenter Architecture

SnapCenter is a centrally managed web- based application that runs on a Windows platform and remotely
manages multiple servers that must be protected.

Figure 5 illustrates the high- level architecture of the NetApp SnapCenter Server.
Figure 5 SnapCenter Architecture
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The SnapCenter Server has an HTML5- based GUI as well as PowerShell cmdlets and APlIs.

The SnapCenter Server is high- availabilitycapable out of the box, meaning that if one SnapCenter host is ever
unavailable for any reason then the second SnapCenter Server can seamlessly take over and no operations are
affected.

The SnapCenter Server can push out plug- ins to remote hosts. These plug- ins are used to interact with an
application, a database, or a file system. In most cases, the plug- ins must be present on the remote host so that
application- or database- level commands can be issued from the same host where the application or database is
running.

To manage the plug- ins and the interaction between the SnapCenter Server and the plug- in host, SnapCenter
uses SM Service, which is a NetApp SnapManager web service running on top of Windows Server Internet
Information Services (1IS) onthe SnapCenter Server. SM Service takes all client requests such as backup, restore,
clone, and so on.

The SnapCenter Server communicates those requests to SMCore , which is a service that runs co- located within
the SnapCenter Server and remote servers and plays a significant role in coordinating with the SnapCenter plug-
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ins package for Windows. The package includes the SnapCenter plug- in for Microsoft Windows Server and
SnapCenter plug- in for Microsoft SQL Server to discover the host file system, gather database metadata, quiesce
and thaw, and manage the SQL Server database during backup, restore, clone, and verification.

SnapCenter Virtualization (SCV) is another plug in that manages virtual servers running on VMware and that helps

in discovering the host file system, databases on virtual machine disks (VMDK) and raw device mapping (RDM).

SnapCenter Plug- In for VMware vSphere

SnapCenter Plug- In for VMware vSphere is a host- side component of the NetApp storage solution offering
Backup, Restore and Cloning of databases, virtual machines and datastores.

Support for Virtualized Databases and File Systems

The Plug- in for VMware vSphere provides native backup, recovery, and cloning of virtualized applications
(virtualized SQL and Oracle databases and Windows file systems) when usingthe SnapCenter GUI.

SnapCenter natively leverages the Plug- in for VMware vSphere for SQL Server on Windows Server, Oracle on
Linux, and Windows file system data protection operations on virtual machine disks (VMDKSs), raw device
mappings (RDMs), and NFS datastores.

SnapCenter does not have a plug-in for SQL Server on Linux, yet.

SnapCenter Features

SnapCenter enables you to create application- consistent Snapshot copies and to complete data protection
operations, including Snapshot copy- based backup, clone, restore, and backup verification operations.
SnapCenter provides a centralized management environment, while using role- based access control (RBAC) to
delegate data protection and management capabilities to individual application users acrossthe SnapCenter
Server and Windows hosts.

SnapCenter includes the following key features:

e A unified and scalable platform across applications and database environments and virtual and nonvirtual
storage, powered by the SnapCenter Server

e Consistency of features and procedures across plug-ins and environments, supported by the SnapCenter
user interface

e RBAC for security and centralized role delegation

e Application- consistent Snapshot copy management, restore, clone, and backup verification support from
both primary and secondary destinations (NetApp SnapMirror and SnapVault)

e Remote package installation from the SnapCenter GUI
e Nondisruptive, remote upgrades
e A dedicated SnapCenter repository for faster data retrieval

e Load balancing implemented by using Microsoft Windows network load balancing (NLB) and application
request routing (ARR), with support for horizontal scaling
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e Centralized scheduling and policy management to support backup and clone operations
e Centralized reporting, monitoring, and dashboard views

e SnapCenter 4.1 support for data protection for VMware virtual machines, SQL Server Databases, Oracle
Databases, MySQL, SAP HANA, MongoDB, and Microsoft Exchange

e SnapCenter Plug- in for VMware in vCenter integration into the vSphere Web Client. All virtual machine
backup and restore tasks are preformed through the web client GUI

Using the SnapCenter Plug- in for VMware in vCenter you can:
e Create policies, resource groups and backup schedules for virtual machines
e Backup virtual machines, VMDKs,and datastores
e Restore virtual machines, VMDKs, and files and folders (on Windows guest OS)
e Attach and detach VMDK
e Monitor and report data protection operations on virtual machines and datastores
e Support RBAC security and centralized role delegation
e Support guest file or folder (single or multiple) support for Windows guest OS

e Restore an efficient storage base from primary and secondary Snapshot copies through Single File
SnapRestore

e Generate dashboard and reports that provide visibility into protected versus unprotected virtual machines
and status of backup, restore, and mount jobs

e Attach or detach virtual disks from secondary Snapshot copies

e Attach virtual disks to an alternate virtual machine

NetApp SnapManager for Hyper-V (SMHV)

SnapManager for Hyper- V provides you with a solution for data protection and recovery for Microsoft Hyper- V
virtual machines residing on storage systems running ONTAP.

You can perform application- consistent and crash- consistent dataset backups according to dataset protection
policies set by your backup administrator. You can also restore virtual machines from these backups. Reporting
features enable you to monitor the status of the backups and get detailed information about your backup and
restore jobs.

SnapManager for Hyper- V enables you to backup and restore multiple virtual machines across multiple hosts. You
can create datasets and apply policies to them to automate backup tasks such as scheduling, retention, and
replication. Following is the list of other tasks you can perform with SnapManager for Hyper- V:

e Group virtual machines into datasets that have the same protection requirements and apply policies to those
datasets
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Backup and restore dedicated and clustered virtual machines residing on storage systems running ONTAP

software

Backup and restore virtual machines hosted on Cluster Shared Volumes (CSVs)
Automate dataset backups using scheduling policies

Perform on- demand backups of datasets

Retain dataset backups for as long as you need them, using retention policies
Update the SnapMirror destination location after a backup successfully finishes
Specify custom scripts to run be fore or after a backup

Restore virtual machines from backups

Monitor the status of all scheduled and running jobs

Manage hosts remotely from a management console

Provide consolidated reports for dataset backup, restore, and configuration operations
Perform a combination of crash- consistent and application- consistent backups

Perform disaster recovery operations using PowerShell cmdlets

Refer to the NetApp Support site for more information about SnapManager for Hyper- V.

NetApp Virtual Storage Console

NetApp Virtual Storage Console (VSC) is shipped along with VASA Provider and SRA in a virtual appliance.

Virtual Storage Console

VSC is a vCenter plug- in that ensures ESXi host settings are optimalfor using NetApp Storage over NAS or SAN.
It uses best practices for quickly provisioning VMFS or NFSdatastores. It includes both a VSC server appliance
and user interface extensions for vCenter. VSC provides two elementary reports, one detailing Datastores and the
other detailing virtual machines. It simplifies storage management and efficiency features, enhances availability,

and reduces storage costs and operational overhead, whether using SAN or NAS.

NFS Plug- In for VMware VAAI

The NetApp NFS Plug- In for VMware is a plug- in for ESXi hosts that allows them to use VAAI features with NFS
datastores on ONTAP. It supports copy offload for clone operations, space reservation for thick virtual disk files,
and Snapshot copies for linked clones. Offloading copy operations to storage is not necessarily faster to complete,
but offloads host resources such as CPU cycles, buffers, and queues. You may use VSC to install the plug-in on

ESXi hosts.

VASA Provider for ONTAP

The VASA Provider for ONTAP supports the VMware vStorage APIs for Storage Awareness VASA framework.
VASA Provider is combined with the VSC and SRA as a single virtual appliance for ease of deployment. VASA
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Provider connects vCenter Server with ONTAP to aid in provisioning and monitoring virtual machine storage. It
enables VMware Virtual Volumes (VVols) support, management of storage capability profiles and individualirtual
machine VVol performance, and alarms for monitoring capacity and compliance with the profiles. VASA dashboard
shows Datastore and Virtual Machine top 5 metrics which for IOPS, Latency, Uptime or Space Used.

Storage Replication Adapter

The SRA is used together with VMware Site Recovery Manager (SRM) to manage data replication between
production and disaster recovery sites and test the DR replica non- disruptively. It helps automate the tasks of
discovery, recovery, and reprotection. It includes both an SRA server appliance and an SRA adapter for the SRM

server.
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Technology Overview: Cisco Unified Computing System
_________________________________________________________________________________________________________________________________|

Cisco UCS 6300 Fabric Interconnects

The Cisco UCS Fabricinterconnects provide a single point for connectivity and management for the entire

system. Typicallydeployed as an active-act i ve pair, the systemes f gbnentsc i nt
into a single, highly available management domaincontrolled by Cisco UCS Manager (UCSM). The fabric

interconnects manage all I/0 efficiently and securely at a single point, resulting in deterministic I/O latency
regardless of a server or virtual machineegs topol ogi ca

The Fabric Interconnect provides both network connectivity and management capabilities for Cisco UCS. IOM
modules in the blade chassis support power supply, along with fan and blade management. They also support port
channeling and, thus, better use of bandwidth. The IOMs support virtualizatiorr aware networking in conjunction
with the Fabric Interconnects and Cisco Virtual Interface Cards (VIC).

FI 6300 Series and IOM 2304 provide a few key advantages over the existing products. FI 6300 Series and IOM
2304 support 40GbE / FCoE port connectivity that enables an end - to- end 40GbE / FCoE solution. Unified ports
support 4/8/16G FC ports for higher density connectivity to SAN ports.

Cisco UCS Differentiators

Cisco Unified Computing System is revolutionizing the way servers are managed in the data center. The following
are the unique differentiators of Cisco UCS and Cisco UCS Manager:

e Embedded Managementsln Cisco UCS, the servers are managed by the embedded firmware in the Fabric
Interconnects, eliminating need for any external physical or virtual devices to manage the servers.

¢ Unified FabriIn Cisco UCS, from blade server chassis or rack servers to Fl, there is a single Ethernet
cable used for LAN, SAN and management traffic. This converged 1/O results in reduced cables, SFPs and
adapters which in turn reduce capital and operational expenses of the overall solution.

e Auto DiscoverysBy simply inserting the blade server in the chassis or connecting rack server to the fabric
interconnect, discovery and inventory of compute resource occurs automatically without any management
intervention. The combination of unified fabric and auto- discovery enables the wire- once architecture of
Cisco UCS, where its compute capability can be extended easily while keeping the existing external
connectivity to LAN, SAN and management networks.

e Policy Based Resource ClassificaionsWhen a compute resource is discovered by Cisco UCS Manager, it
can be automatically classified to a given resource pool based on policies defined. This capability is useful in
multi- tenant cloud computing. This CVD showcases the policy- based resource classification of Cisco UCS
Manager.

e Combined Rack and Blade Server ManagementaCisco UCS Manager can manage B- Series blade servers
and C- Series rack server under the same Cisco UCS domain. This feature, along with stateless computing
makes compute resources truly hardware form factor agnostic.

e Model- based Management ArchitecturesCisco UCS Manager Architecture and management database is
model based and data driven. An open XML API is provided to operate on the management model. This
enables easy and scalable integration of Cisco UCS Manager with other management systems.
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e Policies, Pools, Templatess The management approach in Cisco UCS Manager is based on defining policies,
pools and templates, instead of cluttered configuration, which enables a simple, loosely coupled, data driven
approach in managing compute, network and storage resources.

e Loose Referential Integritysln Cisco UCS Manager, a service profile, port profile or policies can refer to
other policies or logical resources with loose referential integrity. A referred policy cannot exist at the time of
authoring the referring policy or a referred policy can be deleted even though other policies are referring to
it. This provides different subject matter experts to work independently from each - other. This provides great
flexibility where different experts from different domains, such as network, storage, security, server and
virtualization work together to accomplish a complex task.

e Policy Resolutioreln Cisco UCS Manager, a tree structure of organizational unit hierarchy can be created
that mimics the real- life tenants and/or organization relationships. Various policies, pools andtemplates can
be defined at different levels of organization hierarchy. A policy referring to another policy by name is
resolved in the organization hierarchy with closest policy match. If no policy with specific name is found in
the hierarchy of theroot or gani zati on, then speci al policy named 3
practice enables automation friendly management APIs and provides great flexibility to owners of different
organizations.

e Service Profiles and Stateless Computingsa service profile is a logical representation of a server, carrying its
various identities and policies. This logical server can be assigned to any physical compute resource as far
as it meets the resource requirements. Stateless computing enables procurement of a server within
minutes, which used to take days in legacy server management systems.

e Built-in Multi Tenancy SupportsThe combination of policies, pools and templates, loose referential integrity,
policy resolution in organization herarchy and a service profiles based approach to compute resources
makes Cisco UCS Manager inherently friendly to multi tenant environment typically observed in private and
public clouds.

e Extended Memorysthe enterprise- class Cisco UCS B200 M5 blade server extends the capabilities of
Ciscoes Unified Comput i midthBlads form factge. dhe Cisco UGSB200M5 a hal f
harnesses the power of the latest Intel Xeon scalable processors product family CPUs with up to 3 TB of
RAMd allowing huge virtual machine- to- physical server ratio required in many deployments or allowing large
memory operations required by certain architectures like Big- Data.

e Virtualization Aware NetworleVM- FEX technology makes the access network layer aware about host
virtualization. This prevents domain pollution of compute and network domains with virtualization when virtual
network is managed by port-pr of i |l es defined by the neFEXvaso&floadd mi ni s
hypervisor CPU by performing switching in the hardware, thus allowing hypervisor CPU to do more
virtualization related tasks. VM FEX technology is well integrated with VMware vCenter, Linux KVM and
Hyper-V SR- 10V to simplify cloud management.

e Simplified QoSsEven though Fiber Channel and Ethernet are converged in Cisco UCS fabric, built- in
support for QoS and lossless Ethernet makes it seamless. Network Quality of Service (QoS) is simplified in
Cisco UCS Manager by representing all system classes in one GUI panel.
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Cisco Nexus 9000 Design and Best Practices
I ————————————

The Cisco Nexus 9000 best practic es used in the validation of this FlexPod architecture are summarized below:

Cisco Nexus 9000 Features Enabled
e Link Aggregation Control Protocol (LACP part of 802.3ad)

e Cisco Virtual Port Channeling for link and device resiliency

e Cisco Discovery Protocol (CDP) for infrastructure visibility and troubleshooting

vPC Considerations

e Define a uniqgue domain ID

Set the priority of the intended vPC primary switch lower than the secondary (default priority is 32768)

e Establish peer keepalive connectiviy. It is recommended to use the out - of- band management network
(mgmt0) or a dedicated switched virtual interface (SVI)

e Enable vPC auto recovery feature

e Enable peer- gateway. Peer- gateway allows a vPC switch to act as the active gateway for packets that are
addressed to the router MAC address of the vPC peer allowing vPC peers to forward traffic

e Enable IP ARP synchronization to optimize convergence across the vPC peer link.
e A minimum of two 10 Gigabit Ethernet connections are required for vPC

e All port channels should be configured in LACP active mode

Spanning Tree Considerations

e The spanning tree priority was not modified. Peer- switch (part of vPC configuration) is enabled which allows
both switches to act as root for the VLANS

e Loopguard is disabled by default

e BPDU guard and filtering are enabled by default

e Bridge assurance is only enabled on the vPC Peer Link.

e Ports facing the NetApp storage controllers and UCS are defined as "edge" trunk ports.

For configuration details, refer to the Cisco Nexus 9000 Series Switches Configuration guides:

http://www.cisc 0.com/c/en/us/support/switches/nexus - 9000 - series- switches/products - installation and-
configuration- guides- list.html
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Bringing Together 40Gb End- to- End

The Cisco Nexus 9000 is the key component bringing together the 40Gb capabilities of the other pieces of t his
design. vPCs extend to both the AFF A300 Controllers and the Cisco UCS 6332 - 16UP Fabric Interconnects.
Passage of this traffic is shown in Figure 6, from left to right, is as follows:

e From the Cisco UCS B200 M5 server, equipped with a VIC 1340 adapter and a Port Expander card,
allowing for 40Gb on each side of the fabric (A/B) into the server.

e Pathing through 10Gb KR lanes of the Cisco UCS 5108 Chassis backplane into the Cisco UCS 2304 IOM
(Fabric Extender).

e Connecting from each IOM to the Fabric Interconnect with pairs of 40Gb uplinks automatically configured as
port channels during chassis association.

e From the Cisco UCS 6332 - 16UP Fabric Interconnects into the Cisco Nexus 9332PX with a bundle of 40Gb
ports presenting each side of the fabric from the Nexus pair as a common switch using a vPC.

e Ending at the AFF A 300 Controllers with 40Gb bundled vPCs from the Nexus switches now carrying both
sides of the fabric.

Figure 6 vPC, AFF A300 Controllers, and Cisco UCS 6332 - 16UP Fabric Interconnect Traffic
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Clustered Data ONTAP 9.5

Licenses on ONTAP

The following licenses are required for VSC, on storage systems that run ONTAP 9.5:
e Protocol licenses (NFS and iSCS)
e NetApp FlexClone (for provisioning and cloning only)
e NetApp SnapRestore (for backup and recovery)

e The NetApp SnapManager Suite

Configuration Worksheet

Before running the setup script, complete the cluster setup worksheet from the ONTAP 9.5 Software Setup Guide
in the ONTAP 9 Documentation Center. You must have access to the NetApp Support site to open the cluster
setup worksheet.

Customize the cluster detail values with the information applicable to your deployment.

Table 1 ONTAP Software Installation Prerequisites

Cluster Detail Cluster Detail Value

Cluster node 01 IP address <node01 - mgmt-ip >
Cluster node 01 netmask <node01 - mgmt mask>
Cluster node 01 gateway <node0l - mgmt- gateway >
Cluster node 02 IP address <node02 - mgmtip >
Cluster node 02 netmask <node02 - mgmt- mask>
Cluster node 02 gateway <node02 - mgmt- gateway >
Data ONTAP 9.5 URL <url - boot - software >

ﬂ Pursuant to best practices, NetApp recommends the following command on the LOADER prompt of the
NetApp controllers to assist with LUN stability during copy operations. To access the LOADER prompt,
connect to the controller through serial console port or Se rvice Processor connection and press Ctrl -C to
halt the boot process when prompted: setenv bootarg.tmgr.disable _pit_hp 1
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ﬂ For more information about Windows Offloaded Data Transfers see: https://technet.microsoft.com/en -

us/library/hh831628(v=ws.11).aspx .

High Availability

NetApp Storage Cluster design provides High Availability at every level; Cluster Nodes, backend storage
connectivity, RAID- DP that can sustain two Disk Failures, physical connectivity to two physical networks from each
node, and providing multiple data paths to storage LUNs and Volumes.

Secure Multitenancy

NetApp SVM provides a virtual storage array construct to separate security domain, policies, and virtual
net wor ki ng. ltes recommended to create separate SVM
cluster.

NetApp Storage Best Practices

Here are NetApp Storage best practices to consider:

e Always enable NetApp AutoSupport, which sends support summary information to NetApp through
HTTPS.

e Make sure that a logical interface (LIF) is created for each SVM on each node in the ONTAP cluster for
maximum availability and mobility. ALUA is used to parse paths and identify active optimized(direct) paths
versus active non- optimized paths. ALUA is used for both FC/FCoE and iSCSI.

e Block protocols (iSCSI, FC, and FCoE) access LUNs by using LUN IDs and serial numbers, along with
unigue names (FC/FCoE use worldwide names [WWNNs and WWPNs], and 8CSI uses iSCSI qualified
names [IQNSs]). The path to LUNs inside the storage is meaningless to the block protocols and is not
presented anywhere in the protocol. Therefore, a volume that contains only LUNs does not need to be
internally mounted at all, and a junction path is not needed for volumes that contain LUNSs used in
datastores.

¢ |f Challenge- Handshake Authentication Protocol (CHAP) is used in ESXi for target authentication, it must
also be configured in ONTAP using the CLI (vserver iscsi security crea te ) or with OnCommand
System Manager (edit Initiator Security under Storage>SVMs>SVM Settings>Protocols>iSCSI).

SAN Boot

NetApp recommends implementing SAN boot for Cisco UCS servers in the FlexPod Datacenter solution. Doing so
enables the operating system to be safely secured by the NetApp AFF storage system, providing better
performance. The design outlined in this solution uses ISCSI SAN boot.

In iISCSI SAN boot, each Cisco UCS serveris assigned two iSCSI vNICs (one for each SAN fabric), which provide
redundant connectivity all the way to the storage. The storage ports, in this example, e2a and e2e, which are
connected to the Cisco Nexus switches, are grouped together to form one logical port called an interface group
(igroup) (in this example, ala). The iISCSI VLANsare created on the igroup, and the iSCSI logical interfaces (LIFs)
are created on iSCSI port groups (in this example, ala- <iSCSF A- VLAN>). The iSCSI boot LUN is exposed to the
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servers through the iSCSI LIF usingigroups. This enables only the authorized server to have access to the boot
LUN. Refer to Figure 7 for the port and LIF layout.

Figure 7 iSCSI SVM ports and LIF layout
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Unlike NAS network interfaces, the SAN network interfaces are not configured to fail over during a failure. Instead,
if a network interface becomes unavailable, the host chooses a new optimized path to an available network
interface. ALUA is a standard supported by NetApp, provides information about SCSI targets, which allows a host
to identify the best path to the storage.

Storage Efficiency and Thin Provisioning

NetApp has led the industry with storage efficiency innovation such as the first deduplication for primary
workloads, and inline data compaction, which enhances compression and stores small files and 1/Os efficiently.
ONTAP supports both inline and background deduplication, as well as inline and background compression.

To realize the benefits of deduplication in a block environment, the LUNs must be thin provisioned. Although the
LUN is still seen by the VM administrator as taking the provisioned capacity, the deduplication savings are returned
to the volume to be used for other needs. NetApp rec ommends deploying these LUNs in FlexVol volumes that are
also thin provisioned with a capacity that is two times the size of the LUN. When the LUN is deployed in this
manner, the FlexVol volume acts merely as a quota. The storage consumed by the LUN is reported in FlexVVol and
its containing aggregate.

For maximum deduplication savings, consider scheduling background deduplication. However, these processes
use system resources when running, so ideally should be scheduled during less active times (such as we ekends)
or run more frequently to reduce the amount of changed data to be processed. Automatic background
deduplication on AFF systems has much less impact on foreground activities. Background compression (for hard
diskdbased systems) also consumes resources, so should only be considered for secondary workloads with
limited performance requirements.

Quality of Service

Systems running ONTAP software may use the ONTAP storage QoS feature to limit throughput in MBps and/or
I/Os per second (IOPS) for different storage objects such as files, LUNs, volumes, or entire SVMs. Adaptive QoS is
used to set an IOPS floor (QoS min) and ceiling (QoS max), which dynamically adjust based on the datastore
capacity and used space.

Throughput limits are useful in controlingun k nown or test workloads before depl
affect other workloads. They may also be used to constrain a bully workload after being identified. Minimum levels
of service based on IOPS are also supported to provide consistent performance for SAN objects in ONTAP.
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With an NFS datastore, a QoS policy may be applied to the entire FlexVol volume or individual VMDK files within it.
With VMFS datastores (Clustered Shared volumes in Hyper- V) using ONTAP LUNSs, the QoS policies may be
applied to the FlexVol volume that contains the LUNSs or individual LUNSs, but not individual VMDK files because
ONTAP has no awareness of the VMFS file system. When using VVols with VSC 7.1or later, maximum QoS may
be set on individual VMs using the storage capability profile. To assign a QoS policy to a LUN, including VMFS or
Clustered Shared volume (CSV), the ONTAP SVM (displayed as Vserver), LUN path, and serial number can be
obtained from the Storage Systems menu on the VSC home page. Select the storage system (SVM), then Related
Objects > SAN. Use this approach when specifying QoS using one of the ONTAP tools.

The QoS maximum throughput limit on an object can be set in MBps and/or IOPS. If both are used, the first limit
reached is enforced by ONTAP. A workload can contain multiple objects, and a QoS policy can be applied to one
or more workloads. When a policy is applied to multiple workloads, the workloads share the total limit of the policy.
Nested objects are not supported (for example, a file within a volume cannot each have their own policy). QoS
minimums can only be set in IOPS.

Best Practices for SQL Server with NetApp Storage

Best practice considerations are aligned with the suggestions for Microsoft SQL Server deployment, optimal
backup and restore of databases using NetApp Snapshots technology. To optimize both technologies, it is vital to
understand the SQL Server I/O pattern and characteristics. A well- designed storage layout for a SQL Server
database supports the performance of SQL Server and the management of the SQL Server infrastructure. A good
storage layout also allows the initial deployment to be successful and the environment to grow smoothly over time
as the business grows.

Segregation of user database layout into different volumes, influences database performance and also backup and
restore performances. Separate volumes for data and log files significantly improve the restore time as compared
to a single volume hosting multiple user data files. Similarly, user databases with 1/G intensive applications might
experience increased backup time.

SQL Database and log files are stored in Storage LUNs mapped to Linux virtual machines over iSCSI protocol.
Design of underlying NetApp Storage logical constructs is important for performance, management, high
availability, and disaster recovery of the Databases.

SQL File Groups

Each database has one primary data file, which, by default, has the .mdf extension. In addition, each database can
have secondary database files. Those files, by default, have .ndf extensions.

All database files are grouped into file groups. A file group is the logical unit, which simplifies database
administration. They allow the separation between logical object placement and physical database files. When you
create the database objects tables, you specify in what file group they should be placed without worrying about
the underlying data file configuration.

The ability to put multiple data files inside the file group allows us to spread the load across different storage
devices, which helps to improve 1/0O performance of the system. The transaction log, in contrast, does not benefit
from the multiple files because SQL Server writes to the transaction log in a sequential manner.

Specify the initial file size and auto growth parameters at the time when you create the database or add new files
to an existing database. SQL Server uses a proportional fill algorithm when choosing into what data file it should
write data. It writes an amount of data proportionally to the free space available in the files. The more free space in
the file, the more writes it handles.
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NetApp recommends that all files in the single file group have the same initial size and auto growth parameters,
with grow size defined in megabytes rather than percentages. This helps the proportional fill algorithm evenly
balance write activities across data files.

Storage LUN

The following are NetApp recommendations on LUN design for optimal performance, management and backup:

e Create separate LUN to store TempDB and SystemDB fles. Create TempDB and SystemDB LUNs with
Space reservation disabled.

e Create separate LUN to storage Database data files.

e Create a separate LUN for each instance to store Microsoft SQL server log backups. The LUNs can be
part of the same volume.

e Create separate LUNs to store full text- related files and file- streaming- related files.

e Create thin provisioned (Space Reservation Disabled) LUNs for Database files and Log files.

# Follow the guidelines in section Storage Volume for the placement of the LUNSs for Storage Volume.

Storage Volume

The following are the NetApp recommendations on volume design for optimal performance, management and
backup.

e Databaseswith I/O intensive queries throughout the day should be isolated in different volumes and
eventually have separate jobs to back them up.

e lLarge databases and databases that have minimal RTOshould be placed in separate volumes for faster
recovery.

e Small to medium- size databases that are less critical or that have fewer 1/O requirements should be
consolidated into a single volume. Backing up a large number of databases residing in the same volume
results in fewer Snapshot copies to be maintained. NetApp also recommends consolidating Microsoft SQL
Server instances to use the same volumes to control the number of backup Snapshot copies taken.

e System databases store database server metadata, configurations, and job details; they are not updated
frequently. System databases and tempdb should be placed in separate drives or LUNs. Do not place
system databases in same volume as user databases. User databases have different backup policies and
the frequency of user database backups is not same as for system databases.

e Inthe case of Microsoft SQL Server AG setup, the data and log files for replicas should be placed in an
identical folder structure on all nodes.

e Use flexible volumes to store Microsoft SQL Server
hosts.

e Configure a volume auto size policy, when appropriate, to help prevent out- of- space conditions.
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e When the SQL Server database 1/O profile consists mostly of large sequential reads, such as with decision
support system workloads, enable read reallocation on the volume. Read reallocation optimizes the blocks
for better performance.

e Set the Snapshot copy reserve value in the volume to zero for ease of monitoring from an operational
perspective.

e Disable storage Snapshot copy schedules and retention policies. Instead, use the SnapCenter for SQL
Server plug- in to coordinate Snapshot copies of the Microsoft SQL Server data volumes.

e Place user data files (mdf ) on separate volumes because they are random read/write workloads. It is
common to create transaction log backups more frequently than database backups. For this reason, place
transaction log files (.Idf ) on a separate volume or VMDK from the data files so that independent backup
schedules can be created for each. This separation also isolates the sequential write I/O of the log files
from the random read/write 1/O of data files and significantly improves Microsoft SQL Server performance.

e Microsoft SQL Server uses the system database tempdb as a temporary workspace, especially for 1/O
intensive database consistency checker (DBCC) CHECKDBperations. In large environments where
volume count is a challenge, you can consolidate tempdb into the same volume as other system
databases. This procedure requires careful planning. Data protection for tempdb is not a high priority
because this database is re- created every time the SQL Server is restarted.

Aggregate Layout

Aggregates are the primary storage containers for NetApp storage configurations and contain one or more RAID
groups consisting of both data disks and parity disks.

NetApp has performed various 1/0O workload characterization tests using shared and dedicated aggregates with
data files and transaction log files separated. The tests show that one large aggregate with more RAID groups and
drive (HDD or Solid State) optimizes and improves storage performance and is easier for administrators to manage
for two reasons:

e One large aggregate makes the 1/O abilities of alldrives available to all files.
e One large aggregate enables the most efficient use of disk space.

For high availability place the SQL Server AlwaysOn availability group secondary synchronous replica on a
separate storage virtual machine (SVM) in the aggregate. For disaster recovery purposes, place the asynchronous
replica on an aggregate that is part of a separate storage cluster in the DR site, with content replicated using
NetApp SnapMirror® technology.

NetApp recommends having at least 10% free space available in an aggregate for optimal storage performance.
The storage aggregate layout for the A300 with two shelves of 24 960GB SSDs, is as follows:

e Keep 2 spare drives

e Use Advanced drive partitioning to create three partition on each drive, root, data and data.

e 20 data partitions + 2 parity partitions for each aggregate

e RAIDDP total aggregate size = 7.2TB
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e Intwo aggregates, total usable space of 14.4TB

# The layout changes with the 10 characteristics and size of the databases.

Backup SQL Databases

Currently, NetApp SnapCenter does not support backups of Databases under SQL Server instance running on
Linux. The proper combination of scripting to quiesce database and then taking NetApp Snapshot, is required.

Best Practices for VMware with NetApp Storage

vSphere Storage Considerations

In this solution architecture, iISCSIVMkernel ports are used to mount the NetApp volumes as iSCSI VMFS
datastores. These datastores are used to store virtual machine configuration files and virtual machine disks. SQL
Server Databases are stored in File System on the LUNs accessible thru Linux guest OSiSCSI initiator connecting
the virtual machine directly to the storage system. This reduces the storage processing CPU load on the ESXi
hosts and enables more granular management of those specific datasets for backup and recovery, DR replication,
and secondary processing tasks.

Table 2 Storage Configuration in VMware ESXi 6.7 Environment

Data Objects Storage Storage Container
Protocol

ESXiHypervisor Boot volumes iSCSI OS Boot from Storage LUN mapped to iSCSI initiator in ESXi

Virtual machines config and Virtual | iSCSI Virtual machineegs Config and

Disks mapped to all ESXi hosts and configured as shared VMFS
Datastore

SQL DATA files iISCSI Storage LUNSs directly mapped to iSCSI initiator in RHEL virtual
machines for storing Database data files.

SQL LOG files iISCSI Storage LUNs directly mapped to iSCSI initiator in RHEL virtual
machines for storing Database log files.

e For iSCSI networks, use multiple VMkernel network interfaces on different network subnets that use NIC
teaming when multiple virtual switches are used. Or use multiple physical NICs connected to multiple
physical switches to provide high availaklity and increased throughput. In ONTAP, configure either a single-
mode interface group for failover with two or more links that are connected to two or more switches or use
LACP or other link- aggregation technology with multimode interface groups to prov ide high availabilityand
the benefits of link aggregation.

e vSphere includes built- in support for multiple paths to storage devices, referred to as native multipathing
(NMP). NMP includes the ability to detect the type of storage for supported storage sys tems and
automatically configure the NMP stack to support the capabilities of the storage system in use. Both NMP
and NetApp ONTAP support Asymmetric Logical Unit Access (ALUA) to negotiate optimized and non-
optimized paths. In ONTAP, an ALUA optimized path follows a direct data path, using a target port on the
node that hosts the LUN being accessed. ALUA is turned on by default in both vSphere and ONTAP. The
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NMP recognizes the ONTAP cluster as ALUA, and it uses the ALUA storage array type plug in
(VMW _SATP_ALUA) and selects the round robin path selection plug-in (VMW_PSP_RR).

Space Reclamation

Space may be reclaimed for other use when virtual machines are deleted within a datastore. For LUN- based
VMFS datastores, ESXi can issue VAAI UNMAP primitives to the storage (again, when using thin provisioning) to
reclaim space. NetApp Storage supports UNMAP commands.

vSphere 6.5 onwards, when using VMFS 6, space should be automatically reclaimed asynchronously, but may
also be run manually, using the esxcli storage vmfs unmap command, if needed.

Virtual Machine and Datastore Cloning

Cloning a storage object allows you to quickly create copies for further use, such as provisioning additionalvirtual
machines, backup/recovery operations, and so on. In vSphere, you may clone a virtual machine, virtual disk, VVol,
or datastore. After being cloned, the object may be further customized, often through an automated pro cess.

Cloning may be offloaded to systems running ONTAP software through several mechanisms, typically at the virtual
machine, VVol, or datastore level. These include:

e VVols using the NetApp vSphere APIs for Storage Awareness (VASA) Provider. ONTAP clones are used to
support VVol Snapshot copies managed by vCenter that are space- efficient with minimal 1/0 impact to
create and delete them. Virtual machines may also be cloned using vCenter, and these are also offloaded
to ONTAP, whether within a single datastore/volume or between datastores/volumes.

e vSphere cloning and migration using vSphere APIsd Array Integration (VAAI).Virtual machine cloning
operations can be offloaded to ONTAP in both SAN and NAS environments (NetApp supplies an ESXi plug
in to enable VAAI for NFS). Storage vMotion operations are also offloaded to ONTAP for SAN, but this
offload is not supported by VMware for NAS. ONTAP uses the most efficient approach based on source,
destination, and installed product licenses. This capability is also used by VMware Horizon View.

e Storage Replication Adapter (used with VMware Site Recovery Manager). For this solution, clones are used
to test recovery of the DR replica non- disruptively.

e Backup and recovery using NetApp tools such as SnapCenter. Virtual machine clones are used to verify
backup operations, as well as to mount a virtual machine backup so that individual files may be copied.

e ONTAP supports industry standard Copy offload functionality, so offloaded cloning can be invoked by
VMware, NetApp, and third- party tools. Clones that are offloaded to ONTAP have several advantages. They
are space- efficient in most cases, needing storage only for changes to the obje ct; there is no additional
performance impact to read and write them, and in some cases , performance is improved by sharing blocks
in high- speed caches; and they offload CPU cycles and network I/0O from the ESXi server.

Recommended ESXi Host and Other ONTAP Settings

NetApp has developed a set of ESXi host multipathing and HBA timeout settings for proper behavior with ONTAP
based on NetApp testing. These are easily set using the Virtual Storage Console. (From the VSC Summary
dashboard, click Edit Settings inthe Host Systems portlet or right- click the host in vCenter, then VSC > Set
Recommended Values.) Table 3 lists the recommended host settings.
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Table 3 ONTAP Settings for ESXi Hosts

Host Setting NetApp Recommended Value

Path selection policy Set to RR (round robin) for all iISCSI paths. Setting this value toRR
helps provide load balancing across all active/optimized paths.

Disk.QFullSampleSize Setto 32 for all configurations. Setting this value helps prevent I/O
errors.

Disk.QFullThreshold Set to 8 for all configurations. Setting this value helps prevent /O

errors.

Provisioning by Virtual Storage Console

Use VSC to create and manage LUNs and igroups for VMware ESXi VSC automatically determines WWPNs of
servers and creates appropriate igroups. VSC also configures LUNs according to best practices and maps them to
the correct igroups.

The Virtual Storage Console also specifies certain default settings when creating ONTAP FlexVol volumes:
e Snapshot reserve (- percent- snapshot- space) 0
e Fractional reserve (- fractional- reserve) 0
e Access time update (- atime- update) False
e Minimum readahead (- min- readahead) False
e Scheduled Snapshot copies None

e Storage efficiency Enabled

Best Practices for Hyper - V with NetApp Storage

Hyper- v Storage Considerations

In this solution architecture, iISCSI initiator in Hyper V is used to mount the NetApp LUNs as Clustered Shared
Volume. These Clustered Shared Volumes are used to store virtual machine configuration files and virtual machine
disks. SQL Server Databases are stored in File System on the LUNs accessible thru Linux guest OS iSCSI initiator
connecting the virtual machine directly to the storage system. This reduces the storage processing CPU load on
the Hyper- V hosts and enables more granular management of those specific datasets for backup and recovery,
DR replication, and secondary processing tasks.

Table 4 Storage Configuration in Windows Server 2016 Hyper -V Environment

Data Objects Storage Storage Container
Protocol
Hyper- V Boot volumes iISCSI OS Boot from Storage LUN mapped to iSCSI initiator in Hyper V
Virtual machines config and Virtual | iISCSI Virtual machinees Config and V
Disks mapped to all Hyper- V hosts and configured as Clustered Shared
Volume
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Data Objects Storage Storage Container
Protocol
SQL DATA files iISCSI Storage LUNs directly mapped to iSCSI initiator in RHEL virtual

machines for storing Database data files.

SQL LOG files iSCSI Storage LUNs directly mapped to iSCSI initiator in RHEL virtual
machines for storing Database log files.

NetApp Host Utilities Kit

Host Utilities are a set of software programs and documentation that enable you to connect host computers to
virtual disks (LUNS) on NetApp storage systems. Installation of the Host Utilities Kit sets timeout and other
operating system- specific values to their recommended defaults and includes utilities for examining LUNs
provided by NetApp storage. See the NetApp Interoperability Matrix Tool for complete details for a given tested
and supported NetApp configuration.

For the FlexPod solution with Hyper- V, the latest version of the Windows Host Utilities kit for Hyper- V is installed.

iISCSI Initiators

Use two iSCSI initiators in the Hyper V Host support path to LUNs through each iSCSI Fabric in Cisco UCS.
Create sessions from each initiator to the target portal on SVM.

Host Multipathing

Host Utilities can be used to support multiple paths, and you can use a combination of protocols between the host
and storage controllers. Configuring multiple paths can provide a highly available connection between the
Windows host and the storage system.

Multipath 1/0 (MPIO) software is required any time a Windows host has more than one path to the storage system.
The MPIO software presents a single disk to the operating system for all paths, and a device- specific module
(DSM) manages path failover. Without MPIO software, the operating system might see each path as a separate
disk, which can lead to data corruption.

There is a native DSM provided with Windows Server 2016. It offers active/active and active/passive load balance
policies for both the FC and iSCSI protocols. ALUA is enabled on the storage system by default.

Use two iSCSI initiator portals on each Windows Host to create iISCSI sessions to each iSCSI LIF in SVM.

Provisioning by SnapCenter

Use SnapCenter and SnapCenter Plug- in for Windows to create and manage LUNs and igroups for Hyper- V.
SnapCenter automatically determines WWPNSs of servers and creates appropriate igroups on SVM. SnapCenter
also configures LUNs according to best practices and maps them to the correct igroups.

NetApp SMI- S Agent

The NetApp ONTAP SMI S Agent allows administrators to manage and monitor NetApp FAS storage systems
through open- standard protocols and classes as defined by Distributed Management Task Force (DMTF)and
Storage Networking Industry Association (SNIA)
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The ONTAP SM} S Agent is a command- based interface that detects and manages platforms that run ONTAP.
The SMI S Agent uses web- based enterprise management protocols, which allow you to manage, monitor, and
report on storage elements. SMI- S integration is designed to perform the following tasks:

e End-to- end discovery of logical and physical objects and the associations between them
e The addition of capacity to hosts and clusters
e The rapid provisioning of virtual machines by using the SAN and the SMB 3.0 protocol
The SMI S Agent interface can also be used to accomplish simple tasks. Administrators can use Microsoft

SCVMM to create and deploy new storage to individual hosts or clusters.

NetApp SnapManager for Hyper -V

NetApp SnapManager for Hyper- V provides a solution for data protection and recovery for Microsoft Hyper - V
virtual machines running on the NetApp Data ONTAP operating system. You can perform application consistent
and crash- consistent dataset backups according to protection policies set by your b ackup administrator. You can
also restore virtual machines from these backups. Reporting features enable you to monitor the status of and get
detailed information about your backup and restore jobs.

Key benefits include the following:
e Simplified, automated backup, restores, and replication of virtual machines
e Increased operational efficiency with a built- in backup scheduler and policy- based retention
e Simplified user experience for users familiar with Microsoft Management Console interface
e Support across Fibre Channel, iSCSI, and SMB 3.0 protocols

e Best Practices for Hyper- V with NetApp Storage

Best Practices for Red Hat Linux with NetApp Storage

Install NetApp Linux Unified Host Utilities

NetApp Linux Unified Host Utilities software package include sanln utility and documentation. The sanlun utility
helps manage LUNs and HBAs. Host Utilities also configures proper timeouts for LUN access.

iISCSI Initiators, Sessions, and LUN Mapping

Configure at least two network adapters for iISCSI LUN access, one through Fabric Interconnect A, and another
through Fabric Interconnect B.

Install iISCSI software initiator, discover iISCSI targets from NetApp Storage virtual machine, and then create one
session from each initiator to each target portal in an SVM.

Create initiator group on NetApp Storage SVM for the initiator IQN, and map LUN to the initiator group.
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Enable and Configure Multipathing in RHEL Virtual Machine

Enable the multipathd service and create entries in /etc/multipath.conf file as prescribed in deployment g uide. Use

ALUA and 3round

For Red Hat Enterprise Linux Operating System, Device Mapper Multipath (DM Multipath) modules are needing to
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be installed for configuring multipathing. DM Multipath allows you to configure multiple /O paths between server
nodes and storage arrays into a single device. Multipathing aggregates the /O paths, creating a new device that

consists of the aggregated paths. For more information about installing and configuring multipath device mappers

in RHEL, see:https://access.redhat.com/documentation/en -
us/red_hat_enterprise_linux/7/html/dm_multipath/mpio_setup

Figure 8 shows the sample multipath.conf file of RHEL virtual machine running SQL Server in it. As shown, three

different LUNSs (for sql data, log and backups) created and accessed by the RHEL virtual machine.

Figure 8 Sample Multipath.conf File in RHEL

S
55 blacklist {
56 wwid 26353900£02796769

55 devnode " hd[a-z] "
59 }

50 multipaths {

61 multipath {

NetApp SnapCenter

The SnapCenter platform is based on a multitier architecture that includes a centralized management server
(SnapCenter Server) and a SnapCenter host agent.

SnapCenter Server Requirements

57 devnode " (ram|raw| loop|fd|md| dw-|sr| sed|st) [0-9] %"

62 wwid 3600a095038303862535d4A69772£7553
63 alias sgllog

53 path grouping policy multibus

65 path selector "round-rokbin 07

[:1:] failback manual

67 rr_weight priorities

65 no_path retry 5

69 prio alua

70 i

71 multipath {

7z wwid 3600a09503583035862535d4A69772£7841
73 alias sgldata

74 path grouping policy multibus

75 path selector "round-rokbin 07

76 failback manual

77 rr_weight priorities

75 no_path retry 5

79 prio alua

go H

g1 wultipath {

gz wwid 3600a0950383038625a244d6079323762
83 alias sglbackup

g4 path grouping policy multibus

g5 path selector "round-rokbin 07

g6 failback manual

g7 rr_weight priorities

g5 no_path retry 5

g9 prio alua

g0 H

91 ¥

Table 5 lists the minimum requirements for installing SnapCenter Server and plug- in on a Windows server. For

the latest version compatibility and other plug- in information, refer to the NetApp Interoperability Matrix Tool
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For detailed information, refer to the SnapCenter 4.1.1 Installation and Setup Guide.

Table 5 SnapCenter Server Requirements

Component

Requirements

Minimum CPU count

4 cores/vCPUs

Memory

Minimum: 8GB
Recommended: 32GB

Storage space

Minimum space for installation: 10GB
Minimum space for repository: 20GB

Supported operating systems

Windows Server 2012
Windows Server 2012 R2
Windows Server 2016

Software packages

.NET 4.5.2 or later

Windows Management Framework 4.0 or later
PowerShell 4.0 or later

Java 1.8 (64 - bit)

Active Directory domain
membership

Windows Host must be joined to AD domain.

Database for SnapCenter
repository

MySQL Server 5.7.22 (installed as part of the SnapCenter installation)

Port Requirement

443 vCenter Server to SnapCenter Server APl Access over HTTPS
8144 SnapCenter GUI to SnapCenter Plug-in for VMware

8145 SnapCenter Server Core API

8146 For SnapCenter server REST API

3306 MySQL

443 vCenter Server to SnapCenter Server APl Access over HTTPS

Review the following requirements before you install the SnapCenter Plug- in for VMware vSphere:

Host and Privilege Requirements for the SnapCenter Plug- in for VMware vSphere

e You must have SnapCenter admin privileges to install and manage the SnapCenter GUI.
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e You must install the Plug-in for VMware vSphere on a Windows host (virtual host or physical host). The
Plug- in for VMware vSphere must be installed on a Windows host regardless of whether you use the
plug- in to protect data on Windows systems or Linux systems.

e When installing a plug-in on a Windows host, if you specify a Run As account that is not built- in or if the
Run As user belongs to a local workgroup user, you must disable UAC on the host.

e Do not install the Plug-in for VMware vSphere on the vCenter Server appliance.

e You must not install the Plug- in for VMware vSphere on the vCenter Server appliance, which is a Linux
host. You can only install the Plug- in for VMware vSphere on Windows hosts.

e You must not install other plug- ins on the host on which the Plug- in for VMware vSphere is installed.

e You must install and register a separate, unique instance of the Plug- in for VMware vSphere for each
vCenter Server.

— Each vCenter Server, whether or not it is in Linked mode, must be paired with a separate instance of
the Plug- in for VMware vSphere.

— Each instance of the Plug- in for VMware vSphere must be installed on a separate Windows host. One
instance can be installed on the SnapCenter Server host.

— vCenters in Linked mode must all be paired with the same SnapCenter Server.

For example, if you want to perform backups from six different instances of the vCenter Server, then you must
install the Plug in for VMware vSphere on six hosts (one host can be the SnapCenter Server host) and each
vCenter Server must paired with a unique instance of the Plugin for VMware vSphere.
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Cisco UCS Design Choices and Best Practices
I ————————————

Cisco UCS Virtual Network Interface Cards

This FlexPod architecture uses two Cisco UCS Virtual Network Interface Cards (vVNICs). One vNIC pinned to Fabric
- A and the other pinned to Fabric - B to recover in case of a path failure. These two vNICs provisioned to the
servers are teamed in the Hypervisors for failover and load balancing using the teaming technologies such as
vSphere Distributed Switches (vDS) in VMware and Switch Embedded Teaming (SET) in Windows Server 2016.
Note that, Cisco UCS fabric failover is not enabled on the vNICs.

In addition to these two VNICs, this FlexPod architecture requires two more additional overlay vNICs for iSCSI boot
which the hypervisors use to boot from the NetApp storage. Each iSCSI vNIC is pinned to a separate fabric path in
Cisco UCS to recover from path failures. These iSCSI vNICs are not teamed in neither for VMware nor for Hyper-
V environments. In case of VMware environment, these iSCSI vNICs connected to Standard Switches (not
migrated to vDS) and in case of Hyper- V environment, they are seen as iSCSI interfaces by the parent Operating
System (Windows Server 2016) . On both the environments, multipathing feature will takes care of failover and
load balancing of iISCSI traffic.

ﬂ Cisco UCS fabric failover is not enabled on these vNICs.

Figure 10 Cisco UCS vNICs for Hypervisors
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Cisco UCS B200 M5 Blade

Cisco UCS vNIC Template Redundancy

An additional Cisco UCS vNIC feature included in this designis vNIC Template Redundancy. Optional configuration
of vNIC Template Redundancy reduces configuration steps for the Secondary Template within a pair of configured
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VNIC Templates and allows for better consistency between the two as future changes to VLANs a nd specific
settings made upon the Primary Template are automatically propagated to the Secondary Template as shown in
Figure 11.

Figure 11 Cisco UCS vNIC Templat e Redundancy Between Two vNIC Templates
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Cisco Unified Computing System Chassis/FEX Discovery Policy

Cisco UCS can be configured to discover a chassis using Discrete Mode (Link Grouping Preference of None) or
the Port- Channel mode (Figure 12). In Discrete Mode each FEX KR connection and therefore server connection is
tied or pinned to a network fabric connection homed to a port on the Fabric Interconnect . In the presence of a
failure on the external "link" , all the KR connections are disabled within the FEX I/O module. In PotChannel
mode, the failure of a network fabric link allows for redistribution of flows across the remaining port channel
members. Port- Channel mode therefore is less disruptive to the fabric and hence recommended in the FlexPod
designs.

Figure 12 Chassis Discover Policy - Discrete Mode vs. Port Channel Mode
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Cisco Unified Computing System - QoS and Jumbo Frames

FlexPod accommodates a myriad of traffic types (vMotion, NFS, FCoE, control traffic, and so on.) and is capable of
absorbing traffic spikes and protect against traffic loss. Cisco UCS and Nexus QoS system classes and policies
deliver this functionality. Inthis validation effort the FlexPod was configured to support jumbo frames with an MTU
size of 9000. Enabling jumbo frames allows the FlexPod environment to optimize throughput between devices
while simultaneously reducing the consumption of CPU resources. In this FlexPod system, the default Best Effort
QoS is used for validating and testing the SQL virtual machines and Always On availability failover capabilities.

# When setting up Jumbo frames, it is important to make sure MTU settings are applied uniformly across
the stack to prevent packet drops and negative performance

Cisco Unified Computing System d Adapter Policy

The Transmit Queues, Receive Queues defined in the default Adapter policy may eventually get exhausted as
more SQL Server databases are consolidated on the FlexPod System. It is recommended to use higher queues
on the vNICs that are used for Guest iISCSI storage traffic for better storage throughput. Create a new adapter
policy with higher transmit and receive queues and apply it on the vNICs that are used for iISCSI guest storage
traffic. These queue values are to be arrived by testing for your application performance requirements.

Cisco Unified Computing System dBIOS Policy

The underlying serveres Bl OS aeptntaltperformancegdromatlyesorklioads.alining ol e
the BIOS settings for a system will vary from workload to workload. Therefore, make sure to use appropriate bios
settings to obtain optimal performance from workloads hosted in the virtual machines. Figure 13 shows the critical

bios settings used for latency intensive and critical OLTP database workloads onCisco B200 M5 (Intel Xeon

Scalable CPU d Skylake family) blade server.
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Figure 13 Cisco UCS B200 M5 BIOS Settings for SQL Server Workloads

Cisco Unified Computing System dUEFI Boot Policy

Unified Extensible Firmware Interface (UEFI) is anodern specification for a software program that connects a
server's firmware to its operating system/Hypervisor. VMware vSphere 6.7 and Windows Server 2016 supports
the UEFI boot mode and secure boot options. This FlexPod solution uses UEFI boot and secure boot options for
the hypervisors as well as the Linux virtual machines. Figure 14 shows the UCSM boot policy that uses UEFI boot

and secure boot options for booting VMware ESXi 6.7 hypervisor.
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