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Executive Summary

To keep pace with the market, you need systems that  support rapid, agile development processes. Cisco
HyperFlex™ Systems let you unlock the full potential of hyper- convergence and adapt IT to the needs of
your workloads. The systems use an end -to-end software - defined infrastructure approach, combining
softw are- defined computing in the form of Cisco HyperFlex HX - Series Nodes, software - defined storage
with the powerful Cisco HyperFlex HX Data Platform, and software - defined networking with the Cisco UCS
fabric that integrates smoothly with Cisco® Application Ce  ntric Infrastructure (Cisco ACI™).

Together with a single point of connectivity and management, these technologies deliver a pre - integrated
and adaptable cluster with a unified pool of resources that you can quickly deploy, adapt, scale, and manage
to efficiently power your applications and your business

This document provides an architectural reference and design guide for up to a 450 user mixed workload on
a 4-node (4 Cisco HyperFlex HX AF220C- M5SX server) Cisco HyperFlex system. We provide deployment
guidance and performance data for Citrix XenDesktop 7.16 virtual desktops running Microsoft Windows 10
with Office 2016 Machine Creation Services. The solution is a pre -integrated, best - practice data center
architecture built on the Cisco Unified Computing Sy stem (UCS), the Cisco Nexus® 9000 family of switches
and Cisco HyperFlex Data Platform software version 3.0.1a.

The solution payload is 100 percent virtualized on Cisco HyperFlex HX  AF220C- M5SX hyperconverged

nodes booting via on - board M.2 SATA SSD drive running Microsoft Hyper -V 2016 hypervisor and the Cisco
HyperFlex Data Platform storage controller VM . The virtual desktops are configured with  XenDesktop 7.16,
which incorporates both traditional persistent and non - persistent virtual Windows 7/8/10 desktops, hosted
applications and remote desktop service (RDS) Microsoft S erver 2008 R2 , Server 2012 R2 or Server 2016
based desktops. The solution provides unparalle led scale and management simplicity.  Citrix XenDesktop
Provisioning Services or Machine Creation Services Windows 10 desktops ( 450,) or full clone desktops ( 450)
or XenApp server based desktops ( 600) can be provisione d on a four node Cisco HyperFlex cluste r. Where
applicable, this document provides best practice recommendations and sizing guidelines for customer

deployment of this solution.

The solution boots 450 virtual desktops machines in 5 minutes or less, making sure that users will not
experience dela ys in accessing their virtual workspace on HyperFlex.

Our past Cisco Validated Design studies with HyperFlex show linear scalability out to the cluster size limits of

8 HyperFlex hyperconverged nodes with Cisco UCS B200 M5, Cisco UCS C220 M5, or Cisco UCS C240 M5
servers. You can expect that our new HyperFlex all flash system running HX Data Platform  3.0.1 on Cisco
HXAF220 M5 or Cisco HXAF240 M5 nodes will scale upto 1000 knowledge worker users per cluster with
N+1 server fault tolerance.

The solution i s fully capable of supporting hardware accelerated graphic workloads. Each Cisco HyperFlex
HXAF240c M5 node and each Cisco UCS C240 M5 compute only server can support up to two NVIDIA M10
or P40 cards. The Cisco UCS B200 M5 server supports up to two NVIDIA P6 cards for high density, high
performance graphics workload support. See our  Cisco Graphics White Paper for our fifth generation servers
with NVIDIA GPUs and software for details on how to integrate this capability with Citrix XenDesktop .
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Executive Summary

The solution provides outstanding virtual desktop end user experience as measured by the Login VSI 4.1.25
Knowledge Worker workload running in benchmark mode.  Index average end - user response times for all
tested delivery methods is under 1 second, represen ting the best performance in the industry.
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Introduction

The current industry trend in data center design is towards  small, granularly expandable hyperconverged
infrastructures. By using virtualization along with  pre- validated IT platforms , customers of all sizes have
embarked on the journey to “just- in- time capacity” using this new technology. The Cisco HyperFlex hyper
converged solution can be quickly deployed, thereby increasing agility and  reducing costs. Cisco HyperFlex
uses best of br eed storage, server and network components to serve as the foundat ion for desktop
virtualization workloads, enabling efficient architectural designs that can be qu ickly and confidently deployed
and scaled - out.

Audience

The audience for this document includ es, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure
built to deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step- by- step design, configuration , and implementation guide for the Cisco
Validated Design for a Cisco HyperFlex All- Flash system running four different Citrix XenDesktop/XenApp
workloads with Cisco UCS 6 300 series Fabric Interconnects and Cisco Nexus 9300 series switches.

What’s New?

This is the first Cisco Validated Design with Cisco HyperFlex  All- Flash system running Virtual Desktop
Infrastructure on Intel Xeon Scalable Family processor - based, fifth generation Cisco UCS HyperFlex system .
It incorporates the following features:

1 Validation of Cisco Nexus 9000 with Cisco HyperFlex Support for the Cisco UCS 3. 2(3) release and
Cisco HyperFlex Data Platform v 3.0.1a.

1 Microsoft Hyper -V 2016
Citrix XenDesktop 7.16 Persistent des ktops with Citrix Machine Creation Services

Cisco HX Data Platform requires specific software and hardware versions, and networking
settings for successful installation. See the Cisco HyperFlex Systems Getting Started Guide for a
complete list of requirements.

For a complete list of hardware and software inter - dependencies, referto the Cisco UCS Manager web
page Hardware and Software Interoperability for Cisco HyperFlex HX- Series.

The data center market segment is shifting toward heavily virtualized private, hybrid and public cloud
computing models running on industry - standard systems. These environments require uniform design points
that can be repeated f or ease if management and scalability.
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Solution Overview

These factors have led to the need predesigned computing, networking and storage building blocks
optimized to lower the initial design cost, simply management, and enable horizontal scalability and high
levels of utilization.

The use cases include:
Enterprise Data Center (small failure domains)

Service Provider Data Center (small failure domains)

l

l

1 Commercial Data Center

1 Remote Office/Branch Office
il

SMB Standalone Deployments
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This Cisco Validated Design prescribes a defined set of hardware and sof  tware that serves as an integrated
foundation for both Citrix XenDesktop Microsoft Windows 10 virtual desktops and Citrix XenApp server
desktop sessions based on Microsoft Server 201 6. The mixed workload solution includes  Cisco HyperFlex
hardware and Data Platform software, Cisco Nexus® switches , the Cisco Unified Computing System (Cisco
UCS®), Citrix XenDesktop and Microsoft Hyper-V software in a single package. The design is efficient  such
that the networking, computing, and storage = components occupy an 8-rack unit footprint in a n industry
standard 42U rack. Port density on the Cisco Nexus switches and Cisco UCS Fabric Interconnects enables
the networking components to accommodate multiple HyperFlex clusters in a single Cisco UCS domain.

A key benefit of t he Cisco Validated Design architecture is the ability to customize the environment to suit a
customer's requirements. A Cisco Validated Design  scales easily as requirements and demand change. The
solution can be scaled both up (adding resources to a Cisco  Validated Design unit) and out (adding more
Cisco Validated Design units).

The reference architecture detailed in this document highlights the resiliency, cost benefit, and ease of
deployment of a hyper - converged desktop virtualization solution. A solution  capable of consuming multiple
protocols across a single interface allows for customer choice and investment protection because it truly is a
wire - once architecture.

The combination of technologies from Cisco Systems, Inc. and Microsoft Inc. produced a hig hly efficient,
robust and affordable desktop virtualization solution for a virtual desktop, hosted shared desktop or mixed
deployment supporting different use cases. Key components of the solution include the following:

1 More power, same size. Cisco HX- series nodes, dual 18- core 2.3 GHz Intel Xeon (Gold 6140 )
Scalable Family processors with 768 GB of 2666Mhz memory with Citrix XenDesktop support more
virtual desktop workloads than the previously released generation processors on the same hardware.
The Intel Xeon Gold 6140 18- core scalable family processors used in this study provided a balance
between increased per - server capacity and cost.

1 Fault- tolerance with high availability built into the design. The various designs are based on multiple
Cisco HX- Series nodes, Cisco UCS rack servers and Cisco UC S blade server s for virtual desktop and
infrastructure workloads. The design provides N+1 server fault tolerance for every payload type tested.

9 Stress -tested to the limits during aggressive boot scenario. The 450 user mixed hosted virtual
desktop and 600 user hosted shared desktop environment booted and registered with the XenDesktop
Studio in under 5 minutes, providing our customers with an extremely fast, reliable cold - start desktop
virtualization system.

i Stress -tested to the limits during simulated login storms. All 450 users logged in and started
running workloads up to steady state in 48 - minutes without overwhelming the processors, exhausting
memory or exhausting the storage subsystems, providing customers with a desktop virtualization
system that can easily handle the most demanding login and startup storms.

1 Ultra - condensed computing for the datacenter. The rack space required to support the initial 450
user system is 8 rack units, including Cisco Nexus Switchin g and Cisco Fabric interconnects.
Incremental Citrix XenDesktop users can be added to the Cisco HyperFlex cluster up to the cluster
scale limits, currently 16 hyper converged and 16 compute only nodes, by adding one or more nodes.
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9 100 percent virtualize d: This CVD presents a validated design that is 100 percent virtualized on
Microsoft Hyper-V 2016 . All of the virtual desktops, user data, profiles, and supporting infrastructure
components, including Active Directory, SQL Servers, Citrix XenDesktop components, XenDesktop VDI
desktops and XENAPP servers were hosted as virtual machines. This provides customers with
complete flexibility for maintenance and capacity additions because the entire system runs on the
Cisco HyperFlex hyper - converged infrastr ucture with stateless Cisco UCS HX - series servers.
(Infrastructure VMs were hosted on two Cisco UCS C220 M4 Rack Servers outside of the HX cluster to
deliver the highest capacity and best economics for the solution.)

9 Cisco datacenter management:  Cisco main tains industry leadership with the new Cisco UCS
Manager 3. 2(2) software that simplifies scaling, guarantees consistency, and eases maintenance.
Cisco’s ongoing development efforts with Cisco UCS Manager, Cisco UCS Central, and Cisco UCS
Director insure th at customer environments are consistent locally, across Cisco UCS Domains and
across the globe . Cisco UCS software suite offers increasingly simplified operational and deployment
management, and it continues to widen the span of control for customer organi zations’ subject matter
experts in compute, storage and network.

1 Cisco 40G Fabric: Our 40G unified fabric story gets additional validation on 6 300 Series Fabric
Interconnects as Cisco runs more challenging workload testing, while maintaining unsurpassed us er
response times.

1 Cisco HyperFlex Connect (HX Connect):  An all-new HTML 5 based Web Ul Introduced with
HyperFlex v2.5 is available for use as the primary management tool for Cisco HyperFlex. Through this
centralized point of control for the cluster, admi  nistrators can create volumes, monitor the data
platform health, and manage resource use. Administrators can also use this data to predict when the
cluster will need to be scaled.

9 Cisco HyperFlex storage performance: Cisco HyperFlex provides industry -leading hyper converged
storage performance that efficiently handle s the most demanding I/O bursts (for example, login
storms), high write throughput at low latency, delivers simple and flexible business continu ity and
helps reduce storage cost per desktop.

1 Cisco HyperFlex agility: Cisco HyperFlex System enables users to seamlessly add, upgrade or
remove storage from the infrastructure to meet the needs of the virtual desktops.

1 Optimized for performance and scale. For hosted shared desktop sessions, the best per formance
was achieved when the number of vCPUs assigned to  the virtual machines did not exceed the number
of hyper - threaded (logical) cores available on the server. In other words, maximum performance is
obtained when not overcommitting the CPU resources for the virtual machines running virtualized RDS
systems.

Cisco Desktop Virtualization Solutions: Data Center

The Evolving Workplace

Today’s IT departments are facing a rapidly evolving workplace environment. The workforce is becoming
increasingly diverse and geographically dispersed, including offshore contractors, distributed call center
operations, knowledge and task workers, partner s, consultants, and executives connecting from locations
around the world at all times.
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This workforce is also increasingly mobile, conducting business in traditional offices, conference rooms
across the enterprise campus, home offices, on the road, in ho  tels, and at the local coffee shop. This
workforce wants to use a growing array of client computing and mobile devices that they can choose based
on personal preference. These trends are increasing pressure on IT to ensure protection of corporate data
and prevent data leakage or loss through any combination of user, endpoint device, and desktop access
scenarios (Figure 1).

These challenges are compounded by desktop  refresh cycles to accommodate aging PCs and bounded
local storage and migration to new operating systems, specifically Microsoft Windows 10 and productivity
tools, specifically Microsoft Office 2016
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Some of the key drivers for desktop virtualization are increased data security , the ability to expand and
contract capacity and reduced TCO through increased control and reduced management costs.

Cisco Desktop Virtualization Focus

Cisco focuses on three key element s to deliver the best desktop virtualization data center infrastructure:
simplification, security, and scalability. The software combined with platform modularity provides a
simplified, secure, and scalable desktop virtualization platform.

Simplified
Cisco UCS and Cisco HyperFlex provide a radical new approach to industry - standard computing and
provides the core of the data center infrastructure for desktop virtualization. Among the many features and
benefits of Cisco UCS are the drastic reduction in the n umber of servers needed and in the number of cables
used per server, and the capability to rapidly deploy or re - provision servers through Cisco UCS service
profiles. With fewer servers and cables to manage and with streamlined server and virtual desktop
provisioning, operations are significantly simplified. Thousands of desktops can be provisioned in minutes
with Cisco UCS Manager service profiles and Cisco storage partners’ storage- based cloning. This approach
accelerates the time to productivity for end u  sers, improves business agility, and allows IT resources to be
allocated to other tasks.

Cisco UCS Manager automates many mundane, error - prone data center operations such as configuration
and provisioning of server, network, and storage access infrastruct  ure. In addition, Cisc o UCS B- Series
Blade Servers, C- Series and HX- Series Rack Servers with large memory footprints enable high desktop
density that helps reduce server infrastructure requirements.

Simplification also leads to more successful desktop vir  tualization implementation. Cisco and its technology
partners like Microsoft have developed integrated, validated architectures, including predefined hyper -
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converged architecture infrastructure packages such as  HyperFlex. Cisco Desktop Virtualization Solut ions
have been tested with Microsoft Hyper - V.

Secure

Although virtual desktops are inherently more secure than their physical predecessors, they introduce new
security challenges. Mission - critical web and application servers using a common infrastructure such as

virtual desktops are now at a higher risk for  security threats. Inter -virtual machine traffic now poses an

important security consideration that IT managers need to address, especially in dynamic environments in
which virtual machines, using Microsoft Live Migration , move across the server infrastruct ure.

Desktop virtualization, therefore, significantly increases the need for virtual machine -level awareness of
policy and security, especially given the dynamic and fluid nature of virtual machine mobility across an
extended computing infrastructure. The ease with which new virtual desktops can proliferate magnifies the
importance of a virtualization - aware network and security infrastructure. Cisco data center infrastructure
(Cisco UCS and Cisco Nexus Family solutions) for desktop virtualization provides s  trong data center,
network, and desktop security, with comprehensive security from the desktop to the hypervisor. Security is
enhanced with segmentation of virtual desktops, virtual machine  -aware policies and administration, and
network security across the LAN and WAN infrastructure.

Scalable

Growth of a desktop virtualization solution is  accelerating , so a solution must be able to scale, and scale
predictably, with that growth. The Cisco Desktop Virtualization Solutions support high virtual - desktop density
(desktops per server) and additional servers scale with near - linear performance. Cisco data center
infrastructure provides a flexible platform for growth and improves business agility. Cisco UCS Manager

service profiles allow on - demand desktop provisionin g and make it just as easy to deploy dozens of

desktops as it is to deploy thousands of desktops.

Cisco HyperFlex servers provide near - linear performance and scale. Cisco UCS implements the patented
Cisco Extended Memory Technology to offer large memory f  ootprints with fewer sockets (with scalability to

up to 1.5 terabyte (TB) of memory with 2 - and 4- socket servers). Using unified fabric technology as a

building block, Cisco UCS server aggregate bandwidth can scale to up to 80 Gbps per server, and the
northbound Cisco UCS fabric interconnect can output 2 terabits per second (Tbps) at line rate, helping

prevent desktop virtualization I/O and memory bottlenecks. Cisco UCS, with its high - performance, low -
latency unified fabric - based networking architecture, su pports high volumes of virtual desktop traffic,

including high - resolution video and communications traffic. In addition, Cisco HyperFlex helps maintain data
availability and optimal performance during boot and login storms as part of the Cisco Desktop Virt ualization
Solutions. Recent Cisco Validated Designs based on  Citrix XenDesktop , Cisco HyperFlex solutions have
demonstrated scalabili ty and performance, with upto 450 hosted virtual desktops and hosted shared
desktops up and running in 5 minutes.

Cisco UCS and Cisco Nexus data center infrastructure provides an excellent platform for growth, with
transparent scaling of server, network, and storage resources to support desktop virtualization, data center
applications, and cloud computing.

Savings and Succe ss

The simplified, secure, scalable Cisco data center infrastructure for desktop virtualization solutions saves
time and money compared to alternative approaches. Cisco UCS enables faster payback and ongoing
savings (better ROI and lower TCO) and provides the industry’s greatest virtual desktop density per server,
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reducing both capital expenditures (CapEx) and operating expenses (OpEx). The Cisco UCS architecture and
Cisco Unified Fabric also enables much lower network infrastructure costs, with fewer cable s per server and
fewer ports required. In addition, storage tiering and deduplication technologies decrease storage costs,

reducing desktop storage needs by up to 50 percent.

The simplified deployment of Cisco HyperFlex for desktop virtualization accelera tes the time to productivity
and enhances business agility. IT staff and end users are more productive more quickly, and the business

can respond to new opportunities quickly by deploying virtual desktops whenever and wherever they are
needed. The high - performance Cisco systems and network deliver a near - native end - user experience,
allowing users to be productive anytime and anywhere.

The key measure of desktop virtualization for any organization is its efficiency and effectiveness in both the

near term an d the long term. The Cisco Desktop Virtualization Solutions are very efficient, allowing rapid
deployment, requiring fewer devices and cables, and reducing costs. The solutions are also extremely
effective, providing the services that end users need on the  ir devices of choice while improving IT

operations, control, and data security. Success is bolstered through Cisco’s best- in- class partnerships with
leaders in virtualization and through tested and validated designs and services to help customers throughou t
the solution lifecycle. Long -term success is enabled through the use of Cisco’s scalable, flexible, and secure
architecture as the platform for desktop virtualization.

The ultimate measure of desktop virtualization for any end user is a great experience . Cisco HyperFlex
delivers class - leading performance with sub - second base line response times and index average response
times at full load of just under one second.

Use Cases

1 Healthcare: Mobility between desktops and terminals, compliance, and cost

1 Federal government: Teleworking initiatives, business continuance, continuity of operations (COOP),
and training centers

Financial: Retail banks reducing IT costs, insurance agents, compliance, and privacy

Education: K- 12 student access, higher education , and remote learning

State and local governments: IT and service consolidation across agencies and interagency security
Retail: Branch - office IT cost reduction and remote vendors

Manufacturing: Task and knowledge workers and offshore contractors

Micro soft Windows 10 migration

Graphic intense applications

Security and compliance initiatives

Opening of remote and branch offices or offshore facilities

= =4 =4 =4 -4 =4 4 -4 A -4

Mergers and acquisitions

Figure 2 shows the Citrix XenDesktop on Hyper-V 2016 built on Cisco Validated Design components and the
network connections. The reference architecture reinforces the "wire - once" strategy, because as additional
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storage is added to the archi tecture, no re - cabling is required from the hosts to the Cisco UCS fabric
interconnect.
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Figure 2
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The Cisco HyperFlex system is composed of a pair of Cisco UCS 62
along with up to 16 HXAF- Series rack mount servers per cluster.

Full Scale, Single UCS Domain, Single Cisco Rack Architecture

| | |

L

2 x Cisco Nexus 93108YC

2 x Cisco UCS Fabric
Interconnect 6332-16UP

2 x Cisco UCS C220 M5 Rack
Server (Infrastructure Server)

16 x Cisco HyperFlex HXAF220C-
M5SX or HXAF240C-M5SX Rack
Server ( Hyperconverged Nodes)

16 x Cisco UCS B200 M5 Blade Server
and/or Cisco UCS €220/C240 &C480 M5
Rack Server
{Compute-only Nodes)

00/6300 series Fabric Interconnects,
In addition, up to 16 compute only servers

25



Solution Summary

can be added per cluster. Adding Cisco UCS 5108 Blade chassis allows use of Cisco UCS B200 - M5 blade
servers for additional com pute resources in a hybrid cluster design. Cisco  UCS C240 and C220 servers can
also be used for additional compute resources. Up to 8 separate HX clusters can be installed under a single
pair of Fabric Interconnects. The Fabric Interconnects both connectt o every HX- Series rack mount server,
and both connect to every Cisco UCS 5108 blade chassis. Upstream network connections, also referred to

as “northbound” network connections are made from the Fabric Interconnects to the customer datacenter
network at the time of installation.

ﬂ For this study, we uplinked the Cisco 6 332-16UP Fabric Interconnects to Cisco Nexus 93108YC PX
switches.

Figure 3 and Figure 4 illustrate the hyperconverged and hybrid hyperconverged , plus compute only
topologies.

Figure 3 Cisco HyperFlex Standard Topology

Customer Network

UCS 6332-16UP

o e e ———

CHNNT N CNENPY CHENY CHEN CHEN CHENP) CNENE CHENP Y CHESE) CHERR. R

UCS 6332-16UP

3-16 HXAF220C-M5S
or HXAF240C-MSSX

= 8
® : 8
_— —
=
® ~ - [ B
W e
1o ... |1
— } } -
=
® i e 2 B

26



Solution Summary

Figure 4 Cisco HyperFlex Hyperconverged plus Compute Only Node Topology
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Fabric Interconnects

Fabric Interconnects (FI) are deployed in pairs, wherein the two units operate as a management cluster,

while forming two separate network fabrics, referred to as the A side and B side fabrics. Therefore, many

design el ements will refer to FI A or FI B, alternatively called fabric A or fabric B. Both Fabric Interconnects

are active at all times, passing data on both network fabrics for a redundant and highly available

configuration. Management services, including Cisco U CS Manager, are also provided by the two Fls but in a
clustered manner, where one Fl is the primary, and one is secondary, with a roaming clustered IP address.

This primary/secondary relationship is only for the management cluster, and has no effect on dat a
transmission.

Fabric Interconnects have the following ports, which must be connected for proper management of the
Cisco UCS domain:

1 Mgmt: A 10/100/1000 Mbps port for managing the Fabric Interconnect and the Cisco UCS domain via
GUI and CLI tools. Also us ed by remote KVM, IPMI and SoL sessions to the managed servers within
the domain. This is typically connected to the customer management network.

1 L1: A cross connect port for forming the  Cisco UCS management cluster. This is connected directly to
the L1 po rt of the paired Fabric Interconnect using a standard CAT5 or CAT6 Ethernet cable with RJ45
plugs. It is not necessary to connect this to a switch or hub.
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1 L2: A cross connect port for forming the  Cisco UCS management cluster. This is connected directly to
the L2 port of the paired Fabric Interconnect using a standard CAT5 or CAT6 Ethernet cable with RJ45
plugs. It is not necessary to connect this to a switch or hub.

1 Console: An RJ45 serial port for direct console access to the Fabric Interconnect. Typically used
during the initial FI setup process with the included serial to RJ45 adapter cable. This can also be
plugged into a terminal aggregator or remote console server device.

HX- Series Rack Mount Servers

The HX- Series converged servers are connected direct Iy to the Cisco UCS Fabric Interconnects in Direct
Connect mode. This option enables Cisco UCS Manager to manage the HX - Series rack - mount Servers using
a single cable for both management traffic and data traffic. Both the HX  AF220C- M5SX and HXAF240C-
M5SX servers are configured with the Cisco VIC 1 387 network interface card (NIC) installed in a modular

LAN on motherboard (MLOM) slot, which has dual 40 Gigabit Ethernet (GbE) ports. The standard and
redundant connection practice is to connect port 1 of the VIC 1387 to a port on FlI A, and port 2 of the VIC
1387 to a port on FI B ( Figure 5).

ﬂ Failure to follow this cabling practice can lead to errors, discovery failures, and loss of redundant conne  c-
tivity.

Figure 5 HX- Series Server Connectivity

Cisco UCS Fl 6332-16UP Cisco UCS Fl 6332-16UP
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Cisco UCS B- Series Blade Servers

Hybrid HyperFlex clusters also incorporate 1 -8 Cisco UCS B200 M5 blade servers for additional compute
capacity. Like all other Cisco UCS B - series blade servers, the Cisco UCS B200 M5 must be installed within a
Cisco UCS 5108 blade chassis. The blade chassis comes  populated with 1 -4 power supplies, and 8 modular
cooling fans. In the rear of the chassis are two bays for installation of Cisco Fabric Extenders. The Fabric
Extenders (also commonly called 10 Modules, or IOMs) connect the chassis to the Fabric Interconne cts.
Internally, the Fabric Extenders connect to the Cisco VIC 1340 card installed in each blade server across the
chassis backplane. The standard connection practice isto connect 1 -4 10 GbE or 2 x 40 (native) GbE links
from the left side IOM, or IOM 1,t o FI A, and to connect the same number of 10 GbE links from the right side
IOM, or IOM 2, to FI B ( Figure 6). All other cabling configurations are invalid, and can  lead to errors,
discovery failures, and loss of redundant connectivity.
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Figure 6 Cisco UCS 5108 Chassis Connectivity
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UCS 5108 Chassis with 1-4 Links per Fl to Fabric Extender

Logical Network Design

The Cisco HyperFlex system has communication pathways that fall into four defined zones ( Figure 6):

1

Management Zone: This zone comprises the connections needed to manage the physical hardware,
the hypervisor hosts, and the storage platform controller virtual machines (SCVM). These interfaces
and IP addresses need to be available to all staff who will administer the HX system, throughout the
LAN/WAN. This zone must provide access to Domain Name System (DNS) and Network Time Protocol
(NTP) services, and allow Secure Shell (SSH) commun ication. In this zone are multiple physical and
virtual components:

- Fabric Interconnect management ports.

- Cisco UCS external management interfaces used by the servers and blades, which answer through
the FI management ports.

- Hyper-V host management interfaces.
- Storage Controller VM management interfaces.
- Aroaming HX cluster management interface.

VM Zone: This zone comprises the connections needed to service network IO to the guest VMs that

will run inside the HyperFlex hyperconverge d system. This zone typi cally contains multiple VLANs that
are trunked to the Cisco UCS Fabric Interconnects via the network uplinks, and tagged with 802.1Q
VLAN IDs. These interfaces and IP addresses need to be available to all staff and other computer
endpoints which need to communicate with the guest VMs in the HX system, throughout the

LAN/WAN.

Storage Zone: This zone comprises the connections used by the Cisco HX Data Platform software,
Hyper- V hosts, and the storage controller VMs to service the HX Di  stributed Data Filesystem. These
interfaces and IP addresses need to be able to communicate with each other at all times for proper
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operation. During normal operation, this traffic all occurs within the Cisco UCS domain, however there
are hardware failure scenarios where this traffic would need to traverse the network northbound of the
Cisco UCS domain. For that reason, the VLAN used for HX storage traffic must be able to traverse the
network uplinks from the Cisco UCS domain, reaching FI A from FI B, and v ice- versa. This zone is
primarily jumbo frame traffic therefore jumbo frames must be enabled on the Cisco UCS uplinks. In this
zone are multiple components:

- A vmnic interface used for storage traffic for each  Hyper-V host in the HX cluster.
- Storage Control ler VM storage interfaces.
- Aroaming HX cluster storage interface.

1 Live Migration Zone: This zone comprises the connections used by the  Hyper-V hosts to enable
LiveMigration of the guest VMs from host to host. During normal operation, this traffic all occu rs within
the Cisco UCS domain, however there are hardware failure scenarios where this traffic would need to
traverse the network northbound of the  Cisco UCS domain. For that reason, the VLAN used for HX
storage traffic must be able to traverse the networ  k uplinks from the Cisco UCS domain, reaching FI A
from FI B, and vice - versa.

Figure 7 illustrates the logical network design.

Figure 7 Logical Network Design
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The reference hardware configuration includes:
T Two Cisco Nexus 93108YC PX switches
T Two Cisco UCS 6 332- 16 UP fabric interconnects O

1 Four Cisco HX- series Rack server running HyperFlex data platform  version 3.0.1a.

30



Solution Summary

For desktop virtualization, the deployment includes Citrix XenDesktop running on Microsoft Hyper - V. The
design is intended to provide a large scale building block for persistent/non - persistent desktops with
following density per four- node configuration:

9 450 Citrix XenDesktop Windows 10 non - persiste nt virtual desktops using MCS

# All of the Windows 10 virtual desktops were provisioned with 4GB of memory for this study. Typically, pe r-
sistent desktop users may desire more memory. If more than 4GB memory is needed, the second memory
channel on the Cisco H XAF220c- M5SX HX- Series rack server should be populated.

Data provided here will allow customers to run VDI desktops to suit their environment. For example,
additional drives can be added in existing server to improve I/O capability and throughput, and spec ial
hardware or software features can be added to introduce new features. This document guides you through
the low - level steps for deploying the base architecture, as shown in Figure 2. These procedures covers
everything from physical cabling to network, compute and storage device configurations.

Configuration Guidelines

This document provides details for configuring a fully redundant, highly available configuration for a Cisco
Validated Design for various type of Virtual Desktop workload s on Cisco HyperFlex. Configuration guidelines
are provided that refer to which redund ant component is being configured with each step.  For example,
Cisco Nexus A or Cisco Nexus B identifies a member in the pair of Cisco Nexus switches that are configured
Cisco UCS 6332 Fabric Interconnects are similarly identified . Additionally, this docu ment details the steps for
provisioning multiple Cisco UCS and HyperFlex hosts, and these are identified sequentially: VM - Host- Infra-
01, VM- Host- Infra- 02, VM - Host- VDI- 01 and so on. Finally, to indicate that you should include information
pertinent to your environment in a given step, <text> appears as part of the command structure.
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This section describes the infrastructure components used in the solution outlined in this study.

Cisco Unified Computing System

Cisco UCS Manager (UCSM) provides unified, embedded management of all software and hardware
components of the Cisco Unified Computing System™ (Cisco UCS) and Cisco HyperFlex through an intuitive
GUI, a command - line interface (CLI), and an XML API. The manager provides a unified ma nagement domain
with centralized management capabilities and can control multiple chassis and thousands of virtual

machines.

Cisco UCS is a next - generation data center platform that unites computing, networking, and storage access.
The platform, optimized for virtual environments, is designed using open industry - standard technologies and
aims to reduce total cost of ownership (TCO) and increase business agility. The system integrates a low -
latency; lossless 40 Gigabit Ethernet unified network fabric with en  terprise - class, x86 - architecture servers. It
is an integrated, scalable, multi - chassis platform in which all resources participate in a unified management
domain.

Cisco Unified Computing System Components

The main components of Cisco UCS are:

1 Compute: The system is based on an entirely new class of computing system that incorporates blade ,
rack and hyperconverged servers based on Intel® Xeon® scalable family processor s.

1 Network: The system is integrated on a low - latency, lossless, 40- Gbps unified network fabric. This
network foundation consolidates LANs, SANs, and high - performance computing (HPC) networks,
which are separate networks today. The unified fabric lowers costs by reducing the number of network
adapters, switches, and cables needed, and by decr  easing the power and cooling requirements.

1 Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnos tic features are now extended into virtualized environments to better support changing
business and IT requirements.

1 Storage : The Cisco HyperFlex rack servers provide high performance, resilient storage using the
powerful HX Data Platform software. Custome rs can deploy as few as three nodes (replication factor
2/ 3,) depending on their fault tolerance requirements. These nodes form a HyperFlex storage and
compute cluster. The onboard storage of each node is aggregated at the cluster level and
automatically s hared with all of the nodes.

1 Management: Cisco UCS uniquely integrates all system components, enabling the entire solution to
be managed as a single entity by Cisco UCS Manager. The manager has an intuitive GUI, a CLI, and a
robust API for managing all sys tem configuration processes and operations.  Our latest advancement
offers a cloud - based management system called Cisco Intersight.

Cisco UCS and Cisco HyperFlex are designed to deliver:
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1 Reduced TCO and increased business agility
1 Increased IT staff productivity through just - in-time provisioning and mobility support

1 A cohesive, integrated system that unifies the technology in the data center; the system is managed,
serviced, and tested as a whole

1 Scalability through a design for hundreds of discrete servers and thousands of virtual machines and
the capability to scale I/O bandwidth to match demand

1 Industry standards supported by a pa rtner ecosystem of industry leaders

Cisco UCS Manager provides unified, embedded management of all software and hardware components of

the Cisco Unifie d Computing System across multiple chassis, rack servers, and thousands of virtual

machines. Cisco UCS M anager manages Cisco UCS as a single entity through an intuitive GUI, a command -
line interface (CLI), or an XML API for comprehensive access to all Cisco UCS Manager Functions.

The Cisco HyperFlex system provides a fully contained virtual server platform, with compute and memory
resources, integrated networking connectivity, a distributed high performance log - structured file system for
VM storage, and the hypervisor software for running the virtualized servers, all within a single Cisco UCS
management domai n.

Figure 8 Cisco HyperFlex System Overview
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HyperFlex Converged Data Platform
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Enhancements for Version 3.0.1

New Software Features

This release delivers key advancements in mission critical and cloud - native workload support.

1 Multiple Hypervisors —Support for Microsoft Hyper-V and Microsoft Hyper -V Server 2016. For detailed
information on installation requirements and procedures, see  Cisco HyperFlex Systems Installation
Guide for VMware, and Cisco HyperFlex Systems Installation Guide on Microsoft Hyper - V.
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1 Stretched clusters —Ability to stretch a single HyperFlex Cluster across two datacenters enabling the
highest level of availability. For more information, see  Cisco HyperFlex Systems Stretched Cluster
Guide.

1 Kubernetes FlexVolume driver —Enables the automated provisioning of persistent volumes to
Kubernetes pods.

1 Improved resiliency — Enabled by Logical Availability Zones (LAZ) that, when enabled, automatically
partition the cluster so that it is more resilient to node and disk failure scenarios. This feature can only
be enabled on HyperFlex clusters with 8 or more converged node  s. For a LAZ enabled cluster,
expansion must be performed one node at a time. For more information, see Open Caveats in Release

3.0(1a).

1 Disaster Recovery Workflow —Enhanced Disaster Recovery workflow (Planned and unplanned VM
migration) using Cisco HX Connect. For more information, see  Cisco HyperFlex Systems
Administration Guide, Release 3.0 .

1 RESTAPIs—Add itional developer guidance in the form of a quick start guide for HyperFlex REST APIs
on Cisco DevNet. For more information see, Cisco HyperFlex Systems RE ST API Getting Started
Guide.

1 Linked mode —HyperFlex Plugin Support for environments utilizing vCenter’s enhanced linked mode
feature.

New Hardware Features

1 Enhanced HX Capacity Scaling options

- Large Form Factor (LFF) HX M5 240 chassis with supportupto 12 drives 6TB or 8 TB
drives. Note: Currently supported in HX M5 240 nodes only. For more information. see Cisco
HyperFlex HX - Series Spec Sheets

- Support for 1.8 TB SFF HDD with maximum cluster capacity of 18.06TiB for Hybrid M5 Edge nodes
only. For more information, see Cisco HyperFlex HX - Series Spec Sheets

- Enhanced Node Scaling options —Support for up to 32 - nodes converged (per cluster) with 32
compute nodes. Cisco HyperFlex HX - Series Spec Sheets .

1 Intel Optane Support for higher drive level performance and higher endurance  —HyperFlex has qualified
the latest flash memory innovati on, 3D XPoint. Added Intel Optane NVMe SSD HX - NVMEXP-1375 as a
new caching drive option.

& Supported in M5 All Flash configurations only. For more information, see  Cisco HyperFlex HX- Series Spec

Sheets, Cisco HX220c M5 HyperFlex Node Installation Guide, and Cisco HX240c M5 HyperFlex Node | n-
stallation Guide.

1 Support for AMD Multiuser GPU (MxGPU) hardware -based grap hics virtualization on HX240c M5
nodes—AMD FirePro S7150 series GPUs are now available for HX240c M5 nodes. These graphic
accelerators enable highly secure, high performance, and cost effective VDI deployments. For more
information see, see Cisco HyperFlex HX - Series Spec Sheets , and the Cisco HX240c M5 HyperFlex
Node Installation Guide. For instructions on deployment, see: Deploying AMD GPUs .
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1 Expanded HyperFlex Edge configurations —New HyperFlex Edge ordering PIDs provide more flexibility,
simplify configuration and lower costs. For more information see, see Cisco HyperFlex HX - Series Spec

Sheets

Supported Versions and System Requirements

Cisco HX Data Platform requires specific software and hardware versions, and networking settings for
successful installation.

For a complete list of requirements, see: Cisco HyperFlex Systems Installation Guide on Microsoft Hyper -V

Hardware and Software Interoperability

For a complete list of hardware and software inter - dependencies, refer to respective Cisco UCS Manager
release version of Hardware and Softwar e Interoperability for Cisco HyperFlex HX- Series.

Software Requirements for Microsoft Hyper-V

The software requirements include verification that you are using compatible versions of Cisco HyperFlex
Systems (HX) components and Microsoft Server components.

HyperFlex Software Versions

The HX components —Cisco HX Data Platform Installer, Cisco HX Data Platform, and Cisco UCS firmware —are
installed on different servers. Verify that each component on each server used with and within an HX Storage
Cluster are comp atible.

1 Verify that the preconfigured HX servers have the same version of  Cisco UCS server firmware
installed. If the Cisco UCS Fabric Interconnects (FI) firmware versions are different, see the Cisco
HyperFlex Systems Upgrade Guide for steps to align the firmware versions.

1 M5: For NEW hybrid or All Flash (Cisco HyperFlex HX240c M5 or HX220c M5)  deployments, verify that
Cisco UCS Manager 3.2(3b) or later is installed.

1 For SED- based HyperFlex systems, ensure that the A (Infrastructure) and C (Rack server) bundles are
at Cisco UCS Manager version 3.1(3h) or higher for M4 SED systems. Make sure that all bundles are at
Cisco UCS Manager version 3.2(3b) or higher for M5 SED systems.

Cisco UCS Fabiric Interconnect

The Cisco UCS 6 300 Series Fabric Interconnects are a core part of Cisco UCS, providing both network
connectivity and management capabilities fo r the system. The Cisco UCS 6 300 Series offers line -rate, low -
latency, lossless 40 Gigabit Ethernet, FCoE, and Fibre Channel functions.

The fabric interconnects provide the management and communication backbone for the Cisco UCS B - Series
Blade Servers, Cisco UCS C- Series and HX - Series rack servers and Cisco UCS 5100 Series Blade Server
Chassis. All servers, attached to the fabric interconnects become part of a single, highly available

management domain. In addition, by supporting unified fabric, the Cisco U CS 6300 Series provides both

LAN and SAN connectivity for all blades in the domain.
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For networking, the Cisco UCS 6 300 Series uses a cut - through architecture, supporting deterministic, low
latency, line - rate 40 Gigabit Ethernet on all ports, 2.56 terabit ( Tb) switching capacity, and 320 Gbps of
bandwidth per chassis, independent of packet size and enabled services. The product series supports Cisco
low- latency, lossless, 40 Gigabit Ethernet unified network fabric capabilities, increasing the reliability,
efficiency, and scalability of Ethernet networks. The fabric interconnects support multiple traffic classes over
a lossless Ethernet fabric, from the blade server through the interconnect. Significant TCO savings come
from an FCoE - optimized server design in  which network interface cards (NICs), host bus adapters (HBAS),
cables, and switches can be consolidated.

Figure 9 Cisco UCS 6332 Fabric Interconnect
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Figure 10 Cisco UCS 6332 - 16UP Fabric Interconnect

Cisco HyperFlex HX- Series Nodes

Cisco HyperFlex systems are based on an end-to- end software - defined infrastructure, combining software -
defined computing in the form of Cisco Unified Computing System (Cisco UCS) servers; software - defined
storage with the powerful Cisco HX Data Platform and software - defined networking with t he Cisco UCS
fabric that will integrate smoothly with Cisco Application Centric Infrastructure (Cisco ACI™). Together with a
single point of connectivity and hardware management, these technologies deliver a pre - integrated and
adaptable cluster that is rea dy to provide a unified pool of resources to power applications as your business
needs dictate.

A Cisco HyperFlex cluster requires a minimum of three HX - Series nodes (with disk storage). Data is
replicated across at least two of these nodes, and a third no  de is required for continuous operation in the
event of a single - node failure. Each node that has disk storage is equipped with at least one high -
performance SSD drive for data caching and rapid acknowledgment of write requests. Each node is also
equipped with the platform’s physical capacity of either spinning disks or enterprise - value SSDs for
maximum data capacity.

Cisco UCS HXAF220c- M5S Rack Server

The HXAF220c M5 servers extend the capabilities of Cisco’s HyperFlex portfolio in a 1U form factor with the
addition of the Intel® Xeon® Processor Scalable Family, 24 DIMM slots for 2666MHz DIMMSs, up to 128GB
individual DIMM capacities and up to 3.0TB of total DRAM capacities.

This small footprint configuration of Cisco HyperFlex all - flash nodes contains one M.2 SATA SSD drive that
act as the boot drives, a single 240- GB solid- state disk (SSD) data - logging drive, a single 400- GB SSD
write - log drive, and up to eight 3.8-terabyte (TB) or 960 - GB SATA SSD drives for storage capacity. A
minimum of three nodes and a maximum of sixteen nodes can be configured in one HX cluster.  For detailed
information, see the Cisco Hype rFlex HXAF220c - M5S specsheet.
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