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Executive Summary

Cisco Validated Designs (CVDs) include systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address the business needs of customers.
Cisco and NetApp have partnered to deliver FlexPod, which serves as the foundation for a variety of workloads
and deliver architectural designs that are robust, efficient, and scalable to address customer requirements. A
FlexPod solution is a validated approach for deploying Cisco and NetApp technologies and products for building
shared private and public cloud infrastructure.

FlexPod is a widely deployed architecture in today’s on-premise, private cloud infrastructure and though cloud
adoption is growing, businesses still have a need for private cloud infrastructure. To support the on-premise in-
frastructure, Enterprises also require a scalable data center network that is easy-to-manage. This FlexPod solu-
tion expands the existing portfolio of FlexPod solutions by enabling customers to deploy a standards-based,
datacenter fabric that can be used in a heterogenous environment. The FlexPod infrastructure in this CVD incor-
porates a Cisco VXLAN BGP EVPN (Virtual Extensible LAN - Border Gateway Protocol - Ethernet VPN) network
architecture to allow for greatly expanded network scale, with the potential to extend that network between lo-
cations as a contiguous fabric. This expanded FlexPod solution also includes the Al powered analytics of both
Cisco Intersight and NetApp Active 1Q from the base FlexPod design for infrastructure management and opera-
tional intelligence.

This document describes the deployment of the Cisco and NetApp® FlexPod Datacenter with NetApp ONTAP
9.7 on NetApp AFF A300 storage, Cisco UCS Manager unified software release 4.1(2) with 2" Generation Intel
Xeon Scalable Processors, VMware vSphere 7.0, and Cisco DCNM 11.4(1) managed Cisco VXLAN BGP EVPN
design implemented on Cisco Nexus switches running NX-0S 9.3(5). Cisco UCS Manager (UCSM) 4.1(2) pro-
vides consolidated support of all current Cisco UCS Fabric Interconnect models (6200, 6300, 6324 (Cisco UCS
Mini)), 6400, 2200/2300/2400 series IOM, Cisco UCS B-Series, and Cisco UCS C-Series. Cisco DCNM 11 pro-
vides multi-tenant, multi-fabric (LAN, SAN) infrastructure management and automation that is optimized for large
deployments though it can support smaller and more traditional network architectures as well. Also included are
Cisco Intersight and NetApp Active IQ SaaS management platforms.



Solution Overview

Introduction

The industry trend in today’s data center design is to move away from application silos and towards a shared
infrastructure by using virtualization and pre-validated IT platforms to quickly deploy resources, thereby increas-
ing agility, and reducing costs. Cisco and NetApp have partnered to deliver FlexPod, which uses best of breed
storage, server, and network components to serve as the foundation for a variety of workloads, enabling efficient
architectural designs that can be quickly and confidently deployed. This FlexPod Datacenter solution with
NetApp ONTAP 9.7, Cisco UCS unified software release 4.1(2), and VMware vSphere 7.0 is a predesigned,
best-practice datacenter architecture built on the Cisco Unified Computing System (Cisco UCS), the Cisco Nex-
us® 9000 family of switches, and NetApp AFF A-Series storage arrays running ONTAP® 9.7.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure built to
deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step-by-step configuration and implementation guide for the FlexPod Datacenter with
Cisco UCS Fabric Interconnects, NetApp AFF storage, and a Cisco DCNM managed VXLAN BGP EVPN network
fabric built using Cisco Nexus 9000 series switches.

What’s New in this Release?
The following design elements distinguish this version of FlexPod from previous FlexPod models:
e A highly scalable, standards based VXLAN BGP EVPN data center fabric built using Cisco Nexus 9000 se-
ries switches

« Datacenter network deployed a managed as a single fabric using Cisco Data Center Network Manager
(Cisco DCNM)-LAN Fabric Version 11.4(1)

This design also parallels the FlexPod Datacenter with VMware vSphere 7.0 CVD in highlighting the following
recent features:

« Support for the Cisco UCS 4.1(2) unified software release, Cisco UCS B200-M5 and C220-M5 servers
with 2" Generation Intel Xeon Scalable Processors, and Cisco 1400 Series Virtual Interface Cards (VICs)

» Support for the latest Cisco UCS 6454 and 64108 (supported but not validated) Fabric Interconnects

e Support for the latest Cisco UCS 2408 Fabric Extender

» Addition of Cisco Intersight Software as a Service (SaaS) Management

e Support for the NetApp AFF A300 Storage Controller

e Support for the latest release of NetApp ONTAP® 9.7

o Support for NetApp Virtual Storage Console (VSC) 9.7

e Support for NetApp SnapCenter® and NetApp SnapCenter Plug-in for VMware vSphere 4.3.1



o Support for NetApp Active IQ Unified Manager 9.7
e iSCSI and NFS storage design
o Validation of VMware vSphere 7.0

» Unified Extensible Firmware Interface (UEFI) Secure Boot of VMware ESXi 7.0

Solution Design

VXLAN Single-Site FlexPod includes NetApp All Flash FAS storage, Cisco Nexus® networking, the Cisco Unified
Computing System (Cisco UCS®), and VMware vSphere software in a single package.

‘& Fibre Channel connectivity is not implemented within this architecture, but is not in conflict with the de-
sign, and can be considered a valid option to exist within a parallel SAN network as opposed to using
iSCSI.

Figure 1 shows the FlexPod VXLAN Single-Site solution components and network connections for a configura-
tion with the Cisco UCS 6454 Fabric Interconnects. This design has port-channeled 25 Gb Ethernet connections
between the Cisco UCS 5108 Blade Chassis and the Cisco UCS Fabric Interconnects via the Cisco UCS 2408
Fabric Extenders, port-channeled 25 Gb Ethernet connections between the Cisco UCS C-Series rackmounts and
the Cisco UCS Fabric Interconnects, and 100 Gb Ethernet connections between the Cisco UCS Fabric Intercon-
nect and Cisco Nexus 9000 series leaf and spine switches in the fabric, with 40 Gb Ethernet used between the
Cisco Nexus 9000 and NetApp AFF A300 storage array. The reference architecture reinforces the " wire-once"
strategy, because as additional storage is added to the architecture, no re-cabling is required from the hosts to
the Cisco UCS fabric interconnect.

Topology

Figure 1. FlexPod with Cisco UCS 6454 Fabric Interconnects and NetApp AFF A300 Series
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The reference hardware configuration includes:

e Two Cisco Nexus 9336C-FX2 leaf switches
e Two Cisco Nexus 9364C spine switches
e Two Cisco UCS 6454 fabric interconnects

« One NetApp AFF A300 (HA pair) running ONTAP 9.7

The FlexPod converged infrastructure will typically end at the connecting leaf switches. The Cisco Nexus 9364C
spine switches are included for reference of the configuration required for deploying the fabric. In the Network
Deployment section that will follow there is additional equipment that is brought up to include a set of Nexus
93180LC-EX border leafs within the fabric and a pair of Nexus 7K switches that represent the primary connec-
tion external to the fabric. The use of border leafs are a best practice, but should not be considered a require-
ment, and the Cisco Nexus 7Ks stand in as an example of existing network infrastructure with options varying
depending on meeting the configuration requirements.

Deployment Hardware and Software

Table 1 lists the hardware components and software revisions used for validating this solution.

Table 1. Software Revisions

Layer Device Image Comments
Compute Cisco UCS Fabric 4.1(2a) Includes the Cisco UCS
Interconnects 6454 Manager and Cisco UCS VIC
1455
Network Fabric Cisco Nexus 9364C NX-0OS | 9.3(5) Spine switches
Cisco Nexus 9336C-FX2 9.3(5) Leaf switches
NX-0S
Storage NetApp AFF A300 ONTAP 9.7
Software Cisco UCS Manager 4.1(2)
VMware vSphere 7.0
VMware ESXi nenic Ethernet | 1.0.33.0
Driver
NetApp Virtual Storage 9.7.1

Console (VSC) / VASA
Provider Appliance

NetApp SnapCenter for 4.31 Includes SnapCenter Plug-in
vSphere for VMware vSphere

NetApp NFS Plug-in for 1.1.2-3
VMware VAA|

NetApp Active 1Q Unified 9.7P1
Manager

Management Cisco Intersight N/A




Layer Device Image Comments

Cisco Data Center Network 11.4(1)
Manager (LAN Fabric)

NetApp Active 1Q N/A

Configuration Guidelines

This document explains how to configure a fully redundant, highly available configuration for a FlexPod unit with
ONTAP storage. Therefore, reference is made to which component is being configured with each step, either 01
or 02 or A and B. For example, node01 and node02 are used to identify the two NetApp storage controllers that
are provisioned with this document, and Cisco Nexus A or Cisco Nexus B identifies the pair of Cisco Nexus
switches that are configured. The Cisco UCS Fabric Interconnects are similarly configured. Additionally, this
document details the steps for provisioning multiple Cisco UCS hosts, and these examples are identified as: VM-
Host-Infra-01, VM-Host-Infra-02 to represent infrastructure hosts deployed to each of the fabric interconnects
in this document. Finally, to indicate that you should include information pertinent to your environment in a given
step, <text> appears as part of the command structure. See the following example for the network port vlan cre-
ate command:

Usage:
network port vlan create ?
[-node] <nodename> Node
{ [-vlan-name] {<netport>|<ifgrp>} VLAN Name
|  -port {<netport>|<ifgrp>} Associated Network Port
[-vlan-id] <integer> } Network Switch VLAN Identifier
Example:

network port vlan create -node <node(Ol> -vlan-name ala-<vlan id>

This document is intended to enable you to fully configure the customer environment. In this process, various
steps require you to insert customer-specific naming conventions, IP addresses, and VLAN schemes, as well as
to record appropriate MAC addresses. Table 2 lists the VLANs necessary for deployment as outlined in this
guide.

Table 2. Necessary VLANs

Out-of-Band Mgmt Out-of-band management interfaces 163
Site1-1B In-band management interfaces 122
Common-Services Example network for shared resources, | 322

used by vCenter and AD in this design

Native untagged frames are assigned 2
ISCSI-A iISCSI A traffic 3010
ISCSI-B iSCSI B traffic 3020

Infra-NFS Infrastructure NFS traffic 3050




vMotion VMware vMotion 3000
VM-Traffic-1 Production VM Interfaces 1001
VM-Traffic-2 Production VM Interfaces 1002
VM-Traffic-3 Production VM Interfaces 1003

FlexPod Cabling

The information in this section is provided as a reference for cabling the physical equipment in a FlexPod envi-
ronment. To simplify cabling requirements, a cabling diagram was used.

The cabling diagram in this section contains details for the prescribed and supported configuration of the
NetApp AFF 300 running NetApp ONTAP® 9.7.

‘& For any modifications of this prescribed architecture, consult the NetApp Interoperability Matrix Tool
(IMT).

This document assumes that out-of-band management ports are plugged into an existing management infra-
structure at the deployment site. These interfaces will be used in various configuration steps.

‘& Be sure to use the cabling directions in this section as a guide.

The NetApp storage controller and disk shelves should be connected according to best practices for the specific
storage controller and disk shelves. For disk shelf cabling, refer to NetApp Support.

Figure 2 details the cable connections used in the validation lab for the FlexPod topology based on the Cisco
UCS 6454 fabric interconnect. 40/100Gb links connect the Cisco UCS Fabric Interconnects to and within the
VXLAN fabric of the Cisco Nexus Switches, and 40Gb links connect the NetApp AFF controllers to the Cisco
Nexus Switches. Additional 1Gb management connections will be needed for an out-of-band network switch
that sits apart from the FlexPod infrastructure. Each Cisco UCS fabric interconnect and Cisco Nexus switch is
connected to the out-of-band network switch, and each AFF controller has a connection to the out-of-band
network switch. Layer 3 network connectivity is required between the Out-of-Band (OOB) and In-Band (Site1-
IB) Management Subnets.
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Solution Deployment - Network Fabric

This section provides a detailed step-by-step procedure for deploying a Cisco VXLAN BGP EVPN fabric to ena-
ble network connectivity between FlexPod storage, compute, and other components in the solution. The VXLAN
fabric in this solution will deployed and managed by a Cisco Data Center Network Manager (Cisco DCNM). The
network fabric will consist of single data center site with different models of Cisco Nexus spine and leaf switch-
es. The network fabric used in this solution consists of a one pair of spine switches and two pairs of leaf switch-
es. The Cisco UCS domains and NetApp storage arrays will connect to same leaf switch pair in this design. The
other leaf switch pair in the design serve as Border leaf switch for connectivity outside the fabric. The separate
leaf switch pairs for each role (access/TOR vs. border) ensures a scalable VXLAN fabric.

‘& This design assumes a greenfield deployment of the VXLAN BGP EVPN fabric. Customers with an exist-
ing VXLAN fabric can use portions of the deployment discussed in this section to add new switches or
align with this FlexPod design.

Deployment Overview

A high-level overview of the steps involved in deploying a single-site network fabric is provided below.

« Physical Connectivity: Complete the physical connectivity as outlined in the FlexPod Cabling section.

« Cisco Nexus Switches - Base Setup and Configuration: Bring-up Cisco Nexus switches with a minimal
version of software that supports Cisco DCNM and VXLAN EVPN fabric and perform minimal setup and
configuration so that they can be imported into the fabric by Cisco DCNM. The minimal configuration in-
cludes setting the Hostname, OOB Management IP and Gateway, Admin account and password, and set-
ting boot variable for booting a valid image. The base setup and configuration is outside the scope of this
document - please see relevant Nexus product documentation for how this can be done.

o Out-of-Band (OOB) Management Connectivity: Complete all the out-of-band management connectivity
for the spine and leaf switches in the network fabric. Enabling OOB connectivity is outside the scope of
this document - see relevant Nexus product documentation for setting this up.

« Deploy Cisco DCNM: Deploy Cisco DCNM LAN Fabric and enable OOB management connectivity to the
spine and leaf switches in the fabric. Cisco DCNM will discover the switches, deploy the VXLAN BGP
EVPN fabric and provide a centralized management portal for day-2 operation and management of the
fabric. Deployment of Cisco DCNM is also outside the scope of this document - see Cisco DCNM 11.4(1)
documentation on cisco.com for additional details.

e Licensing: Procure necessary licensing for Cisco DCNM and Nexus switches and configure the licenses
before the available grace-period expires to fully utilize all services provided by this Cisco environment.

« Deploy VXLAN BGP EVPN Fabric using Cisco DCNM: Cisco DCNM'’s Fabric Builder is used to configure
and deploy the VXLAN BGP EVPN fabric in Site-A. To deploy the fabric configuration to the switches, the
spine and leaf switches must be first discovered and added to Cisco DCNM. Cisco DCNM can will then
deploy the IP underlay and VXLAN overlay across all the switches that make up the data center fabric in
Site-A.

« External or Outside Connectivity: Enable connectivity from VXLAN fabric in Site-A to outside networks. In
this design, these are any networks that are outside the VXLAN fabric in Site-A - they can be either inter-
nal or external to the Enterprise. In this design, this connectivity enabled reachability to key services host-


https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_4_1/installation/lanfabric/b_dcnm_installation_guide_for_lan_fabric_11_4_1/upgrading_cisco_dcnm.html

ed outside the fabric such as Microsoft Active Directory, DNS within the Enterprise, and services outside
the Enterprise such as Cisco Intersight and Cisco Umbrella in the public cloud.

« Access Layer Connectivity to NetApp Storage Cluster: Enable access-layer connectivity from the
VXLAN fabric in Site-A to the NetApp Storage infrastructure in the solution. The NetApp storage infra-
structure in this solution consists of an AFF A300 storage array.

« Access Layer Connectivity to Cisco UCS Domain: Enable access-layer connectivity from the VXLAN fab-
ric in Site-A to the Cisco UCS infrastructure in the solution. The Cisco UCS infrastructure in this solution
consists of a pair of Cisco UCS Fabric Interconnects that connect to Cisco UCS B-series and C-series
servers.

« FlexPod Infrastructure Connectivity: A dedicated tenant is defined in this design to enable the infrastruc-
ture connectivity in the FlexPod VSI solution. A FlexPod Foundation Tenant is configured to enable con-
nectivity for FlexPod Compute and Storage infrastructure. In this design, the Foundation tenant will provide
infrastructure connectivity to enable the FlexPod Virtual Server Infrastructure (VSI). This tenant is not used
for applications workloads hosted on the FlexPod VSI, though it is used by management components such
as VMware vCenter, NetApp VSC and so on. that is used to manage and operate the FlexPod VSI.

« On-board multi-tier applications: A separate application tenant is defined in the VXLAN fabric to meet
the connectivity needs of the applications hosted on the FlexPod VSI. Expanded tenant separation is pos-
sible within Cisco UCS and NetApp storage, but is not discussed in depth within this design.

Deploy VXLAN BGP EVPN Fabric using Cisco DCNM

This section uses Cisco DCNM'’s LAN Fabric Builder to configure and deploy a VXLAN BGP EVPN fabric in Site-A
(or Site-1). The LAN Fabric Builder in Cisco DCNM creates and manages a software-defined (SDN) fabric by
selecting an existing fabric or by defining a new VXLAN fabric. The switches can be discovered and added to
the fabric using Power On Auto Provisioning (POAP), or by directly importing switches (with a base configura-
tion). You can then set the roles of the switches, pre-select the fabric settings, and then use one-click Save &
Deploy to deploy the configuration and bring up a fully functional VXLAN BGP EVPN fabric that spans any num-
ber of spine and leaf switches.
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Topology figure above shows the connectivity of the Cisco Nexus 9364C Spines and Cisco Nexus 9336C-FX2
Leafs in the validation. Also pictured is the connection to a pair of Cisco Nexus 93180LC-EX Leafs that are used
as border leaf switches for connectivity outside of the fabric.

Setup Information

The VXLAN BGP EVPN fabric configuration settings used for deploying the Site-A data center fabric is provided
in the table below.

Table 3. Fabric Configuration Information - Site-A

Data Center Parameters Default Parameters

Site-A

Easy_Fabric_11_1

Optional

(If Set, Image Version Check
9.3(5) Enforced On All Switches.
Images can be uploaded by
going to Control > Image
Upload)




Data Center Parameters Default Parameters Notes

Site-A_UNDERLAY

10.11.0.0/24 10.2.0.0/22

Optional

(Default Values can be used as-
is)

Optional

10.11.1.0/24 10.3.0.0/22 (Default Values can be used as-

is)

Optional

10.11.254.0/24 10.254.254.0/24 (Default Values can be used as-

is)

Optional

10.11.3.0/22 10.4.0.0/16 (Default VValues can be used as-

is)

Optional

20000-24999 30000-49000 (Default Values can be used as-

is)

Optional

30000-34999 50000-59000 (Default Values can be used as-

is)

Optional

3000-3499 2300-2999 (Default Values can be used as-

is)

Optional

3500-3967 2000-2299 (Default Values can be used as-

is)

Optional

ToExternalOnly Manual (Default VValues can be used as-

is)

Optional

D (Default Values can be used as-
is)




Data Center Parameters Default Parameters

Optional

10.11.99.0/24 10.33.0.0/16 (Default Values can be used as-
is)
Optional

30 30 (Default VValues can be used as-
is)
Optional

1500-1599 3000-3199

(Default VValues can be used as-
is)

172.26.163.254 Optional

management Optional

Optional

The setup information for discovering the spine and leaf switches in the Site-A datacenter fabric is provided in
the table below. Cisco DCNM also supports discovery and importing of fabric switches through Power-on-Auto-
Provisioning(POAP) - however, POAP was not utilized in this CVD.

Table 4. Discovery Information - Site-A

Hostname Switch Role IP Address

(OOB)
172.26.163.231/24

Spine 172.26.163.232/24

Leaf 172.26.163.223/24 Top-of-Rack (TOR) switch for
access layer connectivity to
Cisco UCS compute and
NetApp storage

Leaf 172.26.163.224/24 Top-of-Rack (TOR) switch for
access layer connectivity to
Cisco UCS compute and
NetApp storage

Border Leaf 172.26.163.221/24




AAO1-93180LC-EX-1-2 Border Leaf 172.26.163.222/24

# The devices used in this design were pre-configured with a Hostname, Management IP address,
username, password, and boot variable.

Create VXLAN Data Center Fabric in Site-A

To create the VXLAN BGP EVPN datacenter fabric in Site-A, go to the Setup Information section to follow these
steps:

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account with full access to
the data center.

]
CISCO

Data Center Network Manager

Version 11.4(1)

bdmin

2. From the right window pane, select and click the Fabric Builder icon.
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4. In the Add Fabric pop-up window, specify a Fabric Name and select the Fabric Template specified in Table
3 above from the drop-down list.



Add Fabric X

* Fabric Name : | Site-A

* Fabric Template : [ | v
Easy_Fabric_11_1
Easy_Fabric_eBGP
External_Fabric_11_1
Fabric_Group
LAN_Classic
MSD_Fabric_11_1

Save Cancel

5. The pop-up window will now expand to include multiple tabs for configuring the fabric. In the General tab,
specify the BGP ASN information for Site-A and NX-0OS Software Image Version (Optional) from the drop-
down list.



Add Fabric X

* Fabric Name : | Site-A

* Fabric Template : Easy_Fabric_11_1 L4

LAN EVRN ¢ iy G000

P A000 =

General Replication vPC Protocols Advanced Resources Manageability Bootstrap I

7y 1-4284967295 | 1-65535( 0-65535]
‘It is a good practice to have a unigue ASN for each Fabric.
Enable IPv6 Underlay |_| fx, If not enabled, 1Pv4 underlay is used

*BGPASN 65001

Enable IPvE Link-Local Address fx, If not enabled, Spine-Leaf interfaces will use global IPvE addresses

* Fabric Interface Numbering p2p A G_'," Numbered(Poini-to-Point) or Unnumbered

* Underlay Subnet IP Mask 30 Y () Mask for Underlay Subnet IP Range

Underlay Subnat IPvE Mask i) Mask for Underlay Subnet IPv6 Range
* Underlay Routing Protocol | ospf ¥ | (i) Used for Spine-Leaf Connectivify
* v
Route-Reflectors 2

(1) Number of spines acting as Route-Reflectors

* Anycast Gateway MAC = 2020.0000.00aa Shared MAC address for all leafs {xxo xo xux)

- If Set, Image Version Check Enforced On All Switches.

NX-0S Software Image Version :‘}’Iamagcs Can Be Uploaded From Conirol:image Upload

' 9.3(3)
9.3(5)

Save Cancel

In the Replication tab, leave everything as-is. Alternatively, you can customize the default options selected

by Cisco DCNM for Replication Mode, Multicast Group Subnet, Rendezvous-Points (RP), RP mode and other
settings as needed.




Add Fabric X

* Fabric Name : | Site-A

* Fabric Template : | Easy_Fabric_11_1 v

e for a VXLAN £V 5 Q000 and 3000 switc

VTG WK I

General Replicaton | vPC  Protocols  Advanced Resources Manageability ~ Bootstrap I

* Replication Mode Multicast ¥ | (i) Replication Mode for BUM Traffic

6 Multicast pool prefix between 16 to 30. A multicast group IF
“from this pool is used for BUM traffic for each overlay netwol

For Ovaerlay Multicast Support In VXLAN Fabrics

* Multicast Group Subnet = 239.1.1.0/25

Enable Tenant Routed Multicast {TRM)

Default MDT Address for TRM VRFs (i) Default Underlay Multicast group IP assigned for every ove
* Rendezvous-Points 2 ¥ | () Number of spines acting as Rendezvous-Point (RFP)

) Multicast RP Mode

* RP Mode asm

* Underlay RP Loopback Id = 254 (20 (Min:g, Max;1023)

Underlay Primary 6 Used for Bidir-PIM Phantom RP
RF Loopback Id = (Min:0, Max:1023)

Underlay Backup ' Used for Faliback Bidir-PIM Phantorn RP
RF Loopback Id T (Min:0, Max:1023)

Underlay Second Backup ' Used for second Falfback Bidir-PIM Phanforn RP
RF Loopback Id = (Min: 0, Max:1023)
Underlay Third Backup 3 Used for third Fallback Bidir-PIM Phantom RP

RP Loopback Id S Min:tl, Max:1023)

7. Inthe vPC tab, leave everything as-is. Alternatively, you can customize the selected default options and oth-
er settings as needed.



Add Fabric X

* Fabric Name : | Site-A
* Fabric Template : | Easy_Fabric_11_1 v

(@ Fahnic Jamplate far g W0 AN FVEN denloymeant with Mexus 9000 and 3000 swirches

General Replication vPC Protocols Advanced Resources Manageability Bootstrap B
* WPC Peer Link VLAN | 3800 (7)) VLAN for vPC Peer Link SVI (Min:2, Max:3967)

Make vPC Peer Link VLAN as Native Mo

VLAN —

* VBC Peer Keep Alive option | managemeant v '3;!'_'," Use vPC Peer Keep Alive with Loopback or Management
* .
vPC Auto Recovery Time | 5, (7 (Min:240, Max:3600)
{In Seconds)

* yPC Delay Restore Time

150 () (Min:1, Max:3600)
{In Seconds)

¥PC Peer Link Port Channel ID (2) (Min:1, Max:4096)

vPC IPv6 ND Synchronize () Enable 1BvE ND synchronization between vEC peers

vPC advertise-pip

Enable the same vPC Domain Id

for all vPC Pairs [ ] (7 (Not Recommende)

vPC Domain Id (£ vPC Domain Id to be used on all vPC pairs
Enable Qos for Fabric vPC-Peering | | (7} Qos on spines for guaranteed delivery of vPC Fabric Peering communication
Qos Policy Name (i) Qos Policy nama should be sama on all spines

Save Cancel

8. In the Protocols tab, specify the Underlay Routing Protocol Tag for Site-A. Leave everything else as-is.
Alternatively, you can enable OSPF, ISIS and/or BGP authentication for additional security, enable Bi-
directional Forward Detection (BFD) for quicker notification of failures to upper layer protocols such as BGP,
OSPF, PIM and so on. You can also add additional customization for the iBGP configuration using the free-
form templates provided at the bottom.



Add Fabric X

* Fabric Name : | Site-A

* Fabric Template : | Easy Fabric_11 1 v

General Replication vPC Frotocols Advanced Resources Manageability Bootstrap Configuration Backup

* Underlay Routing Loophack Id | 0 () (Min:0. Max:1623)
* Underlay VTEP Loopback ld | 1 (70 (Min:0, Max: 1023)
Underlay Anycast Loophack 1d 'i, Used for vPC Peearing in VXLANE Fabrics (Min:0. Max: T023)
* Underlay Routing Protocol Tag | Site-A_UNDERLAY (i) Underlay Routing Process Tag
* OSPF Area ld | 0.0.0.0 (7 DSPF Area id in IP address format

] ®

OSPF Autherlication Key 1D () (Min:0. Max:255)
7

Enable OSPF Authentication

OSPF Authentication Key (i} 3DES Encryped
15-1S Lavel (7} Supported 15 types: level-1, level-2

Enable 15-15 Authenlication (£}

15-15 Authentication Keychain Narme i
15-1% Authentication Key ID () (Min:0. Max:65535)
15-15 Authentication Key (7 Cisen Type 7 Encrypled

Enable BGP Authentication || (1)

DT A bhebin b W —

9. Inthe Advanced tab, leave everything as-is. Alternatively, you can customize the selected default options
and other settings as needed. Note that the Site Id matches the BGP ASN specified in the General tab. Also,
the Interface MTU is pre-configured to use a jumbo MTU of 9216 across all fabric links and on interfaces
connecting to endpoints.



vPC

General

Replication

* VRF Template

* Network Template

* VRF Extension Template

* Network Extension Template
Site Id

* Intra Fabric Interface MTU

* Layer 2 Host Interface MTU
* power Supply Mode

* CoPP Profile

V¥TEF HoldDown Time

Brownfield Overlay Network Name
Format

Enable CDP for Bootstrapped Switch
Enable VXLAN OAM
Enable Tenant DHCP

Add Fabric
* Fabric Name : | Site-A
* Fabric Tem plate : | Easy_Fabric_11_1 i
g EHLAN Wexus 2000

Protocols Advanced

Default_VRF_Universal
Delaull_Metwark_Univarsal

Default_VRF_Extension_Universal

Defaull_Metwark Extension_ Universa ¥

65001

9216

9218
ps-recundant
strict

180

Auto_Nat WNISSVNISE VLANSSVLAN

Resources

Manageability Bootstrap Configuration Backup

¥ (i) Defaut Oveday VRF Templale For Leafs

¥ () Default Overiay Netwark Template For Leafs
v

(7 Default Qveray VRF Template For Borders

() Default Overiay MNetwork Template For Borders

7 For EVPN Muiti-Site Support (Min:1, Max: 2814745767 10655).
M Destuits to Fabiric ASN

! (Min:576, Max:9218). Must be an even number

Li) (Minc 1500, Max:9216). Must be an even number

A f{:' Default Power Supply Made Far The Fabric

re Fabric Wide CoPP Policy. Customized CoPP palicy showld be
= provided when ‘manual' is selected

L) MVE Source inteface HoldDown Time {hin:1, Max:1500) in seconds

(71 Gonerated netwark name should be < 64 characters

| Enable COP an management inferface
Enable the Next Generation (NG| QAM feature for all switches in the fabric fo aid in frouble-shooting VXLAN EVPN fabrics

Cancel

10. (Optional) In this deployment, the Greenfield Cleanup Option is changed from the default of Disable to Ena-
ble in order to speed up deployment in the Cisco lab - however, Cisco recommends that customers use the
default option that will reload the switches during clean up in Greenfield deployments.



Add Fabric X

* Fabric Name : | Site-A

* Fabric Template : | Easy_Fabric_11_1 v

FIO00 sarThes.

HATENT L

General Replication vPC Protocols Advanced Resources Manageability Bootstrap con [ >

Enable Tenant DHCP
Enable NX-AP| Enable NX-AP! on port 443

Enable NX-AP1 on HTTP port (/) Enable NX-AP! on port 80
Enable Policy-Based Routing (PBR) G

Enable Strict Config Compliance ') Enable bi-directional compliance checks to flag additional configs in the running config that are not in the
Enable AAA IP Authorization J Enable only. when IP Authorization is enabled in the AAA Server
Enable DCNM as Trap Host "\.1'._\1 Configure DCNM as a receiver for SNMP traps

= Bwifch Claa Without Reload
* Greenfield Cleanup Option | Enabla v ki"lWhEnr\Pre.:e‘:r\i:gcnﬁg:;o aloa

Enable Precision Time Pretoeel (PTP) [ (1)

11. (Optional) Customers can also enable PTP and Queueing on core facing interfaces as needed. Note this was
not setup in this CVD. PTP is necessary when using Nexus operational tools such as Network Insights - Re-
sources for a more precise and accurate timing of flows in the range of microseconds or nanoseconds.

Add Fabric X

* Fabric Name :  Site-A

* Fabric Template :  Easy_Fabric_11_1 v

@ Fatwi

Al fora Wil

General Replication vPC Protocols Advanced Resources Manageability Bootstrap co 2 >

y Switch Cleanup Without Reload

*
Greenfield Cleanup Option | Enable ““hen PreserveConfig=no

Enable Pracision Time Protocol (PTP) || (i)

PTP Source Loopback Id ) (Min:G, Max:1023)

. 7y Multiple Independent PTP Clocking Subdomains
PTF Domain Id “~on a Single Metwork (Min:0, Max:127)
Enable MPLS Handoff | | (1)

7 Used for VXLAN to MPLS SR/ALDP Handoff

Underlay MPLS Loopback Id "!"fMJ'-’?.'O. Max:1023)

Enable Default Queuing Policies [_| (7

MN9K Cloud Scale Platform 7y Queuing Policy for all 92xx, -EX, -FX, -FX2, -FX3
Queuing Policy “series switchas in the fabric
N3K R-Series Platform 7 Queuing Policy for all R-Series
Queuing Policy “~switches in the fabiric
Other N3K Platform 7y Queuing Policy for all other
Queuing Policy “awitches in the fabric

Save Cancel




12. (Optional) Cisco DCNM also allows for Freeform configurations that customers can use for additional config-
uration parameters as shown below.

Add Fabric X

* Fabric Name : | Site-A

* Fabric Template : | Easy_Fabric_11_1 -
(6T s VAN FVEN ¢
General Replication vPC Protocols Advanced Resources Manageability Bootstrap Configuration Backup
g Ay
Other NBK Platform @ Queving Policy for all other
Queuing Pelicy "~ awitches in the fabric

Mote ! Al configs should

_ strictly mafch show run’ outg

Leaf Freeform Config (Fwith respect to case and new
Any mismatches will yield

unexpacted diffs during daph

Mate ! AN configs shouwid

_ strictly match show run’ oule

Spine Freeform Config (£ )with respect to case and new
Any mismatches will yield

unexpected diffs during deph

13. (Optional) In the Resources tab, you can specify the underlay loopbacks and subnets for various protocols.
Cisco DCNM provides default values for these that can be used as-is. However, in this CVD, the parameters
specified in the Setup Information section is used. Skip this step if using the default values. Otherwise, con-
figure the Underlay Routing Loopback IP Range, Underlay VTEP Loopback IP Range, Underlay RP Loop-
back IP Range and Underlay Subnet IP Range for Site-A using the setup information.



Add Fabric X

* Fabric Name : | Site-A

* Fabric Template : | Easy_Fabric_11_1 v
© Fabnz Template for 8 VALAN Jang J000 s
4 Replication vPC Protocols Advanced Resources Manageability Bootstrap Configuration Bz » >

Manual Underlay IP Address [ 1

Allocation i!_'_\.' Checking this will disable Dynamic Underlay IP Addreszs Allocations

. )
Underlay Routing Loopback IP 44 44 a4 (7) Typically Laopbackd I Address Range

Range

* Underlay VTEP Loopback IP Range  10.11.1.0/24 | Typically Loopback? IP Address Range

* Underlay RP Loopback IP Range  10.11.254.0/24 |2} Anycast or Phantom RP IP Address Range

* Underlay Subnet IP Range  10.11.3.0/22 | Address range to assign Numbered and Peer Link SVI IPs

Underlay MPLS Loopback IP Range Usad for VXLAN to MPLS SR/ALDP Handoff

Underlay Routing Lnopbac; IPvti T Typically Loopbackl IPvE Address Range
ange

Underlay VTER Loopbac; IPvE ’; Typically Loopback and Anycast Loopback IPvE Address Range
ange

(1) IPv6 Address range fo assign Numbered and Peer Link SV [Ps

[

Underay Subnet IPvE Ranga

BGP Router ID Range for IPvE o)

14. (Optional) In the Resources tab, you can specify the VXLAN Network IDs (VNID) and VLAN ranges for the
access layer networks. Cisco DCNM provides default values for these that can be used as-is. However, in
this CVD, the parameters specified in the Setup Information section is used. Skip this step if using the de-
fault values. Otherwise, configure the Layer 2 VXLAN VNI Range, Layer 3 VXLAN VNI Range, Network
VLAN Range, VRF VLAN Range and Service Network VLAN Range for Site-A using the setup information.

L The other parameters, namely VRF Lite Deployment, Auto Deploy Both, VRF Lite Subnet IP Range, and
VRF Lite Subnet Mask can be specified now or can be updated in the External or Outside Connectivity
section where they are used.




Add Fabric X

* Fabric Name :  Site-A

* Fabric Template :  Easy_Fabric_11_1 v
@ Fata for g VXLAN BV
< Replication vPC Protocols Advanced Resources Manageability Bootstrap Configuration Bz (N
BGF Router ID Range for IPvé 6]
Underlay -
* Layer 2 VXLAN VNI Range | 20000-24389 (i) Overlay Network Identifier Range (Min:1, Max:16777214)

* Layer 3 VXLAN VNI Range | 30000-34999 ! Overlay VRF ldentifier Range (Min:1, Max:T6777214)

* Network VLAN Range | 3000-3499 1) Par Switch Overlay Network VLAN Range (Min:2, Max:3967)

* YRF VLAN Range | 3500-3867 £ Per Switch Overlay VRF VLAN Range (Min:2, Max.3967)

* Subinterface Dot1q Range | 2-511 (£ Per Barder Dot1q Range For VIRF Lite Connectivity (Min:2, Max:40

* VRF Lite Deployment | ToExternalOnly ¥ | (i) VRF Lita Inter-Fabric Connaction Deployment Options

-~ Whether to auto generate VIRF LITE sub-inferface and BGF peering configuration on managed neighbor de

ad }
Auto Deploy Both = “If set, auto crested VRF Lite IFC links will have ‘Auto Deploy Flag’ enabled.

* VRF Lite Subnet IP Range | 10.11.98.0/24 | Address range fo assign P2F Intarfabric Connactions

* VRF Lite Subnet Mask | 30 () (Min:8, Max:31)

* Service Network VLAN Range | 1500-1599 (i) Per Switch Overiay Service Network VLAN Range (Min:2, Max:396

* Route Map Sequence Number Range | 1-65534 () (Min:1, Max:65534)

15. (Optional) In the Manageability tab, specify the NTP server and VRF for accessing the NTP servers. Other
network infrastructure services such as DNS and Syslog servers can also be specified here.



Add Fabric X

* Fabric Name : | Site-A

* Fabric Template : | Easy_Fabric_11_1 v

T VaTs

< Replication vPC Protocols Advanced Resources Manageability Bootstrap Configuration Bz » >
DNS Server IPs (i) comma separaled list of IP Addresses(v4/v6)
-~ One VRF for all DNS servers or a comma separated
DNS Server VRFs ““list of VRFs, one per DNS server
NTP Server IPs  172.26.163.254 i) Comma separated list of IP Addresses(v4/v6)
% 7 One VRF for all NTP servers or a comma separated
NTP Server VRFs  management “list of VRFs. one per NTP server
Syslog Server IPs (7) comma separated list of IP Addresses(v4/v6)
3 ~= Comma separated list of Syslog severity values,
Syslog Server Severity ““one per Syslog server (Min:0, Max:7)
= One VRF for all Syslog servars or a comma separated
Syslag Server VRFs “list of VRFs, one per Syslog server

Note ! All configs should
strictly match 'show run’ oulput,
AAA Freeform Config i with respect to case and newlines.
Any mismatches will yield
unexpected diffs during deploy.

16. (Optional) In the Bootstrap tab, customers can specify bootstrap information if POAP is used to discover and
import the switches into the fabric. This was not used in this CVD - proceed to the next tab.



Add Fabric

* Fabric Name : | Site-A

* Fabric Template :

< lication vPC Protocols

Enable Bootstrap L
Enable Local DHCP Server

DHCP Version

DHCP Scope Start Address
DHCF Scope End Address
Switch Mgmt Default Gateway
Switch Mgmt IP Subnet Prefix

Switch Mgmt IPvE Subnet Prefix
Enable A&A Config

Bootstrap Freeform Config

Easy_Fabric_11_1

W depiowmient

Advanced >

Resources

Manageability Bootstrap Configuration Backup

(7 Automatic IP Assignment For POAP
(1) Automatic IP Assignment For POAP From Local DHCP Server

@
(1) Start Address For Swilch Out-of-Band POAP

'\;\' End Addrass For Swifch Cut-of-Band POAP

(1) Default Gateway For Management VRF On The Switch
(71 (Min:8, Max:30)
() {Min:64, Max:126)

"\'-_"'? Include AAA configs from Manageability lab during device bootup

Mote ! All configs should

__ strictly match ‘show run’c
(£ with respecl to case and |
Any mismatches will yielo
unexpected diffs during d

Cancel

17. (Optional) In the Configuration Backup tab, specify a backup schedule for the fabric as shown below.

Add Fabric

* Fabric Name : | Site-A

* Fabric Template :

e for & VAN PR

Easy_Fabric_11_1

vt with Neasess GO0

< :ation vPC Protocols Advanced Resources Manageability Bootstrap Configuration Backup @ >
Hourly Fabric Backup (£) Backup hourfy or on Re-sync only if there is any config deployment since last backup
Scheduled Fabric Backup l_ \:} Backup at the specifiad time only If thara is any config daployment since lasf backup
Scheduled Time | Time in 24fr format. (00:00 fo 23:53)

18. Click Save to save the fabric settings for the VXLAN Fabric in Site-A. You will get a pop-up on the right-
bottom corner saying the Fabric was deployed successfully if the settings were saved. The saved settings



are merely the configuration intent at this stage - they will need to be deployed on the switches for it to take

effect.
© . Data Center Networ< Manager SCOPE: | Site-A | A @  admin 33
£ Dashboard & Fabric Bulder: Sie-4 X
'.;Q' Topology AcTons -

+
|

@& control

= Tabular view

® Monitor
¥ Rafrash topology

B Save layout

Lﬂ Administration

X Delete saved layout
Q Applications Custom ssved layout ¥
3 Re-sync Fabric

#) Restora Fabric

= Backup MNow

+ Add swirches

£ Fabric Settings

B Panding W in Syne/Success B Qul-ol-SynodFaled | In Progress B UnkoowndNA

19. At this point, you can start adding switches to the VXLAN fabric. Note that you can use % Fabric Settings in
the Actions menu at any time to modify the parameters - however, once switches have been added to the
fabric, you will need to do a Save & Deploy (top-right corner) in order to save the settings and then to apply
them to the switches in the fabric.

20. Proceed to the next section to discover and add switches to the Site-A datacenter fabric.

‘& Always verify scope (for example, SCOPE: Site-A ) in the top-right corner of the window when making
changes or viewing the status to ensure that you are in the corrects datacenter or view.

Add Spine and Leaf switches to the VXLAN Fabric

As stated earlier, this design assumes a greenfield deployment where the fabric is built from the ground-up.
Therefore, this section walks through the discovery, addition, and initial configuration of all switches to the Site-
A fabric. For existing fabrics, customers can use relevant portions of this section to add switches to their fabric.

To add spine and leaf switches to the VXLAN fabric, follow these steps:

1. In the right-window pane, verify that the SCOPE: is Site-A in the drop-down list near the top-right corner.
From the Actions menu, select and click Add Switches.



© i Data Center Network Wansger SCOPE: Sile-A | A& @ admn I3

& Dashboard € Fabric Builder: Sitz & A

* Topology ACDOrs =

@& Ccontrol

= Tabular view

Monitor
© @ilie I Refresh topology

B Save layout

T _ q
A" Administration

X Delete saved layout

g Applications Custom ssved layour ¥

7 Re-sync Fabric
£ Restore Fabric

S5 Backup Mow

+ Add switches

L+ Fabric Setlings

2. In the Inventory Management pop-up window, select the Discover Existing Switches tab. Note that you
can also POAP on Cisco DCNM to discover and add switches to the VXLAN fabric. For the Seed IP, specify
the IP address range of all switches that need to be discovered. For the Username and Password, specify
the administrator username and password for the switches that you can use to log-on to the switches. For
the Max Hops, specify ‘O’ otherwise the discovery may take a long time to complete. For Preserve Config,
select ‘no’ to clean up the configuration on the switches before adding them to the fabric.

‘& The configuration on the switches are cleaned up before adding the switches as this CVD assumes a
greenfield deployment. Cleaning up ensures there are no conflicts between the configuration deployed
by Cisco DCNM and what is actually configured on the switch.




Inventory Management

Discover Existing Switches | PowerOn Auto Provisioning (POAP)

Discovery Information Scan Details

172,26 163.221-224, 17226 163.2
Ex: 2.2.2.20 {or) 10.10.10.40-60 (o) 2.2.2.20, 2.2.2.27

Authentication Pratocol MDS v
Usarname
Password

Max Hops a

Preserve Config no . ves

Selecting ‘no’ wil claan up the configuration on switchiias)

3. Click the Start discovery button at the bottom to start the discovery process. You should see a spinning
wheel in the red Abort Request button at the bottom as Cisco DCNM attempts to discover and find these
switches.



Inventory Management

Discover Existing Switches PowerOn Auto Provisioning (POAP)

2ry Information Scan Details

Seed IP

Ex: 2.2.2.20 {or) 10.10.10.40-60 {or} 2.2.2.20, 2.3.2 51

Authentication Protocol

Usemame admin
Password sessanes
Max Hops hop(s)
Preserve Config no . yes

Selacing ‘no’ wil claan up the configuration on switchies)

4. Once the discovery completes, you will be provided with a list of switches that can be imported into the fab-
ric. Use the checkboxes to the left of the switches to select the relevant switches. In this case, all switches in
the list are selected using the checkbox to the left of the Name column. Click Import into fabric.



Inventory Management

Discover Existing Switches PowerOn Auto Provisioning (POAP)

ery Information Scan Details

Mote; Preserve Canfig selecfion js 'na'. Swifch configuration will be erased, Import into fabric

Show Al

Mame IP Address Model Version Status Progress

3]

AAD1-9336C-FX2-2 17226 163.224 NGK-C833... 9.3(5) manageable
AAD1-93180LC-EX-1 172.26.163.221 NIK-C931... 9.3(5) manageable
AAD1-9336C-FX2-1 172.26.163.223 NGK-C833... 9.3(5) manageable
AAD1-83180LC-EX-2 172.26.163.222 NOK-C831... 9.3(5) manageable

AAD1-9364C-2 172.26.163.232 NOK-CO364C  9.3(5) manageable

R YER-Y

AAD1-9364C-1 172.26.163.231 NOK-CO364C 9.3(5) manageable

5. Click OK in the Warning message that pops-up to confirm removal and cleanup of all configuration on the
switches except for management connectivity.



Warning: All switch configuration other than
management, will be removed immediately after import.
Do you want to proceed?

n . Cancel |

6. You can view the progress of the import in the Progress column for each switch being imported.



Inventory Management

Discover Existing Switches

€ Back

Name
AADT-9336C-FX2-2
AAD1-93180LC-EX-1
AAD1-9336C-FX2-1
AAD1-931B0LC-EX-2

AAD1-8364C-2

KREARER-”ER

AAD1-9364C-1

Discovery Infarmation Sc

PowerCOn Auto Provisioning (POAP)

:an Details

IP Address
172.26.163.224
172.26.163.221
172.26.163.223
172.26.163.222
172.26.163.232

172.26.163.231

Model
NIK-C233...
NBK-CO31...
N9K-C933...
NIK-C931...
NIK-CO364C

NOK-CO364C

Mote: Presernve Config seleciion is o’ Switch configuration will be erased.

Version
9.3(5)
9.3(5)
9.3(5)
9.3(5)
9.3(5)
9.3(5)

Show | All

Status

manageable
manageable
manageable
manageable
manageable

manageable

Impart inta fabric

Progress

v Y

7. Once imported is complete, the Progress column will show done. Click Close



Inventory Managemen

t

Discover Existing Switches

Discavery Information Sci

€ Back

Name
AAD1-9336C-FX2-2
AAD1-93180LC-EX-1
AA01-9336C-FX2-1
AAD1-93180LC-EX-2

AAD1-9364C-2

KRR ER R R

AAD1-9364C-1

PowerOn Auto Provisioning (POAP)

an Details

IP Address
172.26.163.224
172.26.163.221
172.26.163.223
172.26.163.222
172.26.163.232

172.26.163.231

Model
NIK-C933...
NOK-CE31...
NBK-CO33...
NOK-CO31...
NIK-CO364C
NBK-CO364C

Mate: Pressrve Config sefection is 'no’. Switch configuration will be srased.

Version
9.3(5)
9.3(5)
9.3(5)
9.3(5)

9.3(5)

9.3(5)

Show | All

Status

manageable
manageable
manageable
manageable
manageable

manageable

Import into fabric

Progress

8. You should now see the topology as shown below. Move the Actions menu/window to right-side for a better

view of the topology.



O b Data Cenler Neowork Wanzge: SCOPE: | sile-4 | 2 @ amin
- . “  Fabric Builder: Ste 4 % 2 issues
&2 Dashboard

Actions =

'.;.' Topology

+ - =

& Control

aular view

& Monitor 3 Rafresn topalogy

B Save layour

L a-A A
L Administration X Delote seved layout

Custom saved layout ¥

= Applications AAD1-93...C-EX-2

3 Ra-zync Fabrc
3 Restone Fabric

£ Backup Mow

+ 4dd switches
¥ Fabric Setirgs

AAD01-93...C-EX-1 AAD1-93.. -FX2-2

AAD1-93. -FX2-1

B Pending B in ! W Oul-oi-Sy il In Progress B Unknownhid

9. At this stage, all switches in the topology should be red to indicate they are in Out-of-Sync/Failed state.
This is to be expected as the configuration on the switches (which have been wiped clean) do not match the
Fabric Settings or the fabric configuration on Cisco DCNM. Also note that there may warnings or errors that
show up, if any exist, it will show up to the left of the Save & Deploy button. Review the issues so they can
be resolved. In this case, there are 2 issues Warnings. The Fabric errors are warnings and indicate that a re-
load of two of the switches should be done after a Save & Deploy. We will therefore wait on resolving these
until after a Save & Deploy is done.

© il Dae Center Network WWanager SCOPE: | Site- v 2 @ amin 4
i i T Silp-A 2 issues
Dashboard € Fabric Builder: Slo-4 A
VAN

Topology DTS - Fabric errors & warnings * X

+ - s & O Errors, 2 Warnings, O Info X Dalete al
Control o Swilch [AAN1-893360-FX2-2/FDO221624K4): Had non defaull TCAM carving X

= Tabular view configured, which isfare removed during switch import. Please be aware switch reload

iz must after any TCAM carving configuration change. Please make sure to reload the
switch from Fabric Builder Tabular view after save and deploy.

Monitor
0 Refresh wpology Switch [AAD1-8336C-FX2-1/FDO221624HT]: Had non default TCAM carving *
configured, which isfare removed during switch impeort. Please be aware switch reload
£t B Save layout is must after any TCAM carving configuration change. Please make sure to reload the
L Administration swilsh from Fabic Builder Tabular view aflar save and deploy.

X Delata saved layout

ﬁ Applications Custom saved leyout ¥

10. From the Actions menu/window, select Tabular view. Verify that the Discovery Status is ok. For each
switch, verify that Role is correct. Modify the role as needed. The role of 4 switches selected below needs to



be changed. To change the role, go back to the topology view by clicking on the green left arrow in the top
left corner of the right window pane.
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+ S L0 B X View/Edit Policies History ] Shaw | Al B 4
& Control
[ ] Mame IP Addreas Role Serlal Number Fabric Mame Fabric Status Digcovery Sta... Made|
@ Monitor 1 ¥ SAAI-93180LC-EXA 172.26.163.221 Leaf FOO23151Q9F Sita-A Out-of-Sync - ™ MEK-COAMB0LC-EX
2 E| 89 AM01-93180LC-EX-2 172.26.163.222 Leaf FOO22111TTT Site-A Out-of-Sync nk NOK-CO3130LC-EX
=3 - "
L Administration 3 [ EANT-BEIECFXZ 172.26.163.223 Spine FOO221624HT Sita-A Out-nf-Syne ™ MEK-CO3IEC-FX2
4 [i] 8 AA01-9336C-FXR2-2 172.26.163.224 Spine FDO221624K4 Site-A Out-nf-Sync ak NOK-CO336C-FX2
E Applications 5[] @ AADI-BEE4C 172.26.163.231 Spine FDO2233063R Site-A Out-nf-Sync & o MOK-CAZRAE
6 | & AA01-HEE40-2 172.26.163.232 Spine FDO22330U7T Site-A Out-nf-Syne ak NOK-CO36E4C

11. In the topology view, from the Actions menu/window, select Hierarchical from the drop-down list. To
change the role, select the switch and right-click to select Set role and then select the correct role for the
switch from the list. A small window on the bottom right will pop-up to indicate with role change was suc-

cessful.

e sl Datg Conter Network Wanager SCOPE:  Sile-A v 2 @ admin I3

Dashboard “ Fabric Builder: 5ie-8 A 2 ‘ssues
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¢ Topology
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@ Applications

AA01-93...C-EX-2

12. Repeat the previous step for all switches whose role needs to be changed.

13. Verify the roles have been changed, go back Tabular view from the Actions menu/window, and verify the
Role column for each switch.



© b Data Cemer Network Wanage: SCOPE:  Sita-t. | & @ asimn 3
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+ [»] Show Al A 4
& Control (»)
[ Name IF Address Rale Serlal Number Fabrie Name Fabrlc Status Discovery Sta... Madel

& Monitor 1 [ @ AM-93130LC-EX-1 172.26.163.221 Border FDO2315109P Sile-f Out-of-Sync ok NOK-COZ1E0LC-EX

2 [ SAMI-92130LC-EX-2 172.26.163.222 Border FDO2Z1NTTT Sile-A Qut-of-Syne ok NIK-CO31B0LC-EX
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@ Applications 5 [ Sas01-9364c-1 172.26.163.231 Spine FDO223I065P Sile-A Oul-of-Syne ok NEK-CHIEAC

& [ @&aAr01-9364C-2 172.26.163.232 Spine FDO22330UTT Sile-A Oul-ul-Syne ok NEK-CHIGAC

14. Go back to Topology view, from the Actions menu/window, select Hierarchical from the drop-down list.
The topology view should now change based on the role of the devices. Select Save layout from the Ac-
tions menu.
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43 Restare Fabriz

£ Sackup Now
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15. You are now ready to deploy the configuration to the switches in the fabric. Click Save & Deploy.

16. In the Config Deployment window, you can see the number of lines of configuration that will be deployed on
each switch. The configuration deployed will vary depending on the role of the switch.



Config Deployment

Step 1. Configuration Preview Step 2. Configuration Deployment Status
Switch Name IP Address Switch Serial Preview Config Status Re-sync Progress
AAD1-93180L... 172.26.163.221 FDO231510Q9P 220 lines Out-of-Syne &
AAD1-93180L... 172.26.163.222 FDO22111TT? 220 lines Out-of-Sync &
AAD1-9336C-F... 172.26.163.223 FDO221624HT 320 lines Out-of-Sync @
AAD1-9336C-F...  172.26.163.224 FDO221624K4 320 lines Qut-of-Sync &
AAD1-9364C-1 172.26.163.231 FDO2233063P 348 lines Out-of-Syne &
AAD1-9364C-2 172.26.163.232 FDO22330U7T 3449 lines Out-of-Sync @

17. You can preview the configuration on each switch by clicking on the number of lines as shown below. In the
Preview Config - Switch (IP) pop-up window, you can see the configuration that will be pushed to the
switch in question. A partial view of the configuration is shown below.



Preview Config - Switch (172.26.163.221)

Pending Config Side-by-side Comparison

cfs eth distribute
feature dhcp
feature lacp
feature ngoam
feature nxapi
feature ospf
feature pim
nv overlay ewvpn
feature interface-vlan
feature vn-segment-vlan-based
feature 1ldp
feature nv overlay
feature bgp
fabric forwarding anycast-gateway-mac 2020.0000.00aa
ip pim rp-address 18.11.254.1 group-list 239.1.1.8/25
ip pim ssm range 232.0.0.0/8
ip prefix-list default-route seq 5 permit ©0.9.9.0/0 le 1
ngoam install acl
ntp server 172.26.163.254 use-vrf management
nxapi http port 89
nxapl https port 443
service dhecp
snmp-server host 172.26.163.142 traps version 2c public udp-port 2162
ip dhcp relay
ip prefix-list host-route seq 5 permit @.0.90.0/0 eq 32
route-map fabric-rmap-redist-subnet permit 10
match tag 12345
router bgp 65001
router-id 10.11.0.5
neighbor 10.11.0.1
remote-as 65001
update-source loopback®
address-family 12vpn evpn
send-community both
exit
exit
neighbor 10.11.0.2
remote-as 65001
update-source loopback®
address-family 12vpn evpn
send-community both
configure terminal
router ospf Site-A_UNDERLAY
router-id 10.11.0.5
ip dhcp relay information option
ip dhcp relay information option vpn
route-map extcon-rmap-filter deny 1@

18. Exit the Preview Config pop-up window and click the Deploy Config button in the Config Deployment win-
dow.

19. In the Config Deployment window, you can view the deployment progress as shown below.



Config Deployment

Step 1. Configuration Preview Step 2. Configuration Deployment Status

Switch Name IP Address Status Status Description Progress
AAD1-83180LC-EX-1  172.26.163.221 STARTED Deployment in progress. EA
AADT-83180LC-EX-2 172.26.163.222 STARTED Deployment in progress, 7%
AAD1-9336C-FX21 172.26.163.223 STARTED Deployment in progress, 743
AADT-9384C-2 172.26.163.232 STARTED Deployment in progress. 8%|
AADT-B3360-FX2-2 172.26.163.224 STARTED Deployment in progress. 79
AADT-8364C-1 172.26.163.231 STARTED Deplayment in progress, 8%|

20. The status will show Deployed successfully when complete. Click Close.



Config Deployment

Step 2. Configuration Deployment Status

Switch Name IP Address Status Status Description Progress

AADT-83180LC-EX-1 172.26.163.221 COMPLETED Deployed successfully

AADT-83180LC-EX-2 172.26.163.222 COMPLETED Deployed successfully

AADT-B336C-FX21 172.26.163.223 COMPLETED Deployed successfully

AAD1-8364C-2 172.26.163.232 COMPLETED Deployed succassfully

AADT-B336C-FX2-2 172.26.163.224 COMPLETED Deployed succassfully

AADT-0364C-1 172.26.163.231 COMPLETED Deployed succassfully

21. The topology view should now show all switches in the green state indicating that the configurations be-
tween DCNM and the switches are in sync.
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22. From the Actions menu/window, select Tabular view and for each switch, verify the Role and that the Fab-
ric Status is In-Sync.

© . Data Center Netwark Manager SCOPE: | Site-A | 2 @ admin 33

< Fabric Builder: Site-4 A

Switches - Operational View

& Dashboard

* feelea Selected 0/ Total & () [P L3 »
@ control + ) Show | Al v v
g Mame IP Address Role Seria... Fabric Na... Fabric Status  Discovery ... Model
® Monitor 1 ] @ AAD1-93180LC-EX-1 17226163221 Border FDOZ..  Site-A In-Sync ok NOK-CE3180LC-E
2 [ @ AADI-93180LC-EX-2  172.26.163.222  Border FDO2...  Site-A In-Syne ok NOK-C3180LC-E
.Lﬂ Administration 3 ] @ AADI9336C-FX2-1 172.26.163.223  Leaf FDOZ...  Site-A In-8yne ok NOK-CH3IBC-FX2
4 [ @ AAD1-9336C-FX2-2 172.26.163.224  Leaf FDOZ...  Site-A In-Syne ok NOK-C33EC-FX2
ﬁ Applications 5 [ | @ AAD1-9364C-1 17226163231 Spine  FDOZ..  Site-A In-Sync ok NOK-CI364C
6 || @& AAD1-9364C-2 172.26.163.232  Spine FDOZ... Site-A In-Syne [ NEK-CE364C

‘& It is generally a good practice to use [ Refresh Topology from the Actions menu/window in Topology
view to verify the current state of the switches in the fabric especially when making change.




External or Outside Connectivity

In this design, connectivity outside or external to the VXLAN BGP EVPN fabric is necessary to access critical ser-
vices in existing infrastructure that are outside the fabric and also to access cloud-based services. In this sec-
tion, the external connectivity deployed will enable north-south traffic for access services such as Microsoft Ac-
tive Directory and Domain Name System (DNS)

Topology

Cisco Nexus 9000 Series Spine Switches

o Cisco DCNM Managed

= 364C- Spi

D( Cisco M “‘3""' eieb ""s'! VXLAN BGP EVPN Fabric ,, o |
DCNM : =

DCNM HA Cluster NOK-C9364C

e

. : [
Jowsraz__— B »_1_1_@5-3\
[ AA01-93180LC-EX-2 < ARO1-9336C-FX2-1 |  AM01-9336C-FX2-2

Border Leaf N9K-C93180LC-EX N9K-C9: Leaf N9K-C9336C-FX2
el/1-2

o
e

le==
| R,
om.wu|//i 10Gbps . o4, o418

1 L3 Gateway
{NTK-CT004 ? b

External/Outside Networks

N7K-C7004 |

& The Cisco Nexus 93180LC-EX border leaf switches for external access are positioned as a best practice
being apart from the production FlexPod leaf switches in the infrastructure. If port availability and expan-
sion needs are met with just the production leaf switches, this functionality could be combined.

Setup Information

The configuration parameters required for enabling external or outside connectivity from the Site-A datacenter
fabric is provided in the table below.

Table 5. External or Outside Connectivity Parameters - Site-A

Data Center Parameters Default Parameters

Fabric Name SiteA_External

Fabric Template External_Fabric_11_1




Data Center Parameters

BGP ASH 65011

Default Parameters

Notes

O

Optional

(If default is used, Cisco DCNM
will not configure the external
gateways)

Future DCNM releases will use
this.

Optional

1101-1104 2-511 (Default Values can be used as-
is)
Optional

11.11.11.0/24 10.1.0.0/22

OJ

(Default Values can be used as-
is)

Optional

The setup information for discovering the external gateway switches in the outside/external fabric managed by
Cisco DCNM is provided in the table below. Cisco DCNM also supports discovery and importing of external
switches through Power-on-Auto-Provisioning(POAP) - however, POAP was not utilized in this CVD.

Table 6. Discovery Information - SiteA_External

Hostname Switch Role

External Gateway

IP Address
(OOB)

172.26.163.115/24

External Gateway

172.26.163.116/24

h Switches used in this design were already configured with a Hostname, Management IP address,

username, password, and boot variable.

The setup information for creating Inter-Fabric (IFC) links between the external fabric and Site-A datacenter fab-

ric is provided in the table below.



Table 7. Inter-Fabric Link (IFC) Links between External Fabric and Site-A

Variable Parameters Notes

VRF-Lite

ext_fabric_setup_11_1

IFC#1: 10.11.99.5/30

IFC#2: 10.11.99.1/30 4 IFC Links

IFC#3:10.11.99.13/30 (Auto-Deployed)

IFC#4:10.11.99.9/30

I[FC#1:10.11.99.6

IFC#2:10.11.99.2 4 IFC Links

IFC#3: 10.11.99.14 (Auto-Deployed)

IFC#4:10.11.99.10

IFCH1 = To AA-East-Enterprise-1: ed/4

IFCH2 = To AA-East-Enterprise-2: ed/4

4 IFC Links
IFCH3 = To AA-East-Enterprise-1: e4/8
IFCH4 = To AA-East-Enterprise-2: e4/8
IFCH#1 = To AAOT-93180LC-EX-1: e1/1
IFCH2 = To AAOT-93180LC-EX-1:e1/2
4 IFC Links

IFC#3 > To AAOT-93180LC-EX-2: e1/1

IFC#4 > To AAOT-93180LC-EX-2: e1/2

Create External Fabric in Cisco DCNM

In this design, a pair of Cisco Nexus 7000 series switches serve as gateways to networks outside or external to
the VXLAN fabric. To achieve this connectivity, the Cisco Nexus 7000 series switches are imported into the fab-
ric as Managed devices so that connectivity can be automatically provisioned for each tenant or VRF that is de-
ployed within the fabric. Alternatively, Cisco Nexus 7000 series could be imported in ‘Monitored’ mode - in this
case, the configuration on the Cisco Nexus 7000 series interfaces connecting to the VXLAN fabric would need to
be done individually and manually by the network administrator.



To create the external fabric in Cisco DCNM, use the Setup Information provided above to follow these steps:
1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > Fabric Builder.

e el Data Center Network Manager L @ admin

& Dashboard

Fabric Bullder

e Fabric Builcer creates & managed and controlled SON fabric. Select an existing fabric below or
define a new VXLAN fabric, add switches using Power On Auto Provisioning (POAP), set the rolas
of the switches anc deploy settings (o devices,

'}: Topology

@ cControl ©

Create Fabric
® Monitor

£ Administration

Fabrics (2)
@ Applications
Site-A A% X SiteA_External A0 X
Type: Switch Fabric Type: External
ASN: 65001 ASN: 55011

Replication Mode: Multicast
Technology: VXLAN Fabric

3. From the right window pane, click the Create Fabric icon. In the Add Fabric pop-up window, specify a Fab-
ric Name and select a Fabric Template from the drop-down list.



Add Fabric

* Fabric Name : | SiteA_Extemal

* Fabric Template :
Easy_Fabric_11_1
Easy_Fabric_eBGP
External_Fabric_11_1
Fabric_Group
LAN_Classic
MSD_Fabric_11_1

Save Cancel

4. The pop-up window will now expand to include multiple tabs for configuring the external fabric. In the Gen-
eral tab, specify the BGP AS# information for the external fabric and deselect Fabric Monitor Mode so that
the external fabric can be managed from Cisco DCNM.

Add Fabric X
* Fabric Name : | SiteA_External
* Fabric Template : | External_Fabric_11_1 v

e '~ Ty {mte FAr o ) - N i 1T — B e e o
@ Fabrc Tomplsio for support of Noxus and non-Noxus dovices.

General Advanced Resources Configuration Backup Bootstrap

7y 14294967295 | 1-65535[.0-65535]
"It is a good practice to have a unique ASN for each Fabri

Fabric Monitor Mode _] '33' If enabled, fabric is onfy monitored. No configuration will be deployed

*BaPAS # | 65011

5. Inthe Advanced tab, select Enable AAA IP Authorization checkbox and leave everything else as-is.



Add Fabric

* Fabric Name : = SiteA_External

* Fabric Template :  External_Fabric_11_1 v
@ rabric | sort of Mexus and non-Mex
General Advanced Resources Configuration Backup Bootstrap
* YPC Peer Link VLAN 3600 (1) VLAN for vPC Peer Link SVI (Min:2, Max:3967)
* Power Supply Mode  ps-redundant v f\;,' Default Power Supply Mode For The Fabric

Enable MPLS Handoff [ | ()
Underlay MPLS Loopback Id (1) (Min:0, Max:1023)
Enable AAA IP Authorization
Enable DCNM as Trap Host
Enable CDP for Bootstrapped Switch
Enable NX-AFPI

Enable only, when IP Authorization is enabled in the AAA Server
Configure DCMM as a receiver for SNMP traps

(i) Enable CDF on management interface

(i) Enable NX-API on port 443

Enable NX-API on HTTP port (i) Enable NX-API on port 80

£y
I'\.‘r"
£y
WS

OO

6. (Optional) In the Resources tab, specify the Subinterface Dot1q Range and Underlay Routing Loopback IP
Range.

Add Fabric X

* Fabric Name : ~ SiteA_External
* Fabric Template :  External_Fabric_11_1 v

@ Fabvic lampiate for sucport of Nexus and non-Nexus devices.

General Advanced Resources Configuration Backup Bootstrap
* Subinterface Dot1g Range | 1101-1104 (D Per Border Dot1g Range For VRF Lite Connectivity {Min
* " —
Underlay Routing Loopback IP | 44 44 14 g/04 (7) Typically Loopback0 IP Address Range
Range
Underlay MPLS Loopback IP Range (1) MPLS Loopback IP Address Range

7. (Optional) In the Configuration Backup tab, specify a backup schedule for the fabric as shown below.




Add Fabric X

* Fabric Name : = SiteA External
* Fabric Template : = External_Fabric_11_1 v

@ Fabric Template for support of Nexus and non-Nexus devices

General Advanced Resources Configuration Backup Bootstrap

Hourly Fabric Backup (}_:_} Backup hourly or on Re-syne only if there is any config deployment since last backup

Scheduled Fabric Backup [— {:{:' Backup at the specified time anly if there is any config deployment since last backup

Scheduled Time (1) Time in 24hr format. (00:00 to 23:59)

=

8. (Optional) In the Bootstrap tab, customers can specify bootstrap information if POAP is used to discover and
import the switches into the fabric. This was not used in this CVD.




Add Fabric X

* Fabric Name : | SiteA_External
* Fabric Template : | Extemal_Fabric_11_1 v

set of Nexus and non-Nexus devices

@ Fabric Tempiate for st

General Advanced Resources Configuration Backup Bootstrap

Enable Bootstrap M

(For NX-OS Switches Only) (i) Automatic IP Assignment For POAP

Enable Local DHCP Server (1) Automatic IP Assignment For POAP From Local DHCP Server
DHCP Version :"}_ )

DHCP Scope Start Address ( i ) Start Address For Switch Out-of-Band POAP

DHCP Scope End Address (i) End Address For Switch Out-of-Band POAP
Switch Mgmt Default Gateway (Z) Default Gateway For Management VRF On The S\
Switch Mgmt IP Subnet Prefix (@) (Min:8, Max:30)

Switch Mgmt IPv6 Subnet Prefix 1’; ) (Min:64, Max:126)
Bootstrap Freeform Config @

9. Click Save to save the fabric settings for the External Fabric in Site-A. You will get a pop-up on the right-
bottom corner saying the Fabric was deployed successfully if the settings were saved. The saved settings
are merely the configuration intent at this stage - they will need to be deployed on the switches for it to take
effect.
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+ Add switches

L} Fabric Settings
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10. At this point, you can start adding switches to the External fabric. Note that you can also use % Fabric Set-
tings in the Actions menu at any time to modify the parameters - however, once switches have been added
to the fabric, you will need to do a Save & Deploy (top-right corner) in order to save the settings and then to
apply them to the switches in the fabric.

11. Proceed to the next section to discover and add switches to the external fabric to connect to the Site-A data
center fabric.

Add Gateway Switches to the External Fabric

As stated earlier, this design assumes a greenfield deployment where the fabric is built from the ground-up.
Therefore, this section walks through the discovery, addition, and initial configuration of gateway switches to the
external fabric to connect to Site-A data center fabric.

To add gateway switches to the external fabric, follow these steps:

1. In the right-window pane, verify that the SCOPE: is SiteA_External in the drop-down list near the top-right
corner. From the Actions menu, select and click Add Switches.



© . Data Center Network Manager SCOPE: | SiteA External ¥ & @  admin {3
€ Dashboard “  Fabric Builder: Site/ External &
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@ Control B
= Tabular view

® Monitor
J Refresh tapology

B save layour
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L Administration

X Delete saved layout

\E Applications Custom saved layour ¥

3 Re-sync Fabric
#} Restore Fabric

£ Backup Mow

+ Add switches

I3 Fabric Settings
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2. In the Inventory Management pop-up window, select the Discover Existing Switches tab. Note that you
can also POAP on Cisco DCNM to discover and add switches to the VXLAN fabric. For the Seed IP, specify
the IP address range of the switches that need to be discovered. For the Username and Password, specify
the administrator username and password for the switches that you can use to log-on to the switches. For
the Max Hops, specify ‘O’ to minimize the discovery time.



Inventory Management

Discover Existing Switches PowerOn Auto Provisioning (POAP) Move Neighbor Switches

Dist

ry Information Scan Details

Seed IP 172.26.163.115-116

Ex: 2.2.2.20 (or) 10.10.10.40-60 (or) 2.2.2.20, 2.2.2.21

Device Type NX-0S v
Authentication Protocal MD5 v
Username admin
Passward snsonoes

Max Hops 0 2 | hops)

3. Click Start discovery to start the discovery process. You should see a spinning wheel in the red Abort Re-
quest button at the bottom as Cisco DCNM attempts to discover and find these switches. Once the discov-
ery completes, you will be provided with a list of switches that can be imported into the fabric.

Inventory Management

Discover Existing Switches PowerOn Auto Provisioning (POAP)

Discovery Infarmation Scan Details
€ Back
[] MName IP Address Model Version

[]  A0O7-7004-2-AA-Eas...  172.26.163.116 N7K-C7004 7.3(9)D1(1)

E A07-7004-1-AA-Eas...  172.26.163.115 N7K-C7004 7.3(5)D1(1)

Move Neighbor Switches

Show | All vy Y

Status Progress
manageable

manageable




4. Use checkboxes to the left of the switches to select the switches that should be imported into this fabric. In
this case, all switches in the list are selected. Click Import into fabric.

Inventory Management

Discover Existing Switches PowerOn Auto Provisioning (POAP) Move Neighbor Switches

Discovery Information Scan Details
€ Back Import into fabric
Show | All v Y
Name IP Address Model Version Status Progress
AQ7-7004-2-AA-Eas... 172.26.163.116 N7K-C7004 7.3(5)D1(1) manageable
AQ7-7004-1-AA-Eas... 172.26.163.115 N7K-C7004 7.3(5)D1(1) manageable

5. You can see the progress of the import in the Progress column for each switch being imported.

Inventory Management X

Discover Existing Switches PowerOn Auto Provisioning (POAP) Move Neighbor Switches

overy Information Scan Details

4 Back Import into fabric
Show | All v |Y
Name IP Address Model Version Status Progress
AQ7-T004-2-AA-Eas... 172.26.163.116 N7K-C7004 7.3(5)D1(1) manageable

AQ7-7004-1-AA-Eas...  172.26.163.115 N7K-C7004 7.3(5)D1(1) manageable

6. Once imported is complete, the Progress column will show done. Click Close.



Inventory Management X

Discover Existing Switches PowerQOn Auto Provisioning (POAP) Move Neighbor Switches

nformation Scan Details
€ Back Impart into fz
Show Al v Y
Name IP Address Model Version Status Progress
AQ7-7004-2-AA-Eas...  172.26.163.116 N7K-C7004 7.3(5)D1{1) manageable

AQ7-7004-1-AA-Eas...  172.26.163.115 N7K-C7004 7.3(5)D1{1) manageable

7. For each switch, verify that the Discovery Status is ok. Also, verify the Role of each switch and modify as
needed. To change the role, go back to the topology view by clicking on the green left arrow in the top left
corner of the right window pane.

© vt Daw Center Network Manager SCOPE: St External v | £ @  admin
<« j ilder: Sites_xlarma A
n Dashboard Fabric Builder: Sites_Txl :
% Switches | [NAKS|  Operational View
Topolo
P 9y Selectad O/ Total 2 (9 P4 a -
TT [ Shaw | All v |\Y
@& control
|: Name IP Address Role Saria. .. Fabric Nama Fabric Status Discovery Sta...
® Monitor 1 ]  @A07-T004-1-AA-EastEnterprise-1  172.26.163.115 Spine  JAF1...  SiteA External M o«
2 __| @ ADT-T004-2-Ad-East-Enterprise-2 172.26.163.116  Spine JAF1... SiteA_External ok

f’ Administration

8. From the Topology view, change the role of the external gateway switches to Edge Router role. Select the
first switch from the topology and right-click. From the menu, select Set role and then Edge Router from the
roles list. A small window will pop-up on the bottom right to confirm that the role change was successful.

‘& Cisco recommends the Edge Router role to set up a VRF-lite Inter-Fabric Connection (IFC) from a Border
device to an Edge device, which is what this design uses.
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9. Repeat step 18 for the second switch.

10. Verify the roles have changed. From the Actions menu/window, click Tabular view. For each switch, verify
that the Role change is correct. You are now ready to save and apply the configuration changes to the
switches. Click the Save & Deploy button to apply the changes to both switches in the list.
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Monitor 1 [ ] @ ADT-T004-1-AA-East-Enterprise-1 172.26.163.115 Edge Router JAF1BHBK. .. SiteA_Exte. .. [ o
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11. In the Config Deployment pop-up window, you can typically see the number of lines of configuration that
will be deployed on each switch. The configuration deployed will vary depending on the role of the switch. In
this case, zero lines of configuration is deployed. However, the configuration will occur once the inter-fabric
links are deployed between External Fabric and Site-A in a later step. Click the Deploy Config button.



Config Deployment

Step 1. Configuration Preview Step 2. Configuration Deployment Status

Switch Name IP Address Switch Serial Preview Config Status Progress
AQT-7004-1-A. . 172.26.163.115 JAF1641BKA. . 0 lines In-Sync

AOT-7004-2-A... 172.26.163.116 JAF1641BJS... 0 lines In-Sync

12. In the Config Deployment window, the deployment should complete and go to a COMPLETED status. Click
Close.



Config Deployment X

Step 1. Configuration Preview Step 2. Configuration Deployment Status

Switch Name IP Address Status Status Description Progress
ADT-TO04-1-A. . 172.26.163.115 COMPLETED No Commands to execute.
ADT-TO04-2-A... 172.26.163.116 COMPLETED No Commands to execute.

13. Go to Topology view. From the Actions menu/window, select Hierarchical from the drop-down list. The to-
pology view should now change based on the role of the devices. Select Save layout from the Actions

menu.
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14. The next step is to deploy the Inter-Fabric Connections (IFC) between the external fabric and Site-A.



Deploy Inter-Fabric Connections between External Fabric and Site-A

In this design, the Inter-Fabric Connections (IFCs) are auto-deployed and configured. From the external fabric,
you can view and delete IFCs, but you cannot create/edit/deploy them - you must do this from Site-A. To verify

that IFCs are discovered and deployed between the External fabric and Site-A data center fabric, follow these
steps:

1. From the left navigation menu, select Control > Fabric Builder. Select and click Site-A fabric from the two
fabrics listed.
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Create Fabric

® Monitor

L Administration

Fabrics (2)
E Applications . :
Site-A A0 X SiteA_External Lo 3574
Type: Switch Fabric Type: External
ASN: 65881 ASN: 65811

Replication Mode: Multicast
Technology: VXLAN Fabric

2. From the Site-A topology view, in the Actions menu/window, select Hierarchical from the drop-down list.

The topology view should now change based on the role of the devices. Select Save layout from the Ac-
tions menu.
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3. From the Actions menu/window, select Tabular view. Select the Links tab. Click Fabric Name to sort and
find the 4 IFC links used in this design - they are automatically deployed by Cisco DCNM. The Fabric Name
will have both fabrics in the name as shown below. Verify that each IFC link has a status of Link Present,
Admin State of Up:Up and Oper State of Up:Up.

© |t Data Center hetwork Mznager SCOPE: | SileA * 2 @ xmin B
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| Switches | Links | Operational View :

‘.‘L' Topology

Selected 0 / Tolal 57 (3 L% =

@ Control [+] 2 X] [ ] "
[T] = Fabric Name *  Name Pol... Info Admin State  Oper Stale
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L‘: Administration 1 [ Sile-A<eSiled_Edemal  AANT-SIB0LC-EX-1-Elhormel 1/2—AN7-TO04-2-8- East-Enlerpri... Link Prasent Upllp Upilp
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4. Select one of the IFC links by selecting the checkbox to the left of the link.
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5. Click the 7 to edit the IFC link. In the Link Management - Edit Link pop-up window, under the Link Profile
> General section, note that the Source IP Address/Mask and Destination IP are not configured. Also, the
Auto Deploy Flag is disabled. All other fields are populated as shown below. Click X to close this window.

Link Management - Edit Link X
* Link Type
* Link Sub-Type | VRF_LITE v
* Link Template | exl_fabric_setup_11_1 v

* Source Fabric

* Destination Fabric
* Source Device

* Source Interface

* Destination Device

* Destination Interface

¥ Link Profile
* Source BGP ASN 65001 Q' BGP Autonomous System Mumber in Source Fabric
Advanced N
Source fr,l IP address for sub-inferface in each VRF in Source Fabric

IP Address/Mask

* Destination IP :D 1P address for sub-inferface in each VRF in Destination Fak

* Destination BGP ASN 65011 Q' BGP Autonomous System Mumber in Destination Fabirc
Link MTU 9216 /E,' Interface MTU on bolf ends of VRF Lite IFC

Auto Deploy Flag l_J i Flag thaf controls auto generation of neighbar VRF Lite configuration for managed neighbor device:

6. From the Links tab view, click the Save & Deploy button.

7. From the Config Deployment pop-up window, click the Deploy Config button.



Config Deployment X

Step 1. Configuration Pre

Step 2. Configuration Deployment Status

Switch Name IP Address Switch Serial Preview Config Status Re-sync Progress
AADT-93180L... 172.26.163.221 FDO23151Q9P 0lines In-Sync &
AAD1-93180L... 172.26.163.222 FDO22111TT7 0lines In-Sync @
AAD1-9336C-F...  172.26.163.223 FDO221624HT 0lines In-Syne &
AAD1-9336C-F. .. 172.26.163.224 FDO221624K4 0lines In-Sync ‘Qﬁ
AAD1-93B4C-1 172.26.163.231 FDO2233063P Olines In-Sync @
AAD1-9364C-2 172.26.163.232 FDO22330U7T 0lines In-Sync &

Deploy Config

8. When the deployment completes and the status is COMPLETED, click the Close button to close this window.

9. From the Links tab view, select the same IFC link as in step 5 above and click the 7 to edit the IFC link. In

the Link Management - Edit Link pop-up window, under the Link Profile > General section, note that the
Source IP Address/Mask and Destination IP are now configured. Also, the Auto Deploy Flag is now ena-
bled. The Save & Deploy from Step 6 applied the Fabric Settings for VRF-Lite and auto-deployed the nec-
essary configuration. Click X to close the window.



Link Management - Edit Link

* Link Type
* Link Sub-Type
* Link Template | ext_fabric_sstup_11_1
* Source Fabric
* Destination Fabric
* Source Device
* Source Interface

* Destination Device

* Destination Interface

¥ Link Profile
- * Source BGP ASN
Advanced
* Source
IP Address/Mask

* Destination IP
* Destination BGP ASN

Link MTU

Auto Deploy Flag

v

65001 G_':' BGP Autonomouws System Number in Source Fabric
10.11.99.5/30 (7) 1P address for sub-interface in each VRF in Source Fabric
10.11.99.6 G:] 1P address for sub-interface in each VRF in Destination Fab.
65011 "Rl BGP Autonomous System Number in Destination Fabirc
9216 ':5_':' Interface MTU on both ends of VRF Lite IFC

@ Flag that confrols aufo generation of neighbor VRF Lite configuration for managed neighbor devices

10. You can verify the remaining three IFC links - they should all be configured also after the Save & Deploy.

11. For each IFC link, in the Link Profile > Advanced section, configure the Source Interface Description and the

Destination Interface Description as shown below.




Link Management - Edit Link

* Link Type
* Link Sub-Type
* Link Template | ext_fabric_setup_11_1 v
* Source Fabric
* Destination Fabric
* Source Device
* Source Interface
* Destination Device

* Destination Interface

¥ Link Profile

General Source Interface Desc... | IFC#1 - To AA-East-Enterprise-1: ed/d

- Destination Interface ... IFC#1 - To AAD1-33180LC-EX-1: 11

Source Interface Free...

L Add description to the source inferface (Max Size 254)

(i) Add description ta the destination intarface (Max Size 254)

MNaote |4

__ strictly rr
(i with resg
Aris mics

12. Click Save to save the settings for the first IFC link.

13. Repeat steps 11 and 12 for the remaining 3 IFC links.

14. Go to Switch tab. The Border Leaf switches should be in Pending state. Click on the Save & Deploy button.
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15. In the Config Deployment pop-up window, the Border switches should be Out-of-Sync, with about 11 lines

of configuration change. Click on the ‘11 lines’ to view the exact changes that will be deployed. Click the

Deploy Config button.




Config Deployment X

Step 2. Configuration Deployment Status

Step 1. Configuration Prey

Switch Name IP Address Switch Serial Preview Config Status Re-sync Progress
AAD1-93180LC-EX-1 172.26.163.221 FDO231510Q9P 1 lines Out-of-Sync &
AAD1-93180LC-EX-2 172.26.163.222 FDO22111TT7 11 lines Out-of-Sync @
AADT-9336C-FX2-1 172.26.163.223 FDO221624HT 0 lines In-Sync @r
AAD1-9336C-FX2-2 172.26.163.224 FDO221624K4 0 lines In-Sync &
AADT-9364C-1 172.26.163.231 FDO2233063P 0 lines In-Sync ‘5
AAD1-9364C-2 172.26.163.232 FDO22330U7T 0 lines In-Byne @

Deploy Config

16. When the deployment completes, click the Close button to close the window. The switches should now be
in an In-Sync state.
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17. From the top-right corner of the window, for Scope:, select SiteA_External from the drop-down list.
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18. Note that the external gateways are in a Pending state. Click the Save & Deploy button.
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19. In the Config Deployment pop-up window, the External Gateway switches should be Out-of-Sync, with
about 11 lines of configuration change. Click on the ‘11 lines’ to view the exact changes that will be de-
ployed. Click the Deploy Config button.



Config Deployment X
Step 1. Configuration Preview Step 2. Configuration Deployment Status
Switch Name IP Address Switch Serial Preview Config Status Re-sync Progress
ADT-T004-1-A . 172.26.163.115 JAF1641BKA. .. 11 lines Out-of-Sync @
AD7-T004-2-A... 172.26.163.116 JAF1641BJS... 11 lines Out-of-Sync &

Deploy Config

20. When the deployment completes, click the Close button to close the window. The switches should now be
in an In-Sync state.
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You are now ready to deploy the infrastructure networks that FlexPod requires.

Enable Access Layer Connectivity to Cisco UCS Domain

In this section, access-layer connectivity is enabled from the VXLAN fabric in Site-A to the Cisco UCS infra-
structure used in the FlexPod solution. The Cisco UCS infrastructure consists of a pair of Cisco UCS Fabric Inter-
connects that connects to Cisco UCS B-series and C-series servers.
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Setup Information

The configuration parameters for enabling access-layer connectivity to Cisco UCS Domain in Site-A data center
fabric is provided below.

Table 8. Access Layer Switches - To Cisco UCS Domain

IP Address

Hostname Switch Role (00B)

Leaf 172.26.163.223/24

Leaf 172.26.163.224/24

Table 9. Access Layer Connectivity - To Cisco UCS Domain

Access Layer Connection Parameters

Using Virtual Peer-Links (requires

Virtual Port-Channel (vPC) hardware support)

AAOT-9336C-FX2-1---AA01-9336C-FX2-2

Ethernet 1/1




Access Layer Connection Parameters

Ethernet 1/1

To FXV-AAODT-UCS6454FI-A: €1/53

To FXV-AAOT-UCS6454FI-A: e1/54

Ethernet 1/2

Ethernet 1/2

To FXV-AAO0T-UCS6454FI-B: e1/53

To FXV-AAOT-UCS6454FI-B: e1/54

Deployment Steps

To enable access-layer connectivity from Site-A data center fabric to the Cisco UCS domain, follow these steps
using the Setup Information provided above:

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > Fabric Builder. Click on the Site-A fabric.

© v Data Center Network Manzager 2 @ admin
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3. From the right window pane, select one of the Leaf switches that connect to the Cisco UCS domain.
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4. Right-click and select vPC Pairing from the list.



il Data Center Network Manager
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5. Inthe vPC peer for Leaf switch pop-up window, enable the checkbox next to Use Virtual Peer link and se-
lect the radio button for peer Leaf switch that will be part of the vPC pair for the vPC going to the Cisco UCS
Fabric Interconnects in the UCS domain.



Select vPC peer for AA01-9336C-FX2-1

Use Virtual Peerlink

Switch name Recommended ¥  Reason
(®  AAD1-9336C-FX2-2 true Switches have same role and supports Vi...
(O AAD1-93180LC-EX-2 false Switches are not connected
(O AAD1-93180LC-EX-1 false Switches are not connected
O AAD1-9364C-1 false Switches have different roles
O AAD1-0364C-2 false Switches have different roles

Serial Number
FDO221624K4
FDO22111TT7

FDO23151Q9P
FDO2233063P

FDO22330U7T

6. Click Save. A small pop-up window will show up on the right-bottom corner of the window to indicate

whether the vPC pairing is successful. Note that the two leaf switches in the vPC pair are now grouped to-

gether in the topology view. Click the Save & Deploy button to deploy the vPC pairing.
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Save & Deploy




7. In the Config Deployment pop-up window, note that the leaf switches are Out-of-Sync, with 56 lines of
configuration to be deployed.

Config Deployment X
Step 1. Configuration Preview Step 2. Configuration Deployment Status

Switch Name IP Address 5. Preview Config Status Re-sync Progress

AAD1-93180LC-EX-1 172.26.163.221 FD... Olines In-Sync 3 [ 100% ]
AA01-83180LC-EX-2 172.26.163.222 FD... Olines In-Sync &
AAD1-9336C-FX2-1 172.26.163.223 FD... 56 lines Out-of-Sync & [ 00%
AAD1-9336C-FX2-2 172.26.163.224 FD... 56 lines Out-of-Sync @ [ 100% |
AAD1-9364C-1 172.26.163.231 FD... Olines In-Sync &
AAD1-9364C-2 172.26.163.232 FD... Olines In-Sync 3 [ 100% |

8. Click on the 56 lines for one of the switches to preview the pending configuration on that switch.



Preview Config - Switch (172.26.163.223)

Pending Config Side-by-side Comparison

cfs ipv4 distribute
feature vpc
hardware access-list tcam region ing-flow-redirect 512
router bgp 65001
address-family 12vpn evpn
advertise-pip
configure terminal
vpc domain 1
ip arp synchronize
peer-gateway
peer-switch
delay restore 150
peer-keepalive destination 172.26.163.224 source 172.26.163.223
auto-recovery reload-delay 360
ipve nd synchronize
virtual peer-link destination 10.11.0.4 source 10.11.0.3 dscp 56
interface port-channel500
switchport
switchport mode trunk
spanning-tree port type network
description "vpc-peer-link"
no shutdown
vpc peer-link
interface loopbackl
ip address 10.11.1.3/32
ip address 10.11.1.5/32 secondary
ip router ospf Site-A_UNDERLAY area 0.0.0.0
ip pim sparse-mode
description VTEP loopback interface
no shutdown
interface nvel
advertise virtual-rmac
source-interface loopbackl
host-reachability protocol bgp
no shutdown
interface ethernetl/35
no switchport
ip address 10.11.0.25/30
description connected-to-AA@1-9364C-1-Ethernetl/3
port-type fabric
mtu 9216
ip router ospf Site-A_UNDERLAY area 0.0.0.0
ip ospf network point-to-point
ip pim sparse-mode
no shutdown
interface ethernetl/36
no switchport
ip address 10.11.0.33/30
description connected-to-AA@1-9364C-2-Ethernetl/3
port-type fabric
mtu 9216
ip router ospf Site-A_UNDERLAY area ©0.0.0.0
ip ospf network point-to-point
ip pim sparse-mode
no shutdown

9. Click the X to close the preview window. Click on Deploy Config button to deploy the configuration.



10. When the deployment completes successfully with a COMPLETED status, click on the Close button to close
the window. Now you can start configuring access layer connectivity to Cisco UCS domain.

11. Select one of the Leaf switches that connect to the Cisco UCS domain. Right-click and select Manage Inter-
faces from the list. In the Manage Interfaces pop-up window, bring the Neighbors column into view by
dragging it from the far-right end and move it next to the Reason column. Note the interfaces on the leaf
switches in the vPC pair that connect to the first UCS Fl and the port numbers they connect to.

Manage Interfaces X
Interfaces Selected 0 /Total 82 (7 M P I3 ~
| + Show | Quick Filter A |
Device Name Name & Admin Oper Reason Neighhor Policy
[ AAD1-9336C-FX2-1 2/ Ethernet1/1 Uk 1+~ ok AAD1-6454-A (Ethernet1/53  int_trunk_host_
[]  AAD1-9336C-FX2-2 #/ Ethernet1/1 LR ™ ok AAD1-6454-A (Ethemet1/54  int_trunk_host_
[ AMO1-9336C-FX2-2 2 Ethernet1/10 ™ N2 XCVR not inserted int_trunk_host_
[:I AAD1-9336C-FX2-1 2/ Ethernet1/10 M ~b XCVR not inserted int_trunk_host_

12. Click the [+] button from the menu above. In the Add Interface pop-up window, specify the Type from the
drop-down list.

Add Interface

* Type: |Port Channel

* Select a device Port Channel

* virtual Port Channel (vPC)
Port-channel
ID: | Straight-through (ST) FEX
* policy: | Active-Active (AA) FEX
Loopback
Subinterface

Tunnel

Ethernet

13. The menu changes to the reflect the options for the Interface Type selected. Select a vPC pair from the
drop-down list.



Add Interface

* Type: |virtual Port Channel (vPC) | v
*
Selecta ‘;:ﬁ 1-9336C-FX2-1--AA01-0336C-Fx2-2| ¥ ]
* ARD1-9336C-FX2-1---AAD1-9336C-FX2-2
vPCID |
I | v
Policy: int_vpc_trunk_host_11_1
General
* Peer-1 Port-Channel ID 1 |\’1:' Peer-1 VPC port-channel number (Min:1, Max:4096)
* peer-2 Port-Channel 1D . 1 | :{) Peer-2 VPC port-channel number (Min:1, Max:4096)

14. Specify the Peer-1 Member Interfaces, Peer-2 Member Interfaces, Peer-1 PO Description, and Peer-2 PO
Description. Leave all other fields as-is.



Add Interface X
* Type: |virtual Port Channel (vPC) v
" Selecta ‘:::': AAD1-9336C-FX2-1-—AAD1-9336C-F) ¥
“vPCID | 1
* Policy: int_vpc_trunk_host_11_1 v
General
* Peer-2 Port-Channel ID | 1 (i) Peer-2 VPC port-channel number (Min:1, Max:4096)
Peer-1 Member Interfaces | e1/1 (i) Alist of member interfaces for Peer-1 [e.g. e1/5,eth1/7-9]
Peer-2 Member Interfaces | e1/1 (i) A list of member interfaces for Peer-2 [e.g. e1/5,eth1/7-9]
* Port Channel Mode |active v 'D Channel mode options: on. active and passive
* Enable BPDU Guard | true v (g\,l Enable spanning-tree hpduguard

Enable Port Type Fast (1) Enable spanning-tree edge port behavior

* MTU | jumbo ¥ | (i) MTU for the Port Channel
* peer-1 Trunk Allowed... | none (i) Allowed values: ‘none’, 'alf’, or vian ranges (ex: 1-200,500-2C
* Peer-2 Trunk Allowed... | none (1) Allowed values: 'none’, ‘all’, or vian ranges (ex: 1-200,500-20
Peer-1 PO Description | To FXV-AAQ1-UCS6454F-A: e1/53 (;) Add description to Pear-1 VPC port-channel (Max Size 254)
Peer-2 PO Description | To FXV-AAQ1-UCS6454F|-A: e1/54 (1) Add description to Peer-2 VPC port-channel (Max Size 254)

- Preview Deploy

15. Click Save. You can also Preview configuration for the vPC to Cisco UCS FI-A using the Preview button.
The preview will display the pending configuration for each switch in the vPC pair - use the drop-down list to
select the second switch.



Preview Configuration

Swilch:|AA01_g3360_sz_1 | A 4 | Interface: vPC1

‘ Pending Config Expected Config

interface ethernetl/1
no spanning-tree port type edge trunk

interface port-channell
switchport
switchport mode trunk
mtu 9216
vpe 1
spanning-tree bpduguard enable
spanning-tree port type edge trunk
description To FXV-AABL-UCS6454FI-A: el/53
no shutdown
switchport trunk allowed vlan none

interface ethernetl/1
channel-group 1 force mode active
no shutdown

configure terminal

16. Click Deploy to deploy the vPC configuration from the Leaf switch pair in the VXLAN fabric to the first Cisco
UCS Fabric Interconnect (FI-A). Click OK in the pop-up window.

17. Repeat steps 1-16 to create, preview, and deploy the vPC to Cisco UCS FI-B.



Add Interface

General
™ Peer-1 Port-Channel ID

* Peer-2 Port-Channel ID
Peer-1 Member Interfaces
Peer-2 Member Interfaces
* Port Channel Mode

* Enable BPDU Guard
Enable Port Type Fast

* mMTU

* peer-1 Trunk Allowed...
* Peer-2 Trunk Allowed...
Peer-1 PO Description

Peer-2 PO Description

* Type: |virtual Port Channel (vPC)

* Select a vPC
pair
*vwPCID | 2

* Policy:

2 2] Peer-1 VPC port-channel number (Min:1, Max: 4096
2 ':D Peer-2 VPC port-channel number (Min: 1, Max:4096)
e1/2 (i) A list of member interfaces for Peer-1 [e.g. e1/5,eth1/7-9]
ell2 (7) Alist of member interfaces for Peer-2 [e.g. e1/5,eth1/7-9]
active v G,' Channel mode options: on, active and passive
true v G) Enable spanning-tree bpduguard
(i) Enable spanning-tree edge port behavior
jumbo ¥ (i) MTU for the Port Channel
none (1) Allowed values: none’, ‘all’, or vlan ranges (ex: 1-200,500-2000,3000)
none G) Allowed values: ‘'none’, ‘all', or vlan ranges (ex: 1-200,500-2000,3000)

To FXV-AAD1-UCSE454FI-B: e1/53

To FXV-AAD1-UCS6454FI-B: 1/54

AAD1-9336C-FX2-1--AAD1-9336C-FF ¥

int_vpc_trunk_host_11_1

v

'ff) Add description to Peer-1 VPC port-channel (Max Size 254)

(i) Add description to Peer-2 VPC port-channel (Max Size 254)

Preview Deploy

18. Click Save. Click on Preview and Deploy to preview and deploy the configuration for the vPC from the leaf
switches in the VXLAN fabric to the second Cisco UCS Fabric Interconnect (FI-B). Click OK in the pop-up
window. Click the X to close the Manage Interfaces window.

19. From the left navigation bar, select Control > Fabric > Fabric Builder. Select Site-A fabric. In the Topology
view, address any issues that are highlighted next to the Save & Deploy button.

e .

i
cisco

Dashboard € Fabric Buider: Site-4 A
Topology Actions -
+ - B
Control _
= Tabular view
Laalligel ° O Refresh topology
25 . . B Save layout
Administration >
X Delate saved layout

Dala Cenler Nelwork Manager

-!- 0 admin ﬁ

2 issues Save & Deploy

SCOPE: Site-A v

20. There are 2 issues in this deployment. Click on the issues to get more information.



© v Date Center Network Manager SCOPE: | Site-A v 2 @ amn B

Dashboard € Fabric Builder: Sie-a A 2 jesles

A VAN
Topology Acions Fabric errors & warnings o X
+ - 2 0Errers, 2 Warnings, 0 Info X Delete all
Control _ AAD1-B336C-FX2-1[FDO221624HT] - Warning in CLI command ‘hardware access-list X
= Tabular view tcam region ing-flow-redirect 512' due to Please save config and reload the system for

the configuration to take affact

; AAD1-0336C-FX2-2[FDO221624K4] - Warning in CLI command 'hardware access-list X
I Refrash topolog tcam region ing-flow-redirect 512" due to Please save config and reload the system for
the configuration to take effect

Monitor

& save layout

21. To address the warnings, from the Action menu/window, click on Tabular view. Select all switches and click
on the floppy drive icon to save the configuration on all switches.

© . Data Center Network Manager SCOPE: | site-a v 2 @ an B

& Dashboard € Fabric Builder: Site-4 2l issties

Swilches Links Operalional View

* Topology Selected 6 /Tatal 6 (7 P L3 -
+ IRV AREVINE =4 View/Edit Policies (] Show Al * | v
@ Control
z MName IP Address Role S...  Fabric Name Fabric Status Discovery Sta...
@ Monitor 1 £ AAD1-93180LC-EX-1 172.26.163.221 Baorder F... Site-A n-Sync ok
2 £ AMD1-93180LC-EX-2  172.26.163.222 Border F... Sie-A n-Sync ok
Jf} Administration 3 £ AAD1-9336C-FX2-1 172.26.163.223 Leaf F.. Site-A n-Sync ok
4 9 AAD1-9336C-FX2-2 172.26.163.224 Leaf F...  Site-A n-Sync ok
g Applications 5 & AA01-9364C-1 172.26.163.231 Spine F... Site-A n-Sync ok
[ £ AAD1-9364C-2 172.26.163.232 Spine F...  Site-A n-Sync ok

22. Click Close when the save completes successfully.



Copy Running Config to Startup Config

Switch Name IP Address Status Status Description Progress
AAD1-93180L... 172.26.163.221 COMPLETED Deployed successfully
AAD1-93180L... 172.26.163.222 COMPLETED Deployed successfully
AAD1-9336C-F... 172.26.163.223 COMPLETED Deployed successfully
AAD1-9336C-F... 172.26.163.224 COMPLETED Deployed successfully
AAD1-9364C-1 172.26.163.231 COMPLETED Deployed successfully
AAD1-9364C-2 172.26.163.232 COMPLETED Deployed successfully

23. Deselect all the switches and select only the switches that need to be reloaded per the Warning. Click on the
Power icon to reboot the switches. Click OK in the pop-up window. Monitor the Discovery Status column
for a status as the switch reboots or access the console of the switch in question directly.

© .U Data Center Network Manager SCOPE:  Site-A v & @ amn O

& Dashboard < Fabric Builder: Site-A A 2 issuos

Switches Links Operational View

";: Topology Selected 2 /Totalé (7 [P I3 -
& Control - S| L (OB X View/Edit Policies [») Show Al | |Y
E Mame IP Address Role 5. Fabric Name Fabric Status Discovery Sta...
© Monitor (>} 1 ] @& AsD1-93180LC-EX-1 172.26.163.221 Border F..  Site- ok
2 |:I @& ~AD1-93180LC-EX-2 172.26.163.222 Border F... Site-A ok
.L“ Administration @ 3 & AAD1-9336C-FX2-1 172.26.163.223 Leaf F.. Site-A ok
4 &9 AAD1-9336C-FX2-2 172.26.163.224 Leaf F.. Site-A ok
@ Applications 5 [ &an01-9364C-1 172.26.163.231 Spine F..  Site-A n-Sync ok
& || @@aA01-93840C-2 172.26.163.232 Spine F... Site-A -Sync ok

24. When the reboot completes after a few minutes, verify that the vPC is in a consistent state and the port-
channel is up and operational.



25. From the left navigation bar, select Control > Fabric > Interfaces. Filter on the Name to view the vPCs de-
ployed. Select the Quick Filter from the drop-down list next to Show to see the boxes for filtering under
each column. Confirm that the vPC are in a Consistent state - see Reason column.

© v Data Center Network Mariager SCOPE: Site-A v A @ admn B
f Control { Fabrics / Interfaces
€ Dashboard
Interfaces Selected 0/ Totl 2 () L P 13 -
*.:‘.' Topology + | Show  Quick Filter v
Device Name Mame Admin Oper Reason Policy Overlay Network
Control wPe %
. [T AAD1-9336C-FX2-1~AA. . ~ WP consistent int_vpc trunk host 11 1 A
® Monitor —
f_t AAD1-0336C-FX2-1~AA. . ~ wpCz consistent int_vpc_trunk_host_11_1 A

26. Filter on the Name to view the Port-Channels in the above vPCs. Note that the Admin and Oper status are
up. Scroll to the right to see additional columns. Verify that the status is Green.

© .t Data Center Network Manager SCOPE: | Site-A v| & @ admin 13
M Control / Fabrics / Interfaces
& Dashboard
Interfaces Selected 0/ Total6 (5 [ (P I3 -
‘:&: Topology + Show | Quick Filter v
Device Name Mame Admin !Clpsr &~ Reason Policy Overlay Net... Status
® Control Port o
) j AADT1-9336C-FX2-1 # Port-channel2 "‘ "‘ ok int_vpc_trunk_po 111 A
® Monitor
[]  AAOI-9336C-FX2-1 2/ Port-channell ) Gy ok int_vpe_trunk_po_11_1  NA
Xt .. . (] AA01-9336C-FX2-2 # Port-channetsoo T T ok int_vpe_peer link_po_1° NA
4" Administration
:| AAD1-8336C-FX2-2 2/ Port-channel2 4\ 4\ ok int_vpc_trunk_pao 11_1 A
. [ AAO1-9336C-FX2-2 ~/ Port-channel1 ™~ T ok int_vpe trunk_po 111 NA
@ Applications )
(]  AA01-9336CFX2-1 27 Portchannelson T Gy ok int_vpa_peer_link_po_1"  NA

27. From the left navigation bar, select Control > Fabric > Fabric Builder. Select Site-A fabric. From the Actions
menu/window, select Backup Now to back up the Site-A fabric. Repeat the same for the SiteA_External
fabric by changing the Scope: to SiteA_External from the drop-down list.

Enable Access Layer Connectivity to NetApp Storage Cluster

In this section, access-layer connectivity is enabled from the VXLAN fabric in Site-A to the NetApp Storage in-
frastructure in the solution. The NetApp storage infrastructure in this solution consists of an AFF A300 storage
array.
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Setup Information

The configuration parameters for enabling access-layer connectivity to NetApp storage cluster in Site-A data
center fabric is provided below.

Table 10. Access Layer Switches - To NetApp Storage Cluster

IP Address

Hostname Switch Role (00B)

Leaf 172.26.163.223/24
Leaf 172.26.163.224/24
Table 11. Access Layer Connectivity - To NetApp Storage Cluster

Access Layer Connection Parameters

Virtual Port-Channel (vPC) Using Virtual Peer-Links (requires

hardware support)

AAOT-9336C-FX2-1---AA01-9336C-FX2-2

Ethernet 1/5




Access Layer Connection

Deployment Steps

To enable access-layer connectivity from Site-A data center fabric to the NetApp Storage Cluster, follow these

Parameters

Ethernet 1/5

To FXV-BB09-A300-2-01: e2a

To FXV-BB09-A300-2-01:

Ethernet 1/6

Ethernet 1/6

To FXV-BB09-A300-2-02: e2a

To FXV-BB09-A300-2-02: e2e

steps using the Setup Information provided above:

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > Fabric Builder. Click on the Site-A fabric.

€ Dashboard
'.‘:L' Topology
@ cControl
® Monitor

L& Administration

@ Applications

el Data Center Network Manager 2 @ admin

Fabric Builder

Fabric 2uilder creates a managed and controlled S0ON Tabric. Select an existing faoric below o
define a new VXLAN fabric, add switches using Power Cn Auto Provisioning (FOAR] set the roles
of the switches anc deploy setiings o devices.

Fabrics (2)
Site-A A X SiteA_External AnXx
Type: Switch Fabric Type: External
ASN: 65881 ASN: 65811

Replication Mode: Multicost
Technology: VXLAN Fabric

3. From the right window pane, select one of the Leaf switches in the vPC pair that connect to the NetApp
Storage Cluster. Right-click and select Manage Interfaces from the list.




© i Data Center Network Manager SCOPE: | Site-A v A @ amn

& Dashboard € Fabric Builder: Sitz 4 A

* Topology Aclons

& cControl

abular view

® Monitor

L Administration

g Applications

L+ Fabric Settings

AMDT-93.-FX2-1 AA-95...-FX2-2

B Pending © In Sync/Success B Out-of-Sync/Failed  In Progress 1 Unknown/NA

4. In the Manage Interface pop-up window, bring the Neighbors column into view by dragging it from the far-
right end and move it next to the Reason column. Sort the interfaces based on the Neighbor column. Note
the interfaces on the leaf switches in the vPC pair that connect to the first NetApp controller and the port
numbers they connect to.

Manage Interfaces X
Interfaces Selected 0 /Total 90 () & B 1F ~
+ - Show | Quick Filter v
Device Name Name Admin Oper Neighbor ¥  Reason Policy Qvaerlay N

: AADT-9336C-FX2-2 ~/ Ethernet1/6 4‘ 'I‘ bb09-a300-2-02 {e2e) ok int_trunk_host_11_1 MNA
: AAD1-9336C-FX2-1 ~/ Ethemnet1/6 4‘ 'I‘ bb09-a300-2-02 {e2a) ok int_trunk_host_11_1 MNA
: AADT-9336C-FX2-2 ~/ Ethemnet1/5 4‘ 'I‘ bb09-a300-2-01 {e2e) ok int_trunk_host_11_1 MNA
: AAD1-9336C-FX2-1 #~ Ethemet1/5 4‘ 'I‘ bb09-a300-2-01 {e2a) ok int_trunk_host_11_1 NA

5. Click the [+] button from the menu above. In the Add Interface pop-up window, specify the Type from the
drop-down list.



Add Interface

* Type: |Port Channel

Port Channel
* virtual Port Channel (vPC)
Port-channel
ID: | Straight-through (ST) FEX
* policy: | Active-Active (AA) FEX

* .
Select a device

Loopback
Subinterface

Tunnel

Ethernet

6. The menu changes to the reflect the options for the Interface Type selected. Select a vPC pair from the
drop-down list.

Add Interface X

* Type: |vir1ua| Port Channel (vPC) v

*
Se'e“‘"‘;';ﬁ ‘1—9336C—FX2—1——AA01—9336C—FX2—2[ v |
. | AAO1-9336C-FX2-1--AA01-9336C-FX2-2
vPCID | J

* Policy: lint_vpc_trunk_host_‘l 1.1 v

General

7. Specify the Peer-1 Member Interfaces, Peer-2 Member Interfaces, Peer-1 PO Description, and Peer-2 PO
Description. Leave all other fields as-is.



Add Interface X
* s v
Type: |virtual Port Channel (vPC)
“ i
Selecta ‘;Faﬁ AA01-9336C-FX2-1—AA01-8336C-F) ¥ |
*vPCID | 3 |
* bolicy: i v
olicy: |int_vpc_trunk_host_11_1
General
" Peer-1 Port-Channel ID | 3 |(Z) Peer-1 VPC port-channel number (Min:1, Mas
* Peer-2 Port-Channel ID | 3 |(©) Peer-2 VPC port-channel number (Min:1, Ma)
Peer-1 Member Interfaces | e1/5 | @ A list of member interfaces for Peer-1 [e.g. el
Peer-2 Member Interfaces | e1/5 |@ A list of member interfaces for Peer-2 [e.g. 1
* [ ¥ |~ — . .
Port Channel Mode | active (D Channel mode options: on, active and passivi
* Enable BPDU Guard |true v | (i) Enable spanning-tree bpduguard

Enable Port Type Fast (1) Enable spanning-tree edge port behavior

* MTU | jumbo ¥ | (D) MTU for the Port Channel
* Peer-1 Trunk Allowed... | none | Allowed values: ‘none!, alf, or vian ranges (e»
* Peer-2 Trunk Allowed... [ none | (i) Allowed values: none', ‘all’, or vian ranges (e;
Peer-1 PO Description | To FXV-BB09-A300-2-01: e2a | (i) Add description to Peer-1 VPC pori-channel (
Peer-2 PO Descrintion . To FXV-BB09-A300-2-01: e2e | (1) Add description to Peer-2 VPC port-channel (

- Preview Deploy

8. Click Save. You can also Preview configuration for the vPC to the first NetApp controller using the Preview
button. The preview will display the pending configuration for each switch in the vPC pair - use the drop-
down list to select the second switch.



Preview Configuration

SW“‘:h:|_AAD‘I—93350—FX2—1 | v | Interface: vPC3

‘ Pending Config ‘ Expected Config

interface ethernetl/S
no spanning-tree port type edge trunk

interface port-channel3
switchport
switchport mode trunk
mtu 9216
vpc 3
spanning-tree bpduguard enable
spanning-tree port type edge trunk
description To FXV-BB@2-A300-2-81: ela
no shutdown
switchport trunk allowed vlan none

interface ethernetl/5
channel-group 3 force mode active
no shutdown
configure terminal

9. Click X to close the window. Click Deploy to deploy the vPC configuration from the Leaf switch pair in the
VXLAN fabric to the first NetApp controller. Click OK in the pop-up window.

10. Repeat steps 1-9 to create, preview, and deploy the vPC to the second NetApp controller.



Add Interface X
* Type: |virtua| Port Channel (vPC) | v
*
5"'““‘;:'; | AA01-9336C-FX2-1--AA01-0336C-F) ¥
*vPCID | 4
* Policy: |int_vpc_lrunk_hosl_11_1 | v
General
* Peer-1 Port-Channel ID & [\ Feer-1 VL por-cnannel NUmoer (i1, Max4uso)
* Peer-2 Port-Channel ID 4 | (1) Peer-2 VPC port-channel number (Min:1, Max:4096)
Peer-1 Member Interfaces e1/6 | (7) Alist of member interfaces for Peer-1 [e.g. e1/5,eth1/7-9]

Peer-2 Member Interfaces e1/6 @ A list of member interfaces for Peer-2 fe.g. e1/5,eth1/7-9]

v

£y . . -
\.i) Channel mode options: on, active and passive

* Port Channel Mode  active

* Enable BPDU Guard  true Y | (D) Enable spanning-tree bpduguard

Enable Port Type Fast (i) Enable spanning-tree edge port behavior

* MTU  jumbo Y | () MTU for the Port Channel
* Peer-1 Trunk Allowed...  none | (1) Allowed values: ‘none’, ‘all’, or vian ranges (ex. 1-200,500-
* Peer-2 Trunk Allowed...  none | (7) Allowed values: ‘none’, ‘all’, or vian ranges (ex: 1-200,500-

@ Add description fo Peer-1 VPC port-channel (Max Size 25

Peer-1 PO Description  To FXV-BB09-A300-2-02: eZa

Poar.? PO Nacrrintinn Tn FYV-RRNG-ANN-2-N2 a%a | (7Y Add dasrrintinn tn Basr-2 VB nart-rhannal ilay Size 25,

- Preview Deploy

11. Click Save. Click on Preview and Deploy to preview and deploy the configuration for the vPC from the leaf
switches in the VXLAN fabric to the second Cisco UCS Fabric Interconnect (FI-B). Click OK in the pop-up
window. Click X to close the Manage Interfaces window.

12. From the left navigation bar, select Control > Fabric > Fabric Builder. Select Site-A fabric. In the Topology
view, see if any issues that are highlighted next to the Save & Deploy button.

13. From the Actions menu/window, click on Tabular view. Select all switches and click on the floppy drive icon
to save the configuration on all switches.



© . Data Center Network Manager SCOPE: | site-a v 2 @ adin B

€ Fabric Builder: Site-4 A 2 issues

€ Dashboard

Swilches Links Operalional View

* Topology Selected 6 /Tatal 6 (7 P L3 -
+ IRV AREVINE =4 View/Edit Policies (] Show Al * | v
@ Control
z MName IP Address Role S...  Fabric Name Fabric Status Discovery Sta...
@ Monitor 1 £ AAD1-93180LC-EX-1 172.26.163.221 Baorder F... Site-A n-Sync ok
2 8 AAD1-93180LC-EX-2  172.26.163.222 Border F... Sie-A 1-Sync ok
al* Administration 3 &5 AAD1-9336C-FX2-1 172.26.163.223 Leaf F... Site-A n-Sync ok
4 8 AAD1-9336C-FX2-2 172.26.163.224 Leaf F.. Site-A n-Sync ok
E Applications 5 & AA01-9364C-1 172.26.163.231 Spine F... Site-A n-Sync ok
& £ AAD1-93640-2 172.26.163.232 Spine F..  Site-A n-Sync ok

14. Click Close when the save completes successfully.

Copy Running Config to Startup Config

Switch Name IP Address Status Status Description Progress
AAD1-93180L... 172.26.163.221 COMPLETED Deployed successfully
AAD1-93180L... 172.26.163.222 COMPLETED Deployed successfully
AAD1-9336C-F... 172.26.163.223 COMPLETED Deployed successfully
AAD1-9336C-F... 172.26.163.224 COMPLETED Deployed successfully
AAD1-9364C-1 172.26.163.231 COMPLETED Deployed successfully
AAD1-9364C-2 172.26.163.232 COMPLETED Deployed successfully

15. Verify that the vPC is in a consistent state and the port-channel is up and operational.

16. From the left navigation bar, select Control > Fabric > Interfaces. Filter on the Name to view the vPCs de-
ployed. Select the Quick Filter from the drop-down list next to Show to see the boxes for filtering under
each column. Confirm that the vPC are in a Consistent state - see Reason column.



© !u Data Center Network Manager SCOPE: | Site-A v A& @ admn B
A Control / Fabrics / Interfaces
& Dashboard
Interfaces Selected 0 /Totald (0 & P I3 -
«X* Topology + Show | Quick Filter v
Device Name Name Admin Oper Reason Policy Overlay |
@ control e
. _—I AADT-9336C-FX2-1... ~ upct consistent int_vpc_trunk_host_11_° MA
© Monitor —
'_I AADT-9336C-FX2-1... ~ wpPC2 consistent int_wpc_trunk_host 11 MNA
Re g . . [ ] AAD1-9336C-FX2-1... ~ yPC3 consistent inl_vpe_trunk_host 11 NA
4" Administration
(] AAD1-9336C-FX2-1... ~ yPC4 consistent int_vpc_trunk_host 11_° NA

17. Filter on the Name to view the Port-Channels in the above vPCs. Note that the Admin and Oper status are
up. Scroll to the right to see additional columns. Verify that the status is Green.

© vl Data Center Network Manager SCOPE: Ste-A v A @ admin B
A Control / Fabrics [ Interfaces
& Dashboard
Interfaces Selected 0/ Total 10 (5 M (P4 L% -
:;: Topology 4+ Show | Cluick Filter v
Device Name Mame Admin Oper Reason Policy Overlay ... Status
& Control Port x
' []  AAD1-B336C-FX2-1 2/ Port-channell ™ 1 ok int_vpc_trunk_po 111 NA
©® Monitor -
[[]  AAD1-0338C-FX2-1 #/ Port-channal2 1P T ok int_vpc_trunk_po 111 NA
2t " ) [ AAD1-9336C-FX2-1 27 Port-channel3 T + ok int_vpe_trunk_po_11_1  NA
L Administration —
|| AAD1-833BC-FX2-1 2 Port-channeld 4\ 'P ok int_vpc_trunk_po_ 11 1 MA
) ) [ AAD1-9336C-Fx2-1 2/ Part-channals00 N 1+ ok int_vpo_peer_link_po_1° NA
ﬁ Applications
[[] AAD1-9336C-Fx2-2 2/ Port-channell 3 T ok int_vpc_trunk_po_11_1  NA
[ AAD1-9336C-FX2-2 ~ Port-channel? ™ ™ ok int vpc_trunk_po 11 1 NA
[ AAD1-9336C-FX2-2 27 Port-channel3 4 4F ok int_vpe_trunk_po_11_1  NA
|:| AANT-D336C-FX2-2 2/ Port-channeld 4\ 'r‘ ok int_vpc trunk_po_ 111 MA
[ AAD1-9336C-Fx2-2 2 Part-channals00 N L ok int_vpc_peer_link_po_1°  NA

18. From the left navigation bar, select Control > Fabric > Fabric Builder. Select Site-A fabric. From the Actions
menu/window, select Backup Now to back up the Site-A fabric.

Enable Network Connectivity for FlexPod Infrastructure

To enable access to FlexPod infrastructure resources, namely compute and storage, the corresponding infra-
structure networks must be first deployed in the VXLAN fabric in order to bring up the compute and storage in-
frastructure. The FlexPod infrastructure is isolated using a dedicated tenant/VRF (FPV-Foundation_VRF). Con-
nectivity to external networks is also enabled directly from within FPV-Foundation_VRF. This tenant is not used
for applications workloads hosted on the FlexPod Virtual Server Infrastructure (VSI) though it is used by man-
agement components such as VMware vCenter, NetApp VSC and so on. that is used to manage and operate the
FlexPod VSI.



Setup Information

The configuration parameters for deploying the FlexPod infrastructure networks in Site-A data center fabric are
provided below.

Table 12. Data Center Information
Table 13. Infrastructure Tenant/VRF

VRF Name VRF VLAN Name VRF Interface Description VRF Description

FPV_Foundation_VRF_VLAN | FPV_Foundation_VRF_Interface | FPV_Foundation_VRF

Table 14. Infrastructure Networks - FPV-Foundation_VRF

Network Name VLAN  VLAN Name Forwarding IP Subnet VXLAN Notes
/Gateway* Network

ID
(VNID)

FPV-ISCSI-A_VLAN Layer 2 Only 192.168.10.0/24 ARP
Suppression -
N/AIn L2-only
mode
3020 | FPV-iSCSI-B_VLAN Layer 2 Only 192.168.20.0/24 | 20001
3050 | FPV-InfraNFS_VLAN Layer 2 Only 192.168.50.0/24 | 20002
122 FPV-InBand-SiteA_VLAN | Layer 3 10.1.171.254/24* | 20003 In-Band
Management
FPV-InBand- Network (e.g.
SiteA_Interface ESXi hosts)
3000 | FPV-vMotion_VLAN Layer 2 Only 192.168.10.0/24 | 20004
322 FPV- Layer 3 10.3.171.254/24* | 20005 Hosts VMware
CommonServices_VLAN vCenter and
NetApp VSC

* Gateway IP is configured only for L3 Forwarding and the default gateway is in the VXLAN Fabric

Deploy FlexPod Infrastructure Tenant in Cisco DCNM

To create the FlexPod Infrastructure Tenant in Cisco DCNM, use the Setup Information provided above to follow
these steps:

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.



2. From the left navigation bar, select Control > Fabrics > VRFs. Click OK in the pop-window that complains
about an Unsupported Fabric Data Center selected. Use Scope: to change the scope to Site-A.

© . Data Center Network Manager SCOPE:  Site-A v 4 @
n Dashboard ork { VRF Selection Netwark { VRF Deployment Matwork View
Fabric Selected: Site-A
* Topology VRFs Selected 0 / Total 0
- B % Show | Al
@ Ccontrol
] VRF Name A VRFID Status
MNa data available

® Monitor

admin ﬁ

VT
vy

3. Click on the [+] icon to deploy a new Tenant VRF for the FlexPod infrastructure traffic. Specify a VRF VLAN
Name, VRF Interface Description and VRF Description. Click the Create VRF button.

Metwaork

& Dashboard

‘.‘;’ Topology VRFs

& Control

OJ
® Monitor

6 :
cisco

[ VRF Selection

VRF Name

FPV-Foundation_VRF

Data Center Network Manager

Metwork / VRF Deployment

Fabric Selected: Site-A

+ 7 X 8|6

4  VRFID

30000

SCOPE: | Site-A v

Metwork View

Selected 1 / Total 1

Show | All

Status

NA

4 @

admin a

[ 00 e
v |y

4. A small pop-up box will appear in the bottom-right corner to confirm that the VRF was created successfully.

Click the Continue button.



© !l Data Center Network Manager L @  admin 33

Detailed View

etwark / VRF Selection Metwork / VRF Deployment

&) Dashboard

« Fabric Name: Site-A

-k Topology * VRF{(s) Selected ©
)
& control
® Monitor U
te e n
4" Administration
‘Q Applications
AAD1-93...-FX2-1  AAD01-93...-FX2-2
@ Device Selection Options W Pending W In Sync/Success @ Out-of-Sync/Failed  In Progress B Unkmown/NA
5. Click the Detailed View button.
© lulv Dats Center Network Manager A @ amn O
€ Dashboard Network / VRF Selection Metwork | VRF Deployment
Fabric Name: Site-A  VRF(s) Selected Selected 0 /Total 4 ([ IF =
Topolo —
* pology Deploy Preview [»] Show | All *x ¥
& Control [ MName 4  VRFID VLAN ID Switch Status Role
[] FPV-Foundation_VRF 30000 AAD1-931B0LC-EX-2  NA border
® Monitor []  FPV-Foundation_VRF 30000 AAD1-9336C-FX2-2 NA leaf
[] FPV-Foundation_VRF 30000 AAD1-931B0LC-EX-1  NA border

jf“ Administration [ ] FPV-Foundation_VRF 30000 AAD1-8336C-FX2-1 NA leaf

6. Select the checkbox for all Leaf and Border switches in the list. Click the Quick Attach button.



© lulv Dats Center Network Manager A O amn O
n Brslilsmmd Network ! VRF Selection Network / VRF Deployment Topology View
Fabric Name: Site-A VRF(s) Selected Selected 0/ Total 4 (7 L3 ~
Topolo — :
* pology Deploy | Preview [»] Show | All V| Y|
& Control [ MName VRF ID VLAN ID Switch Status Role
[] FPV-Foundation_VRF 30000 AADT-931B0LC-EX-2  NA border
> Monitor []  FPV-Foundation_VRF 30000 AAD1-9336C-FX2-2 NA leaf
[] FPV-Foundation_VRF 30000 AAD1-93180LC-EX-1 NA border
Kt i : []  FPV-Foundation_VRF 30000 AAD1-9336C-FX2-1 NA leaf
Administration —

7. Click OK.

Confirm: Attach all selected VRF(s) to selected switches
using the default or next available VLAN. Further edits
may be needed for interface or extension Attachment.

Warning: All device level as well as interface attachmants for the
selected VRF(s) will be rernoved on selected swifches.

m | Cancel

8. Click the Preview button to preview the pending configuration on all the Leaf and Border switches. Click X to
close the Preview Configuration window.



Preview Configuration

Select a Switch: Select a VRF

AA01-933BC-F)(2-1| v FPV-Foundation_VRF

Generated Configuration:
ronfigure profile FPV-Foundation VRF
vlan 3500
name FPV_Foundation VRF VLAN
vn-segment 30000
interface V1anisoo
description FPV_Foundation VRF_Interface
vrf member fpv-foundation vrf
ip forward
ipw6 address use-link-local-only
no ip redirects
no ipvé redirects
mtu 9216
no shutdown
vrf context fpv-foundation vrf
description FPV_Foundation VRF
vni 30000
rd auto
address-family ipv4 unicast
route-target both auto
route-target both auto evpn

address-family ipvé unicast
+ taraat hoth nt

9. Click the Deploy button. Once the configuration is deployed, the Status go from PENDING to IN PROGRESS
to DEPLOYED. Click the Topology View button.

il Data Center Network Manager L @ admin
[4E14-]
n Dashboard Metwork / VRF Selection MNetwork / VRF Deployment Topology View
Fabric Mame: Site-A  VRF(s) Selected Selected 0 / Total4 (L} ~
Topolo =
":: pology Preview | » Show | Al v Y
@ Control O Name 4  VRFID VLAN ID Switch Status Role
[[]  FPV-Foundation VRF 30000 3500 AADT-93180LC-EX-2 DEPLOYED border
i [} FPV-Foundation VRF 30000 3500 AAD1-9336C-FX2-2 DEPLOYED leaf
Monitor —
[} FPV-Foundation_VRF 30000 3500 AADT-93180LC-EXA1 DEPLOYED harder
xﬂ' Administration [ FPV-Foundation_VRF 30000 3500 AAD1-9336C-FX2-1 DEPLOYED leaf

10. In the Topology View to see the where the selected VRF is deployed in the Site-A topology.



© .l Data Center Network Manager A @ aimin
o Dashboard MNetwork / WVRF Selection MNetwork / VRF Deployment
« Fabric Name: Sife-A
.‘;; Topology «  VRF(s) Selected @
(4]
@ cControl
® Monitor O
Tt . . .
4" Administration
@ Applications
AAD1-93...-FX2-1  AAD1-93...-FX2-2
@ Device Selection Options ® Pending ™ In Sync/Success W Out-of-Sync/Failed — In Frogress W Unknown/NA

Deploy FlexPod Infrastructure Networks

To create the FlexPod Infrastructure Tenant networks in Cisco DCNM, use the Setup Information provided
above to complete the steps in the upcoming sections.

Deploy FlexPod Storage Networks

The FlexPod storage networks, namely iSCSI-A, iSCSI-B and NFS networks are deployed in this design in Layer
2 Only mode with no gateway defined in the VXLAN fabric. To deploy the FlexPod Storage Networks, follow the-
se steps:

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > Networks.



© i Data Center Network Manager SCOPE: | Site-A v A @ admn

Selection Network / VEF Deployment

Fabric Selected: Site-A
* Topology Networks Selected 0 / Total0 (7 L3 +

+

€ Dashboard Hete

s W) Show Al v Y

@ cControl 5]

|:| Network Name 4  Network ID VRF Name IPv4 Gateway/Subnet IPv6 Gateway/Prefix

® Monitor No data available

3. Click on the [+] icon to deploy a new Tenant network for the FlexPod infrastructure traffic. Specify a Net-
work Name. Select the checkbox for Layer 2 Only mode. Specify a VLAN ID. In the Network Profile > Gen-
eral section, specify a VLAN name. Leave everything else as-is.

Create Network X

¥ Network Information
* Network ID | 20000
* Network Name | FPV-SCSIA_Network
* VRF Name
Layer 2 Only
* Network Template | Default_Network_Universal v

* Network Extension
Template

VLANID | 3010 Propose VLAN e

Default_Network_Extension_Univer ¥

¥ Network Profile

Generate Multicast IP @ Piease click only to generate a New Multicast Group Address and overide the default value!
(&0

P IPv4 Gateway/NetMask (i) example 192.0.2.1/24

IPv6 Gateway/Prefix (1) example 2001:db8::1/64

Vlan Name = FPV-iSCSI-A_VLAN (i) if = 32 chars enable:system vian long-name

Interface Description (@)

MTU for L3 interface (i) 68-9216

IPv4 Secondary GW1 '-'\'_;,\, oxample 192.0.2.1/24

Create Network

4. In the Network Profile > Advanced section, leave everything as-is.



Create Network

¥ Network Information
* Network ID

* Network Name

Template
VLAN ID

¥ Network Profile

Generate Multicast IP

20000

FPV-ISCSI-A_Network

* VRF Name
Layer 2 Only
* Network Template | Default_Metwork_Universal A
* .
Network Extension | ner i Network_Extension Univer v

3010

General

ARP Suppression [ | (i)
Ingress Replication
Multicast Group

Propose VLAN | @)

@Please click only to generate a New Multicast Group Address and overide the default value!

(1) Read-only per network, Fabric-wide setting

5. Click the Create Network b

€ Dashboard
‘.;: Topology Netwo
+
@ control
-
® Monitor

Metworl /

<F Selection

Metwork / VRF Deployment

Fabric Selected: Site-A

rks

/7 X 2 &

Network Name £ Network 1D
FPV-ISCSI-A_Network 20000

VRF Name

NA

6]
Address | 238.1.1.0 @

DHCPv4 Server 1 (i) DHCP Relay IP

DHCPv4 Server 2 (L DHCP Relay IP
DHCPv4 Server VRF @
Loopback ID for DHCP .
Relay interface (Min:0, €3]

Create Network
utton.
X © . Date Center Network Manager SCOPE: | Site-A | & @ amin T

[ e
Y

Selected 1 / Total 1

Show Al v

IPv4 Gateway/Subnet IPv6 Gateway/Prefix

6. Click the Continue button.




© v Data Center Network Manager A2 @ admin
Metwork / VRF Selection MNetwork / VRF Deployment
€ Dashboard R e
« Fabric Name: Site-A .
* Topology «  Network(s) Selected
9]
@ Control <
® Monitor O
i3 - .
A" Administration
@ Applications
AADT-93|§ @3|..C-EX-2
AADT- (364C-2
AMDT-93...-FX2-1  AAD1-93..-FX2-2
@ Device Selection Options B Pending B In Sync/Success B Out-of-Sync/Failed  In Progress B Unknown/NA

7. Click the Detailed View button. Select the Leaf switches where these networks need to be deployed. Click
the Quick Attach button. Click OK.

Confirm: Attach all selected Metwork(s) to selected
switches using the default or next available VLAN.
Further edits may be needed for interface or extension
Attachment.

Warning: All device level as well as inferface attachments for the
selected Network(s) will be removed on selected swifches.

m Cancel

8. Click Preview to view pending changes. Click the X to close the window.



Preview Configuration

Generated Configuration:

Select a Switch: Select a Network
AA01-9336C-Fx22| ¥ FPV-ISCSI-A_Netwark v

configure profile FPV-iSCSI-A Network
vlan 3010
vn-segment 20000
name FPV-iSCSI-A VLAN
interface nvel
member vni 20000
mcast-group 239.1.1.0
evpn
vni 20000 12
rd auto
route-target import auto
route-target export auto
confiqure terminal
apply profile FPV-iSCSI-A Network
configure terminal

9. Click the Deploy button. The status should go from PENDING to DEPLOYED in the Status column for the two

Leaf switches. Scroll to the right as needed to see all columns in this view.

© . Dats Center Network Manager

Network / VRF Selection Metwork / VRF Deployment

& Dashboard

Fabric Name: Site-A  Network(s) Selected

* TOD0|Ogy Deploy Preview

& Control ] Name 4 NetworklD  VLANID
[]  FPViSCSIA_Netwark 20000 3010

® Monitor [ FPViSCSI-A_Netwark 20000 3010
[]  FPViSCSI-A_Netwark 20000

I} Administration L] FPViSCSI-A_Network 20000

B Show | Al

Switch
AAD1-9336C-FX2-2
AAD1-933BC-FX2-1
AAD1-93180LC-EX-2

AADT-83180LC-EX-1

A @  admin I3
Topology View
Selected 0/ Total 4 (J I3 +
Y
Ports

10. Repeat steps 1-9 to deploy the second iSCSI network.




Create Network X

* Network ID | 20001
* Network Name  FPV-iSCSI-B_Network
* VRF Name
Layer 2 Only
* Network Template = Default_Network_Universal v

* Network Extension
Template

VLANID = 3020 Propose VLAN | @

Default_Network_Extension_Univer ¥

¥ Network Profile

Generate Multicast IP DPlease click only to generate a New Multicast Group Address and overide the default value!
=il
A EET IPv4 Gateway/NetMask ;; example 192.0.2.1/24
IPv6 Gateway/Prefix E} example 2001:db8::1/64
Vlan Name | FPV-iSCSI-B_VLAN if,‘ if = 32 chars enable:system wian long-name

Interface Description @

MTU for L3 interface (i) 68-9216

IPv4 Secondary GW1 (1) example 192.0.2.1/24

IPv4 Secondary GW2 \’?: example 192.0.2.1/24

Create Network

11. Click Deploy to deploy the configuration. The status should go from PENDING to IN PROGRESS to DE-
PLOYED in the Status column for the two Leaf switches.

e ot Data Center Network Manager A @ amn
Network [ WVRF Selectic < [ VRF Deployment
€ Dashboard o slecton ploym

Fabric Name: Site-A  Network(s) Selected Selected 0/ Total 4 (9 I} +
‘.‘f Topolo -
pology Preview B Show  All v||Y
@ Control :I Name 4  Network ID VLAN ID Switch Ports Status
| - etworl - - -
FPW-ISCSI-B_N k 20001 3020 AAMDT-9336C-FX2-2 DERFLOYED

O Monitor D FPV-ISCSI-B_Network 20001 3020 AADT-9336C-FX2-1 DEPLOYED

U FPV-ISCSI-B_Network 20001 AAD1-93180LC-EX-2 MNA
‘{} Administration D FPV-ISCSI-B_Network 20001 AADT-8931B0LC-EX-1 NA

12. In the Topology View to see the where the selected network is deployed in the Site-A topology.



© Uil Data Center Network Manager A @ admin O
o Dashboard Network / VRF Selection Network / VRF Deployment
» Fabric Name: Site-A o
* Topology «  Network(s) Selected
4]
@ control
® Monitor U
o3 - :
4" Administration
@ Applications
AADT-83. -FX2-1  AADT-03._-FX2-2
@ Device Selection Options B Pending B In Sync/Success @ Out-of-Sync/Failed | In Progress B Unknown/NA
13. Repeat steps 1-12 to deploy the NFS network.
© i Data Center Network Manager SCOPE: | Site-A v A @ amn &
n Dashboard Metwork / VRF S Metwork { VRF Deployment
Fabric Selected: Site-A
* Topology Networks Selected 0/ Total 3 (5 1% =
+ ?2 ©® Show | Al v v
@ control
] Network Name 4  Network ID VRF Name IPv4 Gateway/Subnet IPvE Gateway/Prefix
0 Monitor _] FPW-InfraNFS_MNetwork 20002 MNA
j FPV-ISCSI-A_Network 20000 NA
1‘* Adrfifs e [] FPV-SCSI-B_Network 20001 NA

Deploy FlexPod In-Band Management Network

The FlexPod In-Band Management network is deployed in this design in Layer 3 mode where the traffic is Layer
3 forwarded by the fabric and the gateway is a distributed anycast gateway in the VXLAN fabric. This is unlike
the previous storage networks that are deployed in Layer 2 Only mode with no gateway defined in the fabric.

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > Networks.



© Muh Data Center Network Manager SCOPE: | Site-A v| & @ admn B

Network / WRF Selection Network [ WRF Deployment
€ Dashboard

Fabric Selected: Site-A

‘o;: Topology Networks Selected 0/ Total 3 () L% v
== ®? % Show  All \aRh 4
@ Control
] Network Name 4 Network ID VRF Name IPv4 Gateway/Subnet IPvE Gateway/Prefix
0 Monitor [_ FPW-InfraNFS_Network 20002 MA
[] FPW-SCSI-A_Network 20000 NA
it oy . M LSCSIH
L Administration | | FPV-iSCSI-B_Network 20001 NA

3. Click on the [+] icon to deploy a new Tenant network for the FlexPod infrastructure traffic. Specify a Net-
work Name, VRF Name. In this deployment, we are specifying the VLAN ID we specifically want to use but
you can optionally let DCNM pick up one from the defined pool in Fabric Settings. Specify a VLAN ID. In the
Network Profile > General section of the window, specify a IPv4 Gateway/Network, VLAN Name, Interface
Description and MTU. Leave everything else as-is.

Create Network X

¥ Network Information
* Network ID | 20003
* Network Name = FPV-InBand-SiteA_Network
* VRF Name = FPV-Foundation_VRF v |+
Layer 2 Only [ |

* Network Template Default_Network_Universal v

* Network Extension

Default_Metwork_Extension_Univer w
Template - - -

VLANID | 122 Propose VLAN | @)

¥ Network Profile

Generate Multicast IP @ Please click only to generate a New Mulficast Group Address and overide the default value!
- IPv4 Gateway/NetMask | 10.1.171.254/24 ’B example 192.0.2.1/24
s IPv6 Gateway/Prefix (i) example 2001:db8::1/64
Vian Name | FPV-InBand-SiteA_VLAN () if > 32 chars enable:system vian long-name
Interface Description | FPV-InBand-SiteA_Interface i}
MTU for L3 interface | 9216 (i) 68-9216

~

IPv4 Secondary GW1 3] example 192.0.2.1/24

&

P

;)

IPv4 Secondary GW2 ) example 192.0.2.1/24

Create Network




4. In the Network Profile > Advanced section of the window, enable ARP Suppression. Leave everything as-
is.

Create Network

¥ Network Information
* Network ID | 20003

* Network Name | FPV-InBand-SiteA_Network

* VRF Name | FPV-Foundation_VRF v +
Layer 2 Only [ |
* Network Template | Default_Network_Universal v

* Network Extensi
etwork Extension Default_Metwork_Extension_Univer w
Template

VLANID | 122 Propose VLAN @)

¥ Network Profile

Generate Multicast IP @Flease click only to generate a New Multicast Group Address and overide the default value!
General
- ARP Suppression [v]| (i)
Ingress Replication :E: Read-only per network, Fabric-wide setting
Multicast Group I
Address | 239.1.1.0 (2)
DHCPv4 Server 1 (i) DHCP Relay IP
DHCPv4 Server 2 (i) DHCP Relay IP
DHCPv4 Server VRF @
Loopback ID for DHCP
[ Y R S | ¥ T 1 A

Create Network

5. Click the Create Network button.

© Uyl Data Center Network Manager SCOPE: | Site-n v| & @ admn 8

Network / VRF Selection Network / WRF Deployment WRF Wiew Cantinue

£ Dashboard
Fabric Selected: Site-A

X Topology Networks Selected 1/ Total 4 (5 L ~

+ 7] |X |2 |5 Show | Al v v
@ Control

O Network Name 4  Network ID VRF Name IPv4 Gateway/Subnet IPvE Gateway/Prefix
& Monitor FPV-InBand-SiteA_Network 20003 FPV-Foundation. .. 10.1.171.254/24

[]  FPV-InfraNFS_Netwark 20002 NA

[] FPV-SCSI-A_Network 20000 NA

f} Administration

[] FPV-SCSI-B_Network 20001 NA




6. Click the Continue button. Click the Detailed View button.

e Himm
CISCO

£ Dashboard

« Fabric Name: Site-A
+ Network(s) Selected

}‘: Topology
@ Control
® Monitor

Lﬁ Administration (> ]

@ Applications

@ Device Selection Options

AAD1-93].&

ARDT-

AADT-93.-FX2-1

Data Center Network Manager

Metwork / VRF Selection Metwork / VRF Deployment

B Pending W In Sync/Success B Out-of-Sync/Failed

AAOT-93. -FX2-2

in Progress B Unknown/NA

7. Select the Leaf switches where these networks need to be deployed. Click the Quick Attach button.

x © Il Data Center Network Manager A @  aumn o
n Dashboard Metwark / VRF Selection Network / VRF Deployment Topology View
Fabric Narme: Site-A  Network(s) Selected Selected 4 /Total 4 (F L3
Topolo
* pology 7 History Quick Attach () Show Al \ 2 4
@ Control Name A Network ID VLAN ID Switch Ports
FPV-InBand-SiteA_Metwork 20003 AAD1-93180LC-EX-2
0 Monitor FPV-InBand-SiteA_Network 20003 AAD1-9336C-FX2-2
FPV-InBand-SiteA_Metwork 20003 AAD1-93180LC-EX-1
lﬁ Administration FPV-InBand-SiteA_Network 20003 AAD1-9336C-FX2-1

8. Click OK.



Confirm: Attach all selected Network(s) to selected
switches using the default or next available VLAN.
Further edits may be needed for interface or extension
Attachment.

Waming: All device level as well as interface aftachments for the
selected Network(s) will be removed on selected switches.

o

9. Click the Preview button to view pending changes. Click the X to close the window.

Preview Configuration

Select a Switch: Select a Network
|Aso1-93180LcEX: Y | FPV-InBand-SiteA_Network | ¥ |

Generated Configuration:

configure profile FPV-InBand-SiteA Network
vlan 122
vn-segment 20003
name FPV-InBand-SiteA VLAN
interface nvel
member vni 20003
meast-group 239.1.1.0
SUppress-arp
evpn
wni 20003 12
rd auto
route-target import auto
route-target export auto
configure terminal
apply profile FPV-InBand-SiteA HNetwork
configure terminal

10. Click the Deploy button.



@ .l Data Center Network Manager

n Pashboard Metwork { WVRF Selection Metwork ! VRF Deployment
Fabric Name: Site-A  Network(s) Selected Selected 0 / Total4 (T I ~

* Topology Deploy Preview [ Show | All A AR 4
@ Control E Name & Metwork ID VLAN ID Switch Ports

[ FPV-nBand-SiteA_Network 20003 122 AAD1-93180LC-EX-2
> Monitor [[]  FPV-InBand-SiteA_Network 20003 122 AAD1-9336C-FX2-2

[ FPV-nBand-SiteA Network 20003 122 AAD1-931B0LC-EXA1
f’" Administration © [ FPV-nBand-SiteA_Network 20003 122 AAD1-9336C-FX2-1

11. Click the Topology View button to view where the selected network is deployed in the fabric topology.

Deploy FlexPod vMotion Network

The FlexPod vMotion network is deployed in this design in Layer 2 Only mode with no gateway defined in the
VXLAN fabric.

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > Networks.

e bl Data Center Network Manager SCOPE: | Site-A v| A @ admin £}

Network / WVRF Selection Network / WVRF Deployment Continug
& Dashboard e

Fabric Selected: Site-A

¥ Topology Networks Selected 0/ Total 4 (5 L3 ~
= 2 & Show Al vy
@ cControl
O Network Name 4  Network ID VRF Name IPv4 Gateway/Subnet IPvE Gateway/Prefix
® Monitor [] FPW-InBand-SiteA_Network 20003 FPV-Foundation... 10.1.171.254/24
[]  FPV-InfraNFS_Network 20002 NA
1"; Administration []  FPW-SCSI-A_Network 20000 NA
[] FPV-SCSI-B_Netwark 20001 NA

3. Click on the [+] icon to deploy a new Tenant network for the FlexPod infrastructure traffic. Specify a Net-
work Name. Select the checkbox for Layer 2 Only mode. Specify a VLAN ID. In the Network Profile > Gen-
eral section, specify a VLAN name. Leave everything else as-is.



Create Network

* Network Name | FPV-vMotion_Network

* VRF Name
Layer 2 Only
* Network Template = Default_Metwork_Universal v

* Network Extension

Default_Network_Extension_Univer ¥
Template

VLANID @ 3000 Propose VLAN | @

¥ Network Profile

Generate Multicast IP @Please click only to generate a New Multicast Group Address and overide the defaulf value!

- IPv4 Gateway/NetMask

Advanced IPv6 Gateway/Prefix

Vlan Name | FPV-vMotion_VLAN

Interface Description
MTU for L3 interface
IPv4 Secondary GW1

IPv4 Secondary GW2

(i) example 192.0.2.1/24

(i) example 2001:db8::1/64

Q,‘ if = 32 chars enable:system vian long-name
F

2

(1) 68-9216

—

W

i) example 192.0.2.1/24

(i) example 192.0.2.1/24

Create Network

4. In the Network Profile > Advanced section, leave everything as-is.



Create Network

* Network Name | FPV-vMotion_Network
* VRF Name
Layer 2 Only
* Network Template | Default_Network_Universal v

* Network Extension

Default_Metwork_Extension_Univer W
Template

VLANID | 3000 Propose VLAN | @

¥ Network Profile

Generate Multicast IP @Please click only to generate a New Multicast Group Address and overide the defaull value!

General ARP Suppression || (i)

- Ingress Replication @ Read-only per network, Fabric-wide setting

Multicast Group

Address | 239-1:1.0 @
DHCPv4 Server 1 (7) DHCP Relay IP
DHCPv4 Server 2 (i) DHCP Relay IP
DHCPv4 Server VRF @
Loopback ID for DHCP B
Relay interface {Min:0, @
Max:1023)
Create Network
5. Click the Create Network button.
© i Data Center Network Manager SCOPE: | Site-A v A @ admn B
n Dashboard Metwork | VRF Selection Netwaork / WRF Deployment
Fabric Selected: Site-A
'ﬁ: Topology Networks Selected 1 /Total 5 (L3 -
s X2 & Show | Al v v
@ control
] Network Name A Network ID VRF Name IPv4 Gateway/Subnet IPv6 Gateway/Prefix
® Monitor [7]  FPV-InBand-SiteA_Network 20003 FPV-Foundation... 10.1.171.254/24
[ FPV-InfraNFS_Network 20002 NA
f’ AarErEier [] FPV-SCSIl-A_Network 20000 NA
[l FPV-iSCSI-B_Network 20001 NA
g Applications FPV-uMotion_Network 20004 NA

6. Click the Continue button.



© . Data Center Network Manager A @ amn O

Network Network / WVRF Deployme
& Dashboard e ' ployment Detailed View

« Fabric Name: Site-A

* Topology » Network(s) Selected @
]
@ Control
O

® Monitor

f Administration

E Applications

AADT-93.-FX2-1  AADT-05..-FX2-2

@ Device Seflection Options B Pending W In Sync/Success @ Out-of-Sync/Failed  In Progress B Unknown/NA

7. Click the Detailed View button. Select the Leaf switches where these networks need to be deployed. Click
the Quick Attach button.

© .l Data Center Network Manager L& O admin 3
Metwork [/ WRF Selection Metwork { VRF Deployment

& Dashboard

Fabric Name: Site-A  Network(s) Selected Selected 2 / Total4 (5 I} -

Topolo =
* P 9y Ve History Quick Attach [ Show | All v Y
@ Control ] Name 4 Network ID VLAN ID Switch Paorts
[ FPv-vMotion_Network 20004 AAD1-93180LC-EX-2
® Monitor FPV-vMotion_MNetwork 20004 AAD1-9336C-FX2-2
] FPv-vMotion_Netwaork 20004 AAD1-93180LC-EX-1
FPV-yMation_Metwork 20004 AAD1-9336C-FX2-1

X¥ Administration

8. Click OK.



Confirm: Attach all selected Metwork(s) to selected
switches using the default or next available VLAN.
Further edits may be needed for interface or extension
Attachment.

Waming: Ail device level as well as interface aftachments for the
selected Network(s) will be removed on selected switches.

m | Cancel

9. Click the Preview button to view pending changes. Click the X to close the window.

Preview Configuration

Select a Switch: Select a Network

| AADT-8336C-FX2-2 v FPV-vMation_MNetwark

Generated Configuration:

configure profile FPV-vMotion Metwork
wvlan 3000
vn-segment 20004
name FPV-wMotion VLANW
interface nvel
member vni 20004
mcast-group 239.1.1.0
evpn
vni 20004 12
rd auto
route-target import auto
route-target export auto
configure terminal
apply profile FPV-vMotion Network
configure terminal

10. Click the Deploy button. The status should go from PENDING to IN PROGRESS to DEPLOYED in the Status
column for the two Leaf switches. Scroll to the right as needed to see all columns in this view. Click the To-
pology View button.



© i Data Center Network Manager L O amn 3
Metwork / VRF Selection Metwork / WRF Deployment
& Dashboard ) ploy pology
Fabric Mame: Site-A  Network(s) Selected Selected 0/ Total 4 (5 I} +
Topolo —
::: pology Deploy Preview (2] Show | All v Y
ame etwor witcl orts tatus
@ Control | N ~ N k1D VLAN ID Switch P 5 R
'_] FPV-yMotion_Metwork 20004 3000 AADT-9336C-FX2-2 DEFLOYED le
0 Monitor j FPV-vMotion_MNetwork 20004 3000 AAD1-9336C-FX2-1 DEFLOYED le
:l FPV-vMotion_MNetwork 20004 AAD1-93180LC-EX-2 MNA be
1{} Administration _] FPV-vMotion_MNetwork 20004 AAD1-93180LC-EX-1 MNA b

11. In the Topology View to see the where the selected network is deployed in the Site-A topology.

© uh Data Center Network Manager L O amn B
° Dashboar d Network / WVREF Selectian MNetwork [ VREF Deployment Daploty
» Fabric Name: Site-A o
* Topology »  NMetwork(s) Selected
(]
@ Control
® Monitor U
el . . .
A" Administration ©
E Applications
364C-2
AAQT-93,,-FX2-1  AAO1-83..-FX2-2
@ Device Selection Options ® Pending ™ In Sync/Success B Qut-of-Sync/Failed  In Progress B Unknown/NA

Deploy FlexPod Infrastructure Network for Common Services

The FlexPod Common Services network is deployed in this design in Layer 3 mode where the traffic is Layer 3
forwarded by the fabric and the gateway is a distributed anycast gateway in the VXLAN fabric. This network is
used to host common infrastructure services such as VMware vCenter.

To deploy the FlexPod infrastructure network for Common Services, follow these steps:

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.



2. From the left navigation bar, select Control > Fabrics > Networks.

© . Data Center Network Manager SCOPE: | Sito-A v| & @ amn B
n Dashboard Metwork / WRF Selection Metwork { VRF Deployment
Fabric Selected: Site-A
* Topology Networks Selected 0/ Total 5 (5 IF ~
4+ B & Show | Al v Y
@ controt @ 0©
] Network Mame 4  Network ID VRF Name IPv4 Gateway/Subnet IPvE Gateway/Prefix
@ Monitor _] FPV-InBand-SiteA_Network 20003 FPV-Foundaticn. .. 10.1.171.254/24
j FPY-InfraMFS_Meatwork 20002 NA
‘ﬁ' Administration _] FPW-ISCSI-A_Network 20000 MNA
FPVY-ISCSI-B_Network 20001 NA
0
[ ] FPW-vMation_Network 20004 NA

@ Applications

3. Click on the [+] icon to deploy a new Tenant network for the FlexPod infrastructure traffic. Specify a Net-
work Name, VRF Name. In this deployment, we are specifying the VLAN ID we specifically want to use but
you can optionally let DCNM pick up one from the defined pool in Fabric Settings. Specify a VLAN ID. In the
Network Profile > General section of the window, specify a IPv4 Gateway/Network, VLAN Name, Interface

Description and MTU. Leave everything else as-is.



Create Network X

¥ Network Information
* Network [D | 20005

* Network Name | FPV-CommonServices_Network

* VRF Name | FPV-Foundation VRF v |+
Layer 2 Only [_
* Network Template | Default_Network_Universal v

* Network Extension
Template

VLAN ID | 322 Propose VLAN | @)

Default_MNetwork_Extension_Univer ¥

¥ Network Profile

Generate Multicast IP @Please click only to generate a New Multicast Group Address and overide the defaulf value!
General
IPv4 Gateway/NetMask  10.3.171.254/24 (i) example 192.0.2.1/24
Advanced v - P
IPv6 Gateway/Prefix (i) example 2001:db8::1/64

Vlan Name FPV-CommonServices_VLAN i) if = 32 chars enable:system vian long-name

Interface Description  FPV-CommonServices_Interface

MTU for L3 interface 9216 'C_{'} 68-9216
IPv4 Secondary GW1 (1) example 192.0.2.1/24
IPv4 Secondary GW2 f_?','- example 192.0.2.1/24

4. In the Network Profile > Advanced section of the window, enable ARP Suppression. Leave everything as-
is.



Create Network

¥ Network Information
* Network ID | 20005

* Network Name | FPV-CommonServices_Network

Y Network Profile

Generate Multicast IP

General

ARP Suppression

Ingress Replication

Multicast Group

* VRF Name | FPV-Foundation VRF v +
Layer2Only | |
* Network Template | Default_Network_Universal v
* Network Extension | gt Network Extension Univer ¥
Template - - -
VLANID | 322 Propose VLAN @

7
z Read-only per network, Fabric-wide setting

@~Piease click only to generate a New Multicast Group Address and overide the default value!

Address | 229.1.1.0
DHCPv4 Server 1 (i) DHCP Relay IP
DHCPv4 Server 2 (i) DHCP Relay IP
DHCPv4 Server VRF @
Loopback ID for DHCP 3
Relay interface (Min:0, ()
Max:1023)
5. Click the Create Network button. Click the Continue button.
© lul Data Center Network Manager SCOPE:  Site-A v| & @ aimn &
o Dashboard Network / WVRF Selection MNetwork /[ WRF Deployment m
Fabric Selected: Site-A

* Topology Networks Selected 1/ Total 6 (J IF ~

4+ Z X B G5 Show | All vy Y
@ control

j Network Name 4  Network ID VRF Name IPv4 Gateway/Subnet IPv6 Gateway/Prefix
® Monitor FPY-CommonServices_Net. .. 20005 FPV-Foundation...  10.3.171.254/24

|: FPY-InBand-SiteA_Network 20003 FPY-Foundation... 10.1.171.254/24
*ﬁ’ Administration L FPV-InfraNFS_Network 20002 MNA

|: FPYV-iISCSI-A_Network 20000 NA
g Applications L FPV-iSCSI-B_Network 20001 MNA

|— FPW-vMotion_Metwork 20004 MA

6. Click the Detailed View button.




© . Data Center Network Manager A @ amn
k / VRF Selectic Network / VRF Deployment Detalled View
& Dashboard o v '
« Fabric Name: Site-A ®
“;: Topology + Network(s) Selected
]
@ cControl
® Monitor U
e - .
4 Administration
AADT-93[.E #3|..C-EX-2
@ Applications
ARDT -3¢ 364C-2
AADT-93.-FX2-1  AAO01-93..-FX2-2
@ Device Selection Options B Pending W In Sync/Success W Qut-of-Sync/Failed  In Progress W Unknown/NA

7. Select the Leaf switches where these networks need to be deployed. Click the Quick Attach button.

© .l Datz Center Network Manager A @ admin B
& Dashboard Network | VRF Selectin  Network | VRF Deploymen
Fabric Name: Site-A  Network(s) Selected Selectad 4 /Total4 (7 L} +
Topolo
* pology Ve History Quick Attach [») Show | All v |Y
& Control Name 4 Network ID VLAN ID Switch Ports
FPV-CommaonServices_MNet... 20005 AAD1-93180LC-EX-2
® Monitor FPV-CommonServices MNet... 20005 AAD1-9336C-FX2-2
FPY-CommaonServices_MNet... 20005 AAD1-93180LC-EX-1
f Administration FPV-CommonServices MNet... 20005 AAD1-9336C-FX2-1

8. Click OK.




Confirm: Attach all selected Network(s) to selected
switches using the default or next available VLAN.
Further edits may be needed for interface or extension
Attachment.

Warning: All device level as well as inferface attachments for the

selected Network({s} will be removed on selected switches.

Cancel

9. Click the Preview button to view pending changes. Click the X to close the window.

Preview Configuration

Select a Switch: Select a Network

|AA01—931BULC—E)(—] Y| FPV-CommonServices_Netw Y

Generated Conf

canfigure profile FPV-CommonServices Network
wvlan 322
vn-segment 20005
name FPV-CommeonServices_ VLAN
interface nvel
member wni 20005
mcast-group 239.1.1.0
suppress-arp
evpn
vni 20005 12
rd auto
route-target import auto
route-target export auto
configure terminal
apply profile FFV-CommonServices NHetwork
configure terminal

10. Click the Deploy button. Verify the status is DEPLOYED. Scroll to the right as needed to see all columns in
this view.



© Muh Data Center Network Manager L @ amn B
Metwork / VRF Selection Metwork [ WVRF Deployment Topol Viaw
& Dashboard opology
Fabric Name: Site-A Network(s) Selected Selected 0/ Total 4 () I3 «
Topolo:
* pology Deploy Preview ) Show | All v Y
@ Control ] Name Network 1D VLANID 4  Switch Ports Status Rt
|: FPV-CommonServices_Mel. .. 20005 322 AAD1-93180LC-EX-2 DEFLOYED bo
® Monitor [} FPV-CommonServices_Net... 20005 322 AAO1-9336C-FX2-2 DEPLOYED lez
|_. FPY-CommonServices_Net... 20005 322 AAD1-93180LC-EX-1 DEFLOYED bo
f Administration [_ FPV-CommonServices_Met. .. 20005 322 AAD1-9336C-FX2-1 DEFLOYED les

© .l Data Center Network Manager L @ amn O
€@ Dashboard e
= Fabric Name: Site-A o
..‘;: Topology » Network(s) Selected
8]
@ cControl
® Monitor —
i - ;
L Administration
;E Applications
AAD1-83].E g3 C-EX-2
AADT-836 [3640C-2
AAD1-93...-FX2-1  AAD1-93..-FX2-2
@ Device Selection Options W Pending W In Sync/Success M Oui-of-Sync/Failed  In Progress B Unknown/NA

Enable Access-Layer Connectivity to FlexPod Infrastructure Networks

To enable FlexPod infrastructure networks on access-layer connections to Cisco UCS domain and NetApp stor-
age cluster, complete the steps outlined in the upcoming sections.



Enable Infrastructure Networks on Access-Layer Connections to Cisco UCS Domain

To enable infrastructure networks on the access-layer connections to Cisco UCS domain, follow these steps:
1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > Networks. Click OK to exit any pop-ups that come
up. Select the correct scope in the drop-down list next to Scope: in the top-right corner of the window.

e el Data Center Network Manager SCOPE: | Site-A v A ©  admin 03

Metwork / VRF Selection Netwaork / VRF Deployment WRF View

€ Dashboard

Fabric Selected: Site-A

* Topology Networks Selected 0 /Total 6 (7 1% ~
+ 2 ©& Show | All v |y
@ control
etwork Name etworl lama v, ateway/Subnet 'v6 Gateway/Prefix
| N k N. 4 N k ID VRF N IPvd G y/Sub IPv6 G y/Prafi
O Monitor (> [ ] FPV-CommonServices Net... 20005 FPV-Foundation. .. 10.3.171.254/24
[]  FPV-InBand-SiteA_Network 20003 FPV-Foundation... 10.1.171.254/24
Lﬁ' Administration > [ ] FPV-InfraNFS_Network 20002 A
] FPV-SCSI-A_Network 20000 NA
g Applications []  FPWISCSI-B_Network 20001 NA
j FPV-vMaotion_Metwaork 20004 MA

3. Select the networks that need to be enabled on the access-layer connection to Cisco UCS Domain. All net-
works are selected in this case. Click the Continue button.

© uh Data Center Network Manager SCOPE: | Site-A v| & @ aimn &

MNetwork / VRF Selection Network / VRF Deployment
&) Dashboard

Fabric Selected: Site-A

* Topology Networks Selected 6 /Total 6 () I

+ X B2 ® Show | All v |Y
@ cControl

”:}:E Network Name 4  Network ID VRF Name IPvd Gateway/Subnet IPv6 Gateway/Prafix
@ Monitor FPV-CommonServices Net... 20005 FPV-Foundation. .. 10.3.171.254/24

| FPY-InBand-SiteA_MNetwork 20003 FPV-Foundation... 10.1.171.254/24

S 171.254/,

I} Administration FPV-InfraNFS_Network 20002 NA

FPVHSCSI-A_Network 20000 NA
g Applications FPV-ISCSI-B_Network 20001 NA

FPV-vMation_MNetwork 20004 NA

4. Click the Detailed View button.



© . Data Center Network Manager L @ admin
Network / VRF Selection Network { VRF Deployment Detailed View
@ Dashboard ' :
+ Fabric Mame: Site-A o
* Topology «  Network(s) Selected
%)
& cControl
© Monitor —
ted . .,
4d" Administration
@ Applications
AAD1-93...-FX2-1  AA01-93..-FX2-2
@ Device Selection Options W Pending W In Sync/Success W Out-of-Sync/Failed  In Progress W Unknown/NA

5. Select Quick Filter from the drop-down list next to Show from the top menu. This will expose the filter box
above every column.

PRl © Uil Date Center Network Manager A @ amn &
Network / VRF Selection MNe VRF Deployment Topology View
€ Dashboard
Fabric Name: Site-A  Network(s) Selected Selected 0 / Total 24 (7 IF
* Topology Deploy Preview [»] Show | All v| Y
Quick Filter
L Name Network 1D VLAN ID Switch ¥ K Ad o Filt
I
& Control vanced Filter
L] FPV-InBand-SiteA_Network 20003 122 AAD1-9336C-FX2-2 Al
‘ [ FP\V-vhotion_Network 20004 3000 AAD1-8336C-FX2-2 Manage Preset Filters
® Monitor
|:| FPV-CommonServices_Met. .. 20005 322 AAD1-9336C-FX2-2
res o . []  FPV-iSCSI-&_Network 20000 3010 AAD1-9336C-FX2-1
4" Administration ©
’:I FPV-iSCSI-B_Network 20001 3020 AAD1-9336C-FX2-1
) . [_] FPV-InfraNFS_Network 20002 3050 AADT-8336C-FX2-1
@ Applications
[[]  FPV-InBand-SiteA_Network 20003 122 AAD1-9336C-FX2-1
D FPV-vMotion_MNetwork 20004 3000 AAD1-9336C-FX2-1
[]  FPv-CommonServices_Met. .. 20005 322 AAD1-9336C-FX2-1




6. Filter based on the access-layer leaf switch that connects to the Cisco UCS Domain. Select the first switch
in the vPC pair to the Cisco UCS domain. Select all networks that need to be deployed. Click on the pencil
icon to edit the previously deployed networks on the first leaf switch in the vPC pair.

© .l Data Center Network Manager A @ amn B
Metwork / VRF Selectior Metwork / VRF Deploym Tope Wiew
Dashboard ' ology
Fabric Name: Site-A  Network(s) Selected Selected 6/ Total 6 (7 L3 ~
Topolo
* P 9y History Quick Attach IE Show | Quick Filter v
& Control Name Metwork...  VLAN ID Switch ¥  Pors Status
AADT-9336C-FX: %
@ Monitor FPV-ISCSI-A_Network 20000 3010 AAD1-9336C-FX2-1 DEFLOYED
FPV-ISCSI-B_MNetwork 20001 3020 AAD1T-8336C-FX2-1 DEPLOYED
ted .. .
L Administration FPV-InfraNFS_Network 20002 3050 AAD1-93368C-FX2-1 DEFLOYED
FPY-InBand-SiteA_Network 20003 122 AADT-8336C-FX2-1 DEPLOYED
E Applications FPV-vMotion_Network 20004 3000 AAD1-9338C-FX2-1 DEFLOYED
FPY-CommonServices_Net... 20005 322 AAD1-9336C-FX2-1 DEPLOYED

7. You should see a network tab for each network and both leaf switches listed though only one switch was
selected in the previous. This is because the switches are part of a vPC pair - a configuration that gets ap-

plied to one will get applied to both. Note the box = in the Interfaces column.

Network Attachment - Attach networks for given switch(es) st

Fabric Name: Site-A

Deployment Options

@ Selpct the rove and click on the call 1o edit and sava changes

FPV-ISCSI-A_Metwork FPV-ISCSI-B_Network FPV-InfraNFS_Metwork FPV-InBand-SiteA_N > »

[— Switch & VLAN Interfaces CLI Freeform Status
AAD1-9336C-FX2-1 3010 .. | Freeform config DEPLOYED
AAD1-9336C-FX2-2 3010 Freeform config DEPLOYED

8. For the first network, click the box L] in the Interfaces column next to the first switch listed in the leaf
switch pair.



Interfaces

Interface/Ports Port Description Neighbor Info

CJ

Paort-channe!1 to fev-aali1-ucs64s4fi-a: e1/53
Port-channel2 to fxv-aal1-ucsB454fi-b: e1/53
Paort-channel3 to fuv-bb09-a300-2-01: e2a
Port-channeld to fxv-bb09-a300-2-02: e2a

Ethernet1/3

ooooogoo

Ethernet1/4

Ethernet1/7

9. In the Interfaces pop-up window, select both port-channels that go to both Cisco UCS Fabric Interconnects
in the Cisco UCS Domain.



Interfaces

Interface/Ports Port Description Neighbor Info

]

Port-channell to fxv-aa01-ucs6454fi-a: e1/53
Port-channgl2 to fuv-aal1-ucsB454fi-b: &1/53
Port-channel3 to fxv-bb09-a300-2-01: e2a
Port-channel4 to fiv-bb08-a300-2-02; e2a
Ethernet1/3

Ethernet1/4

0000 0rE

Ethernet1/7

10. Click Save. Note that the interfaces are now populated for the first switch. Click Save again.

Network Attachment - Attach networks for given switch(es)

Fabric Name: Site-A

Deployment Options

® Select the rowee and chick on the cell o edit and save changes

FPV-ISCSI-A_Network FPV-iSCSI-B_Network FPV-InfraNFS_Network FPV-InBand-SiteA_N > >

D Switch A VLAN Interfaces CLI Freeform Status
AADT-9336C-FX2-1 3010 ... | Port-channel1,Port-ch... Freeform config DEPLOYED
AAD1-9336C-FX2-2 3010 Freeform config DEPLOYED

11. The first network for the first switch now lists the Ports and the Status is now PENDING. Click the pencil icon
again.



© . Data Center Network Manager LA @ oamn O

Metwork / VRF Selection Metwork { VRF Deployment Topology View
€ Dashboard —
Fabric Name: Site-A  Network(s) Selected Selected 6 (Totalg [ I}
Topolo .
& Topology 7/ History Quick Attach B Show | Quick Filter v
@ Control Name Network...  VLAN ID Switch ¥  Ports Status
AADT-9336C-FX: %
® Monitor FPV-SCSI-A_Network 20000 3010 AAD1-9336C-FX2-1 Portcha...  PENDING
FPV-ISCSI-B_Natwork 20001 3020 AAD1-8336C-FX2-1 DEPLOYED
i - .
A Administration FPV-InfraNFS_Network 20002 3050 AAD1-9336C-FX2-1 DEPLOYED
FPV-InBand-SiteA_Network 20003 122 AAD1-8336C-FX2-1 DEPLOYED
@ Applications FPV-vMotion_Netwark 20004 3000 AAD1-8336C-FX2-1 DEPLOYED
FPV-CommonServices Net... 20005 322 AAD1-9336C-FX2-1 DEPLOYED

12. You will now see that the port/interface information is now populated for both leaf switches though the con-
figuration was only done for one switch. Cisco DCNM automatically configures both leaf switches in the
same leaf switch vPC pair.

Network Attachment - Attach networks for given switch(es)
Fabric Name: Site-A

Deployment Options

@ Soloct tha row and ciick on the coll to adit and save changes

FPV-ISCSI-A_Network FPV-iSCSI-B_Network FPV-InfraNFS_Network FPV-InBand-SiteA_N @ >

Switch = VLAN Interfaces CLI Freaform Status

AAD1-9336C-FX2-1 3010 ... | Port-channel1,Port-ch... Freeform config PENDING
AAD1-9336C-FX2-2 3010 ... | Part-channel1 Port-ch... Freeform config PENDING

13. For each network tab, repeat steps 7-9 to enable these networks on the access-layer connections to Cisco
UCS Domain. Click Save. All switches are now in PENDING state. If you click on the pencil icon again, you
will see that the ports or interfaces for the peer leaf switches are now configured as well.



© . Data Center Network Manager L @ amn 3

ork [ WRF Selection Metwork / WVRF Deployment

&) Dashboard

Fabric Name: Site-A  Network(s) Selected Selected 6 /Total 6 (9 LF
Topolo -
* pology History Quick Attach » Show | Quick Filter v
@ Control Name Networ...  VLANID Switch Y  Ports Status

AAD1-93360-FX: =

® Monitor

FPY-SCSI-4_Network 20000 3010 AAD1-9336C-FX2-1 Port-channel2, Port-channell  PENDING
FPV-SCSI-B_Network 20001 3020 AAD1-9336C-FX2-1 Port-channel2, Port-channell ~ PENDING
J:."‘ Administration FPV-InfraMFS_Network 20002 3050 AAD1-9336C-FX2-1 Port-channel2,Port-channel1 ~ PENDING
FPV-InBand-SiteA_Netwark 20003 122 AAD1-8336C-FX2-1 Part-channel2 Port-channall ~ PENDING
@ Applications FPV-vMotion_Network 20004 3000 AAD1-9336C-FX2-1 Port-channel2 Port-channell  PENDING
FPV-CommonServices_Met... 20005 322 AADN-3336C-FX2-1 Port-channel2,Port-channel1 PENDING

14. Deselect the checkbox next to all switches. Click the Preview button. Note that all networks/VLANs are be-
ing enabled on the access layer connections to Cisco UCS domain. Click the X to close the Preview window.

Preview Configuration

Select a Switch: Select a Network
AAD1-9336C-FX2-2 A FPV-ISCSI-A_MNetwork

Generated Configuration:

interface port-channell
switchport trunk allowed
switchport trunk allowed
switchport trunk allowed
switchport trunk allowed
switchport trunk allowed
switchport trunk allowed

interface port-channelz
switchport trunk allowed
switchport trunk allowed
switchport trunk allowed
switchport trunk allowed
switchport trunk allowed
switchport trunk allowed

fconfigure terminal

15. Click the Deploy button. The status should change from PENDING to IN PROGRESS to DEPLOYED.



© v Data Center Network Manager £ @ amin B

Metwork / VRF Selection Metwork { VRF Deployment Topal Wiew
€ Dashboard iogy
Fabric Name: Site-A  Network(s) Selected Selected 0 / Total 6 _Cj {} -
Topolo —
.k P 9y Deploy Preview |22 Show | Quick Filter v
@ Control [ Name Networ... VLAN ID Switch ¥  Poris Status

AADT-8336C-FX: *

® Monitor []  FPV-SCSI-A_Netwark 20000 3010 AADT-8336C-FX2-1 Part-channel2,Part-channel1 DEPLOYED
[_] FPV-SCSI-B_Network 20001 ao20 AADT-9336C-FX21 Port-channel2, Port-channel1 DEPLOYED
l{} Administration []  FPW-InfraNF5_Network 20002 3050 AAD1-9336C-FX2-1 Part-channal2,Part-channall  DEPLOYED
[ ] FPV-InBand-SiteA_MNetwork 20003 122 AADT-9336C-FX2-1 Port-channel2, Port-channell DEFLOYED
@ Applications []  FPV-vMotion_Network 20004 3000 AAD1-9336C-FX2-1 Part-channel2,Part-channal1 DEPLOYED
[]  FPV-CommonServices Met... 20005 322 AADT-9336C-FX2-1 Port-channel2,Port-channel1 DEPLOYED

Enable Infrastructure Networks on Access-Layer Connections to NetApp Storage Cluster
To enable infrastructure networks on the access-layer connections to the NetApp storage cluster, follow these
steps:

1. Repeat steps 1-5 from the previous section. However, select the following infrastructure networks from the
list below that needs to be enabled on the access-layer connection to the NetApp storage cluster.

© . Dala Cenler Network Manager SCOPE: | site-A v A @ amn O
n Dashboard Metwork | VRF Selection Metwork / VRF Deployment
Fabric Selected: Site-A

* Topology Networks Selected 4 /Total 8 (7 L3 ~

+ X |2 & Show Al v| v
@ Control

[_‘ Network Name - Metwork 1D VRF Name IPv4 Gateway/Subnet IPvE Gateway/Prefix
O Monitor II_' FPV-App-1_Network 21001 FPV-Application. .. 172.22.1.254/24

[_' FPV-App-2_Network 21002 FPV-Application... 172.22.2.254/24
Lﬂ' Administration [— FPV-App-3_Network 21003 FPY-Application... 172.22.3.254/24

[7]  FPV-CommonServices_Net... 20005 FPY-Foundation... 10.3.171.254/24
g Applications FPV-InBand-SiteA_Network 20003 FPV-Foundation...  10.1.171.254/24

FPV-InfraNFS_Network 20002 N&

FPV-SCSI-A_Network 20000 MNA

FPV-SCSI-B_Network 20001 NA

[_' FPW-vMaotion_Metwork 20004 MA

2. Filter on the first leaf switch in the vPC pair to the NetApp Storage cluster.



© .l Data Center Network Manager L @ amn O
Metwork / WVRF Selection Metwork / VRF Deployment Topalogy View
& Dashboard L :
Fabric Name: Site-A  Network(s) Selected Selected 4 /Total 4 (7 X3~
-
Topolo
.:: P 9y / History Quick Attach EI Show | Quick Filter v
& Control Name 4 Network ID VLAN ID Switch Ports Status
AADT-9336C-FX %
® Monitor FPV-InBand-SiteA_Network 20003 122 AAD1-9336C-FX2-1 Port-channel2, Port-channel1 DEPLOYE
FPV-InfraNFS_Metwork 20002 3080 AADT-B336C-FX2-1 Paort-channel2,Port-channelt .. DEPLOYE
e - .
l Administration (> FPV-ISCSI-A_Network 20000 3010 AAD1-9336C-FX2-1 Port-channel2, Port-channel1. .. DEPLOYE
FPV-ISCSI-B_Network 20001 3020 AAD1-9336C-FX2-1 Part-channel2,Port-channel1... DEPLOYE

3. Click on the pencil icon from the menu.

Network Attachment - Attach networks for given switch(es)

Fabric Mame: Site-A

Deployment Options

@ Select the row and click on the cell to sl and save changes

FPV-ISCSI-A_Network FPV-ISCSI-B_Network FPV-InfraNFS_Network FP\-InBand-Si > >

D Switch & VLAN Interfaces CLI Freefarm Status

AAD1-9336C-FX21 3010 ... | Port-channel1,Port-... Freaform config DEPLOYED
AA01-9336C-FX2-2 a0 ... | Port-channell Port-... Freeform config DEFLOYED

4. For the first network, click the box = in the Interfaces column next to the first switch listed in the leaf
switch pair. Select the Interfaces/Ports that connect to the NetApp Storage cluster. In this case, two port-
channels going to Cisco UCS domain were already configured for these networks - however, two additional
port-channels going to NetApp had to be selected in this step.



Interfaces

Interface/Ports Port Type Port Description Neighbor Info
Porl-channel1 trunk to fxv-aal1-ucsB454fi-a: e1/53

Por-channel2 trunk to fxv-aal1-ucsBA54fi-b: 1/53

Port-channel3 trunk to fxv-bh08-a300-2-01: a2a

Port-channel4 trunk to fxv-bb09-a300-2-02: e2a

Ethernet1/3 trunk

Ethemet1/4 trunk

Ethemet1/7 trunk

5. Click Save.

6. Repeat steps 4-5 for each network tab. Click Save. Note that the status of these networks are in PENDING
state at this stage. Scroll to the right as needed to see all columns available in this view.

© Il Datz Conler Network Manaoer

Matwork { VRF Selaction MNetwork  VRF Deploymeant

& Dashboard

Fabric Name: Slte-A  Network(s) Sefected Selected 4/ Total 4 (5 IF
-
Topolo C ] -
k R ay / History | Quick Attach Quick Detach Show | Quick Filter v Y
& Control Name Network D VLAN ID Switch Parts A
| | | AAO1-93360-FX: %

G) Manitor FPV-iSCSI-A_Metwork 20000 3010 AADT-8336C-FX2-1 Part-channal2.Part-channal1.Part-channal4, Port-channel3

FPV-ISCSI-B_Metwork 20001 3020 AAD1-9336C-FX2-1 Fart-channelz,Part-channe|1,Part-channeld, Fort-channel3
e o o -

‘. Administration FPV-InfraMFS_Metwork 20002 3050 AADT-H336C-FX2-1 Part-channalZ Part-channali. Port-channeld, Port-channel3

FPV-InBand-SiteA_Network 20003 122 AADT-9336C-FX2-1 Fort-channelz Part-channe|1.Port-channeld Fort-channel3

7. Deselect all networks. Click the Preview button to see the pending changes. Click the X to close the win-
dow.

8. Click the Deploy button. The status should go from PENDING to IN PROGRESS to DEPLOYED. Scroll to the
right as needed to see all columns available in this view.



© ol Data Certer Network Manager

Metwork [ VREF Selection Metwark £ VRF Deployment
€ Dashboard - = ! Alaymet

Fabric Narne: Site-4  Network(s) Selected

¢ Topology

Daploy Praview
& Control [ Mame Network ID
® Monitor "1 FPVHSCSI-A_Network 20000
1 FRVHSCSIE_Melwork 20001
ol o] ;
A Administration "] FPW-InfraNFS_Metwork 20002

FPV-InBand-SiteA_Metwerk 20003

VLAN...

3010
3020

3060

Switch

AADT-HIEE0-FX <

MAD-E3360-FRE1
AR AEIEC-FXRE-1
AA0T-A3360-FX2-1

AMIT-93360-FXE-1

Forts A

Fort-channelZ, Port-channel1,Port-channeld, Port-channe 3
Por-channelZ Parl-channal 1 Porl-channeld. Porl-channald
Fort-channel 2, Part-channal 1, Por-channeld, Port-channa 3

Pori-channel2, Port-channel1 Port-channeld, Port-channel3

Show|

Status

DEPLCYED
DEPLOYED
DEFLOYED

DEPLCYED

Enable External Connectivity for FlexPod Infrastructure Networks

To enable access to external/outside networks from the FlexPod infrastructure tenant, follow these steps:

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > VRFs. Click OK to exit any pop-ups that come up.
Select the correct scope in the drop-down list next to Scope: in the top-right corner of the window. Select
the Tenants that need access to external or outside networks. Click the Continue button.

&) Dashboard

* Topology VRFs
+| | 7 X & | &

& Control

[]  VRF Name

® Monitor FPV-Foundation_VRF

© . Data Center Network Manager

Network [ VRF Selection Network / VRF Deployment

SCOPE:  Site-A | &2 @ admn 3

Natwark View

Fabric Selected: Site-A

A  VRFID

30000

Selected 1/ Total 1 (7 ¢ =

Show | All

Status

DEPLOYED

Caontinue

v | Y

3. Click the Detailed View button.



© . Data Center Network Manager 2 @ on o
f Dashboard Network / VRF Selection Ne RF Deployment Detalled\ﬂew
+ Fabric Name: Site-A
* Topology + VRF(s) Selected .
)

& Control

® Monitor

JF Administration

5’ Applications

AAD1-83...-FX2-1  AAD1-93...-FX2-2

4. Select and click the arrow on the Switch column to sort based on hostname. Select the two border switches
that provide connectivity to external/outside networks. Click on the pencil icon to edit the Tenant VRF.

© . Data Center Network Manager 2 @ amn O
n Dashboard Metwork | VRF Selection Metwork / VRF Deployment Topology View
Fabric Mams. Site-A  VRF(s) Selected Selected 2 / Totald (7 IF «
Topolo
* pology History Quick Attach [»] Show Al vy Y
& Control () Nama VRF ID VLAN ID Switch 4  Status Role
FPV-Foundation VRF 30000 3500 AAD1-93180LC-EX-1 DEPLOYED border
@ Monitor FPV-Foundation_VREF 30000 3500 AAD1-93180LC-EX-2 DEPLOYED border
|| FPV-Foundation_VRF 30000 3500 AADT-8336C-FX2-1 DEPLOYED leaf
lﬁ' Administration —] FPV-Foundation_VRF 30000 3500 AAQ1-9336C-FX2-2 DEPLOYED leaf

5. In the VRF Extension Attachment - Attach extensions pop-up window, click on the icon in the Extend col-
umn for the first Border switch. Scroll to the right as needed to see all columns available in this view.



VRF Extension Attachment - Attach extensions for given switch(es)

Fabric Name: Site-4
Deployment Options

(@) Soioct the row and zik on e ool et and sawe changes

FPV-Foundation_VRF
Loophack Id Loophack |Pv4 Address

Switch VLAN Extend CLI Fresform Status

AAD1-93180LC-EX-2 3500 NONE Freeform config}  DEPLOYED
AAD1-03180LC-EX-1 3500  NONE Fraeform config}  DEPLOYED

6. From the Extend column, select VRF-Lite from the drop-down list.

VRF Extension Attachment - Attach extensions for given switch(es)

Fabric Name: Sita-4
Deployment Options

@ Sainct e rmw and ciok an the ool to it and save changas

| FPV-Foundation_VRF |

Switch VLAN Extend CLI Freeform Loopback Id Loopback IPvd Addr

AAN-931AOLC-EX-1

| 3500 ] [ NONE [+ l

3500 VRF_LITE ‘ Freeform config)  DEPLOYED

NOMNE

7. The window will now expand to include the interfaces that can be used to extend the VRF using VRF-Lite to
the External Gateway. In the Extension Details section, select all relevant switches and interfaces where the
VRF should be extended. Scroll to the right as needed to see all columns available in this view.



VRF Extension Attachment - Attach extensions for given switch(es)

Fabric Name: Site-A
Deployment Options

@ swivet sie row sl click w0

FPW-Foundation_VRF
Switch

AAD-93 BOLC-EX-2

AAD -8 BOLE-EX-1

@ Extension Details

E Source Switch -

AAD1-83180LC-EX-2
AAD1-83180LC-EX-2

sl s chianges

VLAN Extend CLI Freeform Status

3500 VRE_LITE DEPLOYED

3500 NONE DEPLOYED

Type IF_NAME Dest. Switch Dest. Interf. .. DOTIG...
VRF_LI... Ethemetlil  AA-East-Enterprise-1  Ethemetd/s 2
VRF_LI... Ethemetliz  AA-East-Enterprise-2  Ethemetd/s z

Loopback Id Loopback |Pvd4 Address

IP_MASK NEIGHBOR_IP

10.11.99.13/30 10.11.99.14
10.11.98.10

10.11.99.8/30

From the PEER_VRF_NAME column, specify the name that should be used for the VRF in the External Gate-
way switch that connects to this Border switch. Repeat this step for each Border switch in the list.

VRF Extension Attachment - Attach extensions for given switch(es)

Fabric Name: Sitg-A
Deployment Options

(@ samct tha row and siick an

FPV-Foundation VRF

[ switch
AADT-93180LC-EX-2
AADT-93180LC-EX-1

Extension Details

MEIGHBOR_IP

3 e c5i i A SO S5 ATANRAS

YLAN Extend CLI Freeform Status
3500 VRF_LITE @ Freeform config)  DEPLOYED
3500 NONE Freeform config)  DEPLOYED

MEIGHBOR_ASN

IPVE_MASK IPVY6_NEIGHBOR

L hack Id Loopback IPv4 Address Y

AUTO_VRF_LITE_...  PEER_VRF_NAME

FPY-Foundation VRF|

3130 10.11.98.14

10.11.99.10

65011

true




9. Repeat steps 5-8 for the second Border switch in the list.

VRF Extension Attachment - Attach extensions for given switch(es)

Fabric Name: Site-A
Deployment Options

@ Selact the row and cick on e call is et and seae charges

FPV-Foundation VRF

|:| Switch VLAN Extend CLI Freaform Status Loopback Id Loophack |Pv4 Address

AAD1-93180LC-EX-2 3500  VRF LITE PENDING
AA01-03180LC-EX-1 3500 VRF_LITE Fresform config) ~ PENDING

Extension Details

Dest. Switch Dest. Interf... DOT1... IP_MASK MEIGHBOR. .. NEIG... b AUTO_VRF_LITE_F... PEER_VRF_NAME

Ab-Easl-Enterprise-1 Ethernetd/d 2 10.11.99.5/30 10.11.99.6 G501 Irise FPW-Foundation_VRF
Ad-East-Enterprise-2 Ethernetd/4 bt 10.11.99.1/30 10.11.99.2 65011 true FPV-Foundation_VRF
Ad-East-Enterprise-1 Ethernetd/8 2 10.11.99.13/30 10.11.99.14 65011 true FPV-Foundation_VRF
AA-East-Entarprise-2 Ethernatd/8 2 10.11.99.8/30 10.11.89.10 63011 true FPV-Foundation_VRF

10. Click Save. The VRF configuration on the Border switches are now in a PENDING state.

© I Data Center Netwark Manager 2 0 wmn B
Beaileam Metwark / VRF Selsction Metwork / VRF Deployment Topalogy View
Fabric Namea: Site-A  VRF(s) Selected Saelacted 2/ Total 4 () L ~
Topolo
¥ a9y History Quick Attach Quick Detach Show Al AAE 4
Control ] Name VRF ID VLAN ID Switch 4  Status Role Fabric N
FFY-Foundation_VRF 30000 3500 AAD1-93180LC-EX-1 PEMDING border Site-A
Monitor FPY-Foundation_VRF 30000 500 AAN-9HBOLC-EX-2 PEMNDING border Site-A
: FPV-Foundation VRF 30000 3500 AAG-9338C-FX2-1 DEPLOYED leaf Site-A
[l FPV-Foundation_WRF 30000 3500 AAMD1-9336C-FX2-2 DEPLOYED leaf Site-i

Administration

11. Deselect both Border switches. Click the Preview button to view the pending configuration changes.




Preview Configuration

Select a Switch: Select a VRF
AAD1-93180LC-EX- ¥ FPY-Foundation_VRF

Generated Configuration:

configure profile FPV-Foundation VRF_new
vlan 3500
name FFV_Foundation VRF_VLAN
vn-segment 30000
interface V1an3500
description FPV_Foundaticn_ VRF_Interface
vrf member fpv-foundation wrf
ip forward
ipve address use-link-local-only
no ip redirects
no ipvé redirects
mtu 9216
no shutdown
vrf context fpy-foundation vrf
description FPV_Foundation_VRF
vol 30000
rd auto
address-family ipv4 unicast
route-target both auto
route-target both auto evpn
ip route 0.0.0.0/0 10.11.99.14

Preview Configuration

Select a Switch: Select a VRF
AA01-93180LC-EX-1 ¥ FPV-Foundation_VRF

Generated Configuration:

ip route 0.0.0.0/0 10.11.99.14
ip route 0.0.0.0/0 10.11.99.10
address-family ipvé unicast
route-target both auto
route-target both auto evpn
router bgp 65001
vrf fpv-foundation wrf
address-family ipvd unicast
advertise l2vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet
maximum-paths ibgp 2
network 0.0.0.0/0
address—-family ipvé unicast
advertise l2vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet
maximum-paths ibgp 2
neighbor 10.11.59.14
remote-as 65011
address-family ipv4 unicast
send-community both
route-map extcon-rmap-filter out
neighbor 10.11.99.10




Preview Configuration

Select a Switch: Select a VRF
AAD1-03180LC-EX- ¥ FPV-Foundation_VRF

Generated Caonfiguration:
send-community both
route-map extcon-rmap-filter out
neighbor 10.11.99.10
remote-as 65011
address-family ipv4 unicast
send-community both
route-map extcon-rmap-filter out
interface ethernetl/1.2
encapsulation dotlg 2
vrf member fpv-foundation_vrf
ip address 10.11.99.13/30
no shutdown
interface ethernetl/2.2
encapsulation dotlg 2
vrf member fpv-foundation wvrf
ip address 10.11.99.9/30
no shutdown
interface nvel
member vni 30000 associate-vrf
configure terminal
refresh profile FPV-Foundation VRF FPV-Foundation VRF new overwrite
configure terminal

12. Click the X to close the Preview window. Click the Deploy button. The Status column should go from
PENDING to IN PROGRESS to DEPLOYED.

@ b Datz Center Network Manager £ O amn O
Dashboard Metwork / VRF Selection Metwork { VRF Deployn Topolagy Viaw
Fabric Name: Site-A  VRF(s) Selected Selected 0/ Totald  (J IF -
Topolo
pology Deploy Preview Show | Al *x Y
& Control |:| Name VRF ID VLAN ID Switch 4 Status Role Fabric N
j FPV-Foundation_VRF 30000 3500 AADT-93180LC-EXA1 DEFPLOYED border Site-A
Monitor ] FPV-Foundation_VRF 30000 3500 AADT-93180LC-EX-2 DEFLOYED border Site-A
J FPV-Faundation_VRF SO0 S50 AADT-BE36C-FX2-1 DEPLOYED leaf Site-A
Administration _I FPV-Faundation VRF 0000 3500 AADT-B336C-FX2-2 DEPLOYED leafl Sile-f

13. From the left navigation bar, select Control > Fabrics > Fabric Builder.
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admin {3

Dashboard

Topology

54 mena

Select an cxisling

a VHLAN
7 (POARL et e roles of the switchas ang

rcs 1o

Control

Monitor

Administration
Fabrics (2)
E Applications

Site-A A X

A X

SiteA_External

Type: Switch Fabric

ASN: BSOEL

Replication Mode: Multicast
Technology: WELAN Fahric

Type: Externol
ASN: 65811

14. Select the external fabric from the list. Note that the external gateways are Out-of-Sync/Failed state.

© vl Dara Cerrer Netwark Manager SCOPE: | SitcA Extomal v

!- 0 admin Q

Save & Daploy

Dashboard € Fabric Builder: Site®_Fxterral A

Actions -

Topology

Monitor

Administration

E Applications

+ = £

Tabwular view

7 Refresh topology
B Save ayout
X Dalete saved layout

Custom savad leyout

&3 Re-sync Fabric
) Rastors Fabric

=) Sackup Mow

+ Add switches

3 Fabric Settings

¥

AQ7-7004...prise-1 A07-7004...prise-2

B Fending W In Sync/Success B Out-of-SynoFailed

In Progress W UnknowndA

15. Click the Save & Deploy button.

Note that there are ’30 lines’ of changes.



Config Deployment

Step 2. Configuration Deployment Status

Switch Name IP Address Switch Serial Preview Config Status Re-sync Progress
ADT-T004-1-A. .. 172.26.163.115 JAF1B41BKA. .. 30 lines Out-of-Sync @
ADT-7004-2-A . 172.26.163.116 JAF1641BJS. .. 30 lines Out-of-Sync @

16. Click on the ’30 lines’ to preview the pending changes.

Preview Config - Switch (172.26.163.115)
Pending Config Side-by-side Comparison

wrf context fpv-foundotion_vef
address-family ipwd unicast
exit
router bgo G5@11
wrf fpv-foundation vrf
oddress-family ipw4 unicost
neighbor 19.11.99.13
remote-as G581
address-family ipwd unicast
send-cormun ity both

exit

exit
neighbor 18.11.99.5
remate-as 65891
address-fomily ipvd unicast
send-cormunity both
configure terminal
interface ethernetd/q.2
wrf member fpy-foundation_vef
mtu 9216
encapsulation dotlq 2
ip address 1B.11.99.6/38
no shutdown
interface ethernetds/&. 2
wrf mesber fpv-foundation_vef
mtu 9216
encapsulation dotlg 2
ip address 18.11.99.14/30
no shutdown
configure terminal




17. Click the X to close the Preview window

Preview Config - Switch (172.26.163.116)

Pending Config Side-by-side Comparison

wrf context fpw-foundotion_wrf
address-Family ipwl unicast
exit
router bgp G511
wrf fpu-foundotion_vrf
address-family ipwd unicast
neighbor 18.11.99.1
remote-os G581
address-family ipwd unicast
send-comrunity both
exit
exit
neighbor 10,11.99.9
remote-os GSEE1
address-forily ipwd unicast
send-comrunity both
configure terminol
interface ethernet4/4.2
wrf member fov-foundation vrf
ritu 9216
encapsulotion dotlg 2
ip address 1@,711.99.2/30
no shutdown
interface ethernetd 4.2
wrf member fpyv-foundation_wef
rity 9216
encapsulotion dotlg 2
ip address 1@.11.9%.10/30
no shutdown
configure terminol

Config Deployment

Step 2. Configuration Deployment Status

Switch Name IP Address Status Status Description

ADT-7004-1-A. 172.26.163.115 STARTED

ADT-TO04-2-A. 172.26.163.116 STARTED

. Click the Deploy Config button.

Deployment in progress.

Deployment in progress.

Progress
EX3
[z

Deployment pop-up window.

18. When the deployment completes and the Status is COMPLETED, click the Close button to close the Config
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19. The external fabric switches are back to an In Sync/Success state.

Enable Network Connectivity for FlexPod Applications

In this design, Applications are deployed in a dedicated Tenant, separate from the FlexPod infrastructure Tenant.
To enable access to FlexPod Application Tenant VMs hosted on the FlexPod infrastructure, the Application Ten-
ant and networks must be first deployed in the VXLAN fabric. In this design, the FlexPod Application traffic is
part a separate tenant/VRF (FPV-Application_VRF), dedicated to Application traffic. This tenant is used by the
applications workloads hosted on the FlexPod Virtual Server Infrastructure (VSI).

Setup Information

The configuration parameters for deploying the FlexPod infrastructure networks in Site-A datacenter fabric are
provided below.

Table 15. Data Center Information
Table 16. Application Tenant/VRF

VRF Name VRF VLAN Name VRF Interface Description VRF Description

FPV_Application_VRF_VLAN | FPV_Application_VRF_Interface | FPV_Application_VRF




Table 17. Application Networks (FPV-Application_VRF)

VLAN Name VLAN VLAN Name Forwarding | IP VXLAN
Subnet/Gateway* | Network ID

(VNID)

FPV-App-1_VLAN MTU =
1007 Layer 3 172.22.1.254/24 | 21001 9216

FPV-App-1_Interface

FPV-App-2_VLAN MTU =
1002 Layer 3 172.22.2.254/24 | 21002 9216

FPV-App-2_Interface

FPV-App-3_VLAN MTU =
1003 Layer 3 172.22.3.254/24 | 21003 9216

FPV-App-3_Interface

* Gateway IP is specified only for L3 Forwarding and when the default gateway is in the VXLAN Fabric

Table 18. Application Storage Networks (FPV-Application_VRF)

IP Subnet VXLAN
/Gateway* Network

ID (VNID)
3057 | FPV-App1-NFS_VLAN Layer 2 Only | 192.168.51.0/24 | 21004 App-1 NFS

Network Name VLAN | VLAN Name Forwarding Notes

3012 | FPV-App2-iSCSI-A_VLAN | Layer 2 Only | 192.168.12.0/24 | 21005 | App-2 iSCSI

3022 | FPV-App2-iSCSI-B_VLAN | Layer 2 Only | 192.168.22.0/24 | 21006 | App-2 iSCSI

3053 | FPV-App3-NFS_VLAN Layer 2 Only | 192.168.53.0/24 | 21007 | App-3 NFS

3013 | FPV-App3-iSCSI-A_VLAN | Layer 2 Only | 192.168.13.0/24 | 21008 | App-3iSCS|

3023 | FPV-App3-iSCSI-B_VLAN | Layer 2 Only | 192.168.23.0/24 | 21009 | App-3iSCSI

* Gateway IP is specified only for L3 Forwarding and when the default gateway is in the VXLAN Fabric

Deploy FlexPod Application Tenant in Cisco DCNM

To create the FlexPod Application Tenant in Cisco DCNM, use the Setup Information provided above to follow
these steps:

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > VRFs. Click OK in the pop-window that complains
about an Unsupported Fabric Data Center selected. Use Scope: to change the scope to Site-A.



© . Daia Center Network Manager SCOPE: Sitc-A v & @ aimn G

n Dashboard Metwaork / VRF Selaction MNetwork / VRF Deploymeant MNetwiork View
Fabric Selected: Site-A
.o&: Topology VRFs Selected 1 /Total1 (9 L}
+| |7 X| | & Show Al v |y

@ Control

[]  VRF Name A  VRFID Status
® Monitor FPV-Foundation_VRF 30000 DEPLOYED

3. Click on the [+] icon to deploy a new Tenant VRF for the FlexPod infrastructure traffic. Specify a VRF VLAN
Name, VRF Interface Description and VRF Description. Leave everything else as-is.

Create VRF

¥ VRF Information
* YRFID | 30001
* VRF Name = FPV-Application_VRF
* VRF Template = Default_VRF_Universal v

* .
VRF Extension Default WVRF_Extension_Universal

Template
VLAN ID Propose VLAN e
¥ VRF Profile
PR VRF Vlan Name = FPV-Application_VRF_VLAN /U if = 32 chars enable:system vian long-name
VRF Intf Description | FPV-Application_VRF_Interface Q:'

VRF Description = FPV-Application_VRF

Create VRF

4. Click the Create VRF button. A small pop-up box will appear in the bottom-right corner to confirm that the
VRF was created successfully.
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5. Click the Continue button.
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6. Click the Detailed View button.




© il Data Center Network Manager 2 @ admn &
n Dashboard MNetwork { VRF Selection Metwork { VRF Deployment
Fabric Name: Site-A  VRF(s) Selected Selected 0/ Total 4 (7 I3 ~
';z: Topology Deploy | Preview | [»] Show Al v | Y|
@ Control f Name 4  VRFID VLAN ID Switch Status Role
[]  FPv-Application_VRF 30001 AAQ1-931B0LC-EX-2  NA border
@ Monitor ’:| FPV-Application_VRF 30001 AAD1-9336C-FX2-2 MNA leaf
’:| FPV-Application_VRF 30001 AAD1-93180LC-EX-1 MA border
L‘m Administration |:| FPV-Application_VRF 30001 AAD1-9336C-FX2-1 NA leaf

7. Select the checkbox for all Leaf and Border switches in the list. Click the Quick Attach button.

Confirm: Attach all selected VRF(s) to selected switches
using the default or next available VLAN. Further edits
may be needed for interface or extension Attachment.

Warning: All device level as well as interface altachments for the
selected VRF(s) will be removed on selected swifches.

m Cancel

8. Click OK.
© ;1 Data Center Network Manager 2 0 o O
Metwork ! WVRF Selection Metwork / VRF Deployment Topology View
£ Dashboard
Fabric Name. Site-A VRF(s) Selected Selected 0/ Total 4 (5 I +
Topology — —
* pology | Deploy Preview [ Show | All v |Y
& c ontrol [ mName 4  VYRFID VLAN ID Switch Status Role
[1  FPv-Application VRF 30001 3501 AAD1-93180LC-EX-2 PENDING border
® Monitor []  FPv-application_VRF 30001 3501 AAD1-9336C-FX2-2  PENDING leaf
[]  FPv-Application_VRF 30001 3501 AADT-93180LC-EX-1 PENDING border
L{} Administration D FPV-Application_VRF 30001 3501 ARDT-9336C-FX2-1 PENDING leaf

9. Click the Preview button to preview the pending configuration on all the Leaf and Border switches.



Preview Configuration

Select a Switch: Select a VRF
AA01-93180LC-EX-: ¥ FPV-Application_VRF

Generated Configuration:

configure profile FPV-Application VRF

vlan 3501
name FPV-Application VRF VLAN
vn-segment 30001

interface Vl1an3501
description FPV-Application VRF_Interface
vrf member fpv-application wrf
ip forward
ipve address use-link-local-only
no ip redirects
no ipvé redirects
mtu 9216
no shutdown

vrf context fpv-application_vrf
description FPV-Application_ VRF
vni 30001
rd auto
address—family ipwv4 unicast

route-target both auto
route-target both auto evpn

address-family ipw6é unicast




Preview Configuration

Select a Switch: Select a VRF
AA01-93180LC-EX-] ¥ FPV-Application VRF

Generated Configuration:
rd auto
address-family ipv4 unicast
route-target both auto
route-target both auto evpn
address-family ipvé unicast
route-target both auto
route-target both auto evpn
router bgp 65001
vrf fpv-application wrf
address—-family ipv4 unicast
advertise l2vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet
maximum-paths ibgp 2
address-family ipvé unicast
advertise l2vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet
maximum-paths ibgp 2
interface nvel
member vni 30001 associate-vrf
configure terminal
apply profile FEV-Application VRF
configure terminal

10. Click the X to close the Preview Configuration window. Click the Deploy button. Once the configuration is
deployed, the Status go from PENDING to IN PROGRESS to DEPLOYED. Click the Topology View button.

© ol Data Center Network Manager 2 O admn
° Dashboard MNetwork ( VRF Selection Network { VRF Deployment Topology Yiew

Fabric Name: Site-A VRF(s) Selected Selected 0/ Totald (5 I~
-

Topolo

k pology Deploy Preview ) Show  All v |Y
& Control []  MName 4  VRFID VLAN ID Switch Status Role

[]  FPw-Application_VRF 30001 3501 AAD1-93180LC-EX-2  DEPLOYED border
® Monitor []  FP\-Application_VRF 30001 3501 AAD1-B33EC-FX2-2 DEPLOYED leaf

FPV-Application_VRF 30001 3501 AAD1-83180LC-EX-1 DEPLOYED border
ppl !

‘f’ Administration [ FPw-Application_VRF 30001 3501 AAD1-B33EC-FX2-1 DEPLOYED leaf

11. In the Topology View to see the where the selected VRF is deployed in the Site-A topology.



© .l Data Center Network Manager A @ aimin
o aehbaa Network / WVRF Selection MNetwark / VRF Deployment Deploy
« Fabric Name: Sife-A
.‘;; Topology «  VRF(s) Selected @
(4]
@ cControl
® Monitor O
Tt . . .
4 Administration
@ Applications
AAD1-93...-FX2-1  AAD1-93...-FX2-2
@ Device Selection Options ® Pending ™ In Sync/Success W Out-of-Sync/Failed — In Frogress W Unknown/NA

Deploy FlexPod Application Networks

The Applications networks are deployed in this design in Layer 3 mode where the traffic is Layer 3 forwarded by
the fabric and the gateway is a distributed anycast gateway in the VXLAN fabric.

To create the FlexPod Application Tenant networks in Cisco DCNM, use the Setup Information provided above
and follow these steps:

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > Networks.



© . Dala Cenler Nelwork Manager SCOPE: | Site-A v 2 @ admin
n Dashboard Metwork / VRF Selection Metwork / VRF Deployment WRF Wiew
Fabric Selected: Site-A
:;: Topology Networks Selected 0/ Total 6 () L%~
+ ? ® Show | All v v
@ Control
[[]  MNetwork Name 4 Network ID VRF Name IPv4 Gateway/Subnet IPv6 Gate... Status
® Monitor .| FPV-CommonServices_Neat... 20005 FPV-Foundation. .. 10.3.171.254/24 DEPLOYED
| FPW-InBand-SiteA_Metwaork 20003 FPV-Foundation. .. 10.1.171.254/24 DEPLOYED
12 A - ] X
X Administration .| FPV-InfraNF5_Network 20002 NA DEPLOYED
] FPW-iSCSI-A_Network 20000 NA DEPLOYED
g Applications | FPV-iSCSI-B_Network 20001 MNA DEPLOYED
: FPV-yMotion_Metwork 20004 MA DEPLOYED

3. Click on the [+] icon to deploy a new Tenant network for the FlexPod infrastructure traffic. Specify a Net-
work Name, VRF Name. In this deployment, we are specifying the VLAN ID we specifically want to use but
you can optionally let DCNM pick up one from the defined pool in Fabric Settings. Specify a VLAN ID. In the
Network Profile > General section of the window, specify a IPv4 Gateway/Network, VLAN Name, Interface
Description and MTU. Leave everything else as-is.



Create Network

¥ Network Information
* Network ID | 21001
* Network Name | FPV-App-1_Network
* VRF Name | FPV-Application_VRF
Layer 2 Only O
* Network Template | Default_Network_Universal

* Network Extension
Template

VLANID | 1001 Propose VLAN @

Default_Network_Extension_Univer ¥

¥ Network Profile

Generate Multicast IP @Please click only to generate a New Multicast Group Address and overide the default value!

Advanced

IPv4 Gateway/NetMask | 172.22.1.254/24 fy axample 192.0.2.1/24

IPv6 Gateway/Prefix example 2007:db8::1/64
Vian Name | FPV-App-1_VLAN (i) if = 32 chars enable:system vian long-name
Interface Description | FPV-App-1_Interface
MTU for L3 interface | 9216 (i) 68-9216
IPv4 Secondary GW1 (i) example 192.0.2.1/24

IPv4 Secondary GW2 (7) example 192.0.2.1/24

Create Network

4. In the Network Profile > Advanced section of the window, enable ARP Suppression. Leave everything as-
is.



Create Network

¥ Network Information
* Network ID 21001
* Network Name = FPV-App-1_Network
* VRF Name FPV-Application_VRF
Layer 2 Only l:
* Network Template = Default_Network_Universal v

* Network Extension
Template

VLANID 1001 Propose VLAN @

Default_Metwork_Extension_Univer W

¥ Network Profile

Generate Multicast IP @Piease click only to generate a New Multicast Group Address and overide the default value!

General ARP Suppression @

- Ingress Replication (1) Read-only per network, Fabric-wide setting
Multicast Group T
Address | 239110 @
DHCPv4 Server 1 (i) DHCP Relay IP

DHCPv4 Server 2 i) DHCP Relay IP

DHCPv4 Server VRF

Loopback ID for DHCP
Relay interface {Min:0,
Max:1023)

Create Network

5. Click the Create Network button.

© lub Data Center Network Manager SCOPE: | Site-A v £ @ admin O
Metwork / VRF Selection Metwork / VRF Deployment

£ Dashboard
Fabric Selected: Site-A

-‘Z: Topology Networks Selected 1 /Total 7 (9 LF +
+| |7 X & & Show | Al vy |y
@ Control [[]  Metwork Name VRF Name IPv4 Gateway/Subnet IPv6 ... Status
FPV-App-1_Network 21001 FPV-Application VRF  172.22 1.254/24 NA
® Monitor (> . .
[} FPv-CommanServices Network 20005 FPV-Foundation VRF  10.3.171.254/24 DEPLOYED
2 ] FPV-wMotion_Network 20004 NA DEPLOYED
4" Administration © ) .
[]  FP\-InBand-SiteA_Network 20003 FPV-Foundation_VRF  10.1.171.254/24 DEPLOYED
@ []  FP-InfraNFS_Network 20002 NA DEPLOYED
Applications
212 [ FPV-ISCSI-B_Network 20001 MA DEPLOYED

[]  FPV-iISCSI-A_Network 20000 NA DEPLOYED




6. Click the Continue button.

x © . Data Center Network Manager A @ amn
n Dashboard Metwork [ VRF Selection Metwork / WVRF Depl i_";.-"":l'l D[}I]h:l'p‘ Dewlbd \"‘ew
« Fabric Name: Site-A ®
“;: Topology + Network(s) Selected
%]
@ Control
® Monitor U
ey ref .
4" Administration @
AADT-93[.E 83(..C-EX-2
@ Applications
AAD1-9 364C-2
AADT-93.-FX2-1  AAO01-93..-FX2-2
@ Device Selection Options B Pending W In Sync/Success W Qut-of-Sync/Failed  In Progress W Unknown/NA

7. Click the Detailed View button. Select the Leaf switches where these networks need to be deployed. Click
the Quick Attach button. You can decide which switches to deploy this network on.

© Ui Data Center Network Manager 2 @ admn 3
Mebtwork / VEF Selection M k ! WRF Deployment Topclogy View
€ Dashboard
Fabric Name: Site-A  Network(s) Selected Selected 2/ Total 4 (7 I3 »
*.;: Topology 7 History Quick Attach ») Show Al v Y
[ ] Name Network ID VLAN ID Switch v Ports
@ Control
FPV-App-1_Network 21001 AAD1-9336C-FX2-2
FPV-App-1_Network 21001 AAD1-9336C-FX2-1
® Monitor
| FPV-App-1_Network 21001 AAD1-93180LC-EX-2
2 [ FPV-App-1_Network 21001 AAD1-931B0LC-EX-1
L Administration

8. Click OK.



Confirm: Attach all selected Network(s) to selected
switches using the default or next available VLAN.
Further edits may be needed for interface or extension
Attachment.

Warning: All device level as well as inferface aftachments for the

selected Network(s) will be removed on selected switches.

| Cancel

9. Click the Preview button to view pending changes.

Preview Configuration

Select a Switch: Select a Network
AA01-9336CFx2-2| T | FPV-App-1_Network

Generated Configuration:

configure profile FPV-App-1_Network
vlan 1001

vn-segment 21001
name FPV-App-1_VLAN
interface V1anl001l
description FPV-App-1_Interface
vrf member fpv-application wvrf
no ip redirects
no ipve redirects
ip address 172.22.1.254/24 tag 12345
mtu 9216
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 21001
moast-group 239.1.1.0
suppress-arp
evpn
vni 21001 12
rd auto




Preview Configuration

Select a Switch: Select a Network
an01-9336c-Fx2-2| ¥ FPW-App-1_Network

Generated Configuration:
name FPV-App-1_VLAN
interface V1anl001
description FPV-App-1_Interface
vrf member fpv-application_vwrf
no ip redirects
no ipvé redirects
ip address 172.22.1.254/24 tag 12345
mtu 3216
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 21001
mcast-group 239.1.1.0
suppress-arp
evpn
vni 21001 12
rd auto
route-target import auto
route-target export auto
configure terminal
apply profile FPV-App-1_Network
configure terminal

10. Click X to close the Preview window. Click the Deploy button.

3 © Ul Data Center Network Manager 2 O admn B
o Dashboard Metwork / VRF Selection MNetwork / WVRF Deployment
Fabric Mame: Site-A  Network(s) Selected Selected 0/ Total 4 L‘j a -
:;: Topology Deploy Preview B Show | Al vy
@ Control [_] Mame Network ID VLAN ID Switch ¥  Ports Status Role
FPY-App-1_Metwork 21001 1001 AAD1-B336C-FX2-2 DEFLOYED leaf
@ Monitor o ] FPw-App-1_Network 21001 1001 AAQT-8336C-FX2-1 DEPLOYED leaf
] FPw-App-1_Network 21001 AADT-83180LC-EX-2 MNA horder
TE plliene it ) [ ]  FPV-App-1_Network 21001 AAD1-931B0LC-EX-1 NA border

11. Click the Topology View button to view where the selected network is deployed in the fabric topology.

12. Repeat steps 1-11 to deploy remaining Application networks.



© . Data Center Network Manager SCOPE: | Site-A v 2 @ admin G
@ Dashboard Network [ VRF Selection Metwork { VRF Deployment
Fabric Selected: Site-A
'}‘.’ Topology Networks Selected 3 / Totalg (7 LF ~
+ X 2| & Show | Al v| v
& Control
etWor ame etWor ame Vi ateway/Subnet Vb ... tatus
[] Network N 4 NetworklD VRFN IPv4 Gateway/Sub IPv6 s
® Monitor FPV-App-1_MNetwork 21001 FPV-Application VRF 172.22.1.254/24 DERLOYED
FPV-App-2_Metwork 21002 FPV-Application VRF 172.22 2 254/24 DEPLOYED
1“ Administration FPV-App-3_Metwark 21003 FPV-Application_VRF 172.22.3.254/24 DEPLOYED
[]  FPv-CommanServices_Met... 20005 FPV-Foundation_VRF 10.3.171.254/24 DEPLOYED
@ Applications [ FPV-InBand-SiteA_Network 20003 FPV-Foundation_VRF 10.1.171.254i24 DEPLOYED
“Infral _Metworl
FPV-InfraNFS_Network 20002 NA DEPLOYED
-i -A_MNetworl
[] FPV-ISCSI-A_Network 20000 NA DEPLOYED
-i - etworl 1
| FPV-SCSI-B_Network 2000 NA DEPLOYED
[]  FPVevMation_Network 20004 NA DEPLOYED

Enable Access-Layer Connectivity to FlexPod Application Networks

To enable FlexPod Application networks on access-layer connections to Cisco UCS domain and NetApp storage
cluster, complete the steps outlined in the upcoming sections.

Enable Application Networks on Access-Layer Connections to Cisco UCS Domain
To enable FlexPod Applications networks on the access-layer connections to Cisco UCS domain, follow these
steps:

1. Use a browser to navigate to Cisco DCNM’s GUI. Log in using an administrator account.

2. From the left navigation bar, select Control > Fabrics > Networks. Click OK to exit any pop-ups that come
up. Select the correct scope in the drop-down list next to Scope: in the top-right corner of the window. Se-
lect the networks that need to be enabled on the access-layer connection to the Cisco UCS Domain.



© . Data Center Network Manager SCOPE: | Site-A v 2 @ admin G
n Dashboard Mety | VRF Selection Metwork / VRF Deployment m
Fabric Selected: Site-A
'}‘.’ Topology Networks Selected 3 / Totalg (7 LF ~
+ X 7B % Show | Al LA 4
@ cControl
EI Network Name - MNetwork ID VRF Name IPv4 Gateway/Subnet IPvE ... Status
@ Monitor FPV-App-1_Network 21001 FPV-Application_VRF 172.22.1.254/24 DEPLOYED
FPV-App-2_Netwark 21002 FPV-Application VRF 172222 254/24 DEPLOYED
1{‘ Administration FPV-App-3_Network 21003 FPV-Application_VRF 172.22.3.254/24 DEPLOYED
[]  FPv-CommanServices_Met... 20005 FPV-Foundation_VRF 10.3.171.254/24 DEPLOYED
@ Applications [ | FPV-InBand-SiteA_Network 20003 FPV-Foundation_VRF 10.1.171.254/24 DEPLOYED
[1  FPV-InfraNFS_Network 20002 NA DEPLOYED
[] FPV-ISCSI-A_Network 20000 NA DEPLOYED
|:| FPV-SCSI-B_Network 20001 NA DEPLOYED
[ FPV-yMotion_Network 20004 NA DEPLOYED

© |l Datg Center Network Manager 2 @ admn 3
/R Deploy I
&) Dashboard e
+ Fabric Name: Site-A
.k TODO'Ogy » Network(s) Selected @
%]

@ Control > ]
® Monitor

f Administration

@ Applications

AAD1-93..-FX2-1 AAC01-93...-FX2-2

@ Device Selection Options ® Pending © In Sync/Success B Out-of-Sync/Failed  In Progress © Unknown/NA



4. Select Quick Filter from the drop-down list next to Show from the top menu. This will expose the filter box
above every column. Filter based on the access-layer leaf switch that connects to the Cisco UCS Domain.
Select the first switch in the vPC pair to the Cisco UCS domain. Select all networks that need to be de-
ployed. Click on the pencil icon to edit the previously deployed networks on the first leaf switch in the vPC

pair.

© i Data Center Network Manager 2 O admin
MNetwaork / WVRF Selection MNetwork / WVRF Deployment

€ Dashboard o e
Fabric Name: Site-A  Network(s) Selected Selected 2/ Total 3 (] {3} =

Topolo :
* pology 7 History Quick Attach ) Show | Quick Filter v
& Control > Name 4 Network ID VLAN ID Switch Ports

AAD1-9336C-FXL <

© Monitor FPV-App-1_Network 21001 1001 AAD1-9336C-FX2-1
FPV-App-2_Network 21002 1002 AAD1-9336C-FX2-1

o - .
A Administration FPV-App-3_Network 21003 1003 AAD1-9336C-FX2-1

5. You should see a network tab for each network and both leaf switches listed though only one switch was
selected in the previous. This is because the switches are part of a vPC pair - a configuration that gets ap-

plied to one will get applied to both. Note the box = in the Interfaces column.

Network Attachment - Attach networks for given switch(es)

Fabric Name: Site-A

Deployment Options

@ Select the row and click on the cell to edit and save changes

FPV-App-1_Network FPV-App-2_Network FPV-App-3_Network

Switch - VLAN Interfaces CLI Freeform Status

AAD1-9336C-FX2-1 1001 Freeform config DEPLOYED
AA01-9336C-FX2-2 1001 I Freeform config DEPLOYED

6. In the first network tab, click the box L] in the Interfaces column next to the first switch listed. In the Inter-
faces pop-up window, select both port-channels that go to both Cisco UCS Fabric Interconnects in the Cis-
co UCS Domain.



Interfaces

] Interface/Ports Port Type Port Description Neighbor Info

Port-channel trunk to fxv-aa01-ucsB454fi-a: e1/53
Port-channel2 trunk to fxv-aa01-ucsB454fi-b: 1/53
Part-channel3 trunk to fxv-bb09-a300-2-01: e2a
Port-channel4 trunk to fxv-bb09-a300-2-02: 82a
Ethernet1/3 trunk

Ethernet1/4 trunk

Ethernet1/7 trunk

7. Click Save. Note that the interfaces are now populated for the first switch. Click Save again. The first net-
work for the first switch now lists the Ports and the Status is now PENDING.

© v Data Center Network Manager 2 @ oamn B
n DahE o Network / VRF Selection Network / VRF Deployment Topology View
Fabric Name: Site-A  Network(s) Selected Selected 3 /Total3  (J I3
Topolo ( 1 1
* pology History Quick Attach [»] Show  Quick Filter v |
@ Control >y Name 4 Network ID VLAN ID Switch Ports
| || Ano1-9336C-Fx: %
® Monitor FPV-App-1_Network 21001 1001 AAD1-9336C-FX2-1 Port-channel2,Port-channel1
FPV-App-2_Network 21002 1002 AAD1-9336C-FX2-1
13 . . :
L Administration FPV-App-3_Network 21003 1003 AAD1-9336C-FX2-1

8. Click the pencil icon again.



9. You will now see that the port/interface information is now populated for both leaf switches though the con-
figuration was only done for one switch. Cisco DCNM automatically configures both leaf switches in the
same leaf switch vPC pair.

Network Attachment - Attach networks for given switch(es)

Fabric Name: Site-A

Deployment Options

@ Sedpct the row and click on the cel to edit and save changes

FPV-App-1_Network FPV-App-2_Network ‘ FPV-App-3_MNetwork ‘

[ switch 4  VLAN Interfaces CLI Freeform Status

AAD1-9336C-FX2-1 1001 | ... | Port-channel1 Port-channel2 Freeform config PENDING
AADT-B3IEC-FX2-2 1001 E Port-channel1,Port-channel2 Freeform config PENDING

10. For each network tab, repeat steps 7-9 to enable these networks on the access-layer connections to Cisco
UCS Domain. Click Save. All switches are now in PENDING state. If you click on the pencil icon again, you
will see that the ports or interfaces for the peer leaf switches are also configured now.

© .l Data Center Network Manager 2 @ amin B
Network / VRF Selection Network / VRF Deployment
€ Dashboard h ' SRl st
Fabric Name: Site-A  Network(s) Selected Selected 3 /Total 3 (7 1% ~
Topolo
¥ Topology L/ Wistory  Quick Attach Show | Quick Filter v
& Control © Name 4  Network ID VLAN ID Switch Ports

AADT-9336C-FXZ X

® Monitor FPV-App-1_Network 21001 1001 AAD1-8336C-FX2-1 Port-channel2 Port-channel1
FPV-App-2_Network 21002 1002 AAD1-9336C-FX2-1 Port-channel2, Port-channel1

3 - .
A" Administration FPY-App-3_Metwork 21003 1003 AAD1-9336C-FX2-1 Port-channel2, Port-channel1

11. Deselect the checkbox next to all switches. Click the Preview button. Note that all networks/VLANs are be-
ing enabled on the access layer connections to Cisco UCS domain. Click the X to close the Preview window.



Preview Configuration

Select a Switch: Select a Network
AAD1-9336C-Fx22 ¥ FPV-App-1_Network

Generated Configuration:

interface port-channell
switchport trunk allowed
switchport trunk allowed
switchport trunk allowed

interface port-channel2
switchport trunk allowed
switchport trunk allowed
switchport trunk allowed

leonfigure terminal

12. Click the Deploy button. The status should change from PENDING to IN PROGRESS to DEPLOYED.

© vl Data Center Network Manager 2 @ amin 0
Metwork / VRF Selection Metwork [ VRF Deployment
& Dashboard ' SR
Fabric Name: Site-A  Network({s) Selected Selected 0 / Total 12 (7 L% =
Topolo
":: P oy Deploy Preview ) Show | Quick Filter v |
@ Control o |:| Mame MNetwork ID VLAN ID Switch v Ports Status
& Monitor [] FPV-App-1_Network 21001 1001 AAN1-9336C-FX2-2 Port-channel2, Port-channel1 DEPLOYED
[]  FPV-App-2_Network 21002 1002 AAD1-0336C-FX2-2 Port-channel2, Port-channel1 DEFLOYED
1o Al .
L Administration []  FPV-App-3_Network 21003 1003 AAD1-0336C-FX2-2 Port-channel2, Port-channel1 DEPLOYED
] FPV-App-1_Network 21001 1001 AAD1-9336C-FX2-1 Port-channel2, Port-channel1 DEFLOYED
@ Applications []  FPV-App-2_Network 21002 1002 AAD1-9336C-FX2-1 Port-channel2 Port-channel1 DEPLOYED
[]  FPV-App-3_Network 21003 1003 AAD1-9336C-FX2-1 Port-channel2, Port-channel 1 DEFLOYED

Enable Applications Networks on Access-Layer Connections to NetApp Storage Cluster

To enable FlexPod Applications networks on the access-layer connections to the NetApp storage cluster, follow
these steps:

1. Repeat steps 1-5 from the previous section.

2. Filter on the first leaf switch in the vPC pair to the NetApp Storage cluster.



© b Dala Cener Nelwork Manager A @  admn
Metwork [ WVRF Selection Mebwark { VRF Deployment Topalogy Yiew
€ Dashboard - '
Fabric Mame: Site-A  Network(s) Selected Selected 3 /Total (7 LF
Topolo:
:;: p 9y / History Quick Attach Quick Detach Show | Quick Filter L4
& Control Name Network ID VLAN ID Switch Ports Status R.. Fabric

AR01-9336C-FX:

® Monitor FPV-App-1_Metwork 21001 1001 AAD1-9336C-FX2-1 Port-channel2, Part-channel1 DEPLOYED  leaf  Site-A
FPY-App-2_Metwork 21002 1002 AAN1-9336C-FX2-1 Port-channel2, Port-channel1 DEPLOYED  leaf  Site-A

1o .y .
* Administration FPV-App-2_Metwork 21003 1003 ARO1-9336C-FX2-1 Port-channel2, Port-channe!1 DEPLOYED  leal  Site-A

3. Click on the pencil icon from the menu.

Network Attachment - Attach networks for given switch(es)

Fabric Name: Site-A

Deployment Options

® Seiect the row and click on the cel 0 edit aod save changes

FPV-App-1_Network FPV-App-2_Metwaork FPV-App-3_Metwork

[]  switch 4 VLAN Interfaces CLI Freeform Status

AADT-0336C-FX2-1 1001 ... | Port-channelt, .. Freeform config DEFLOYED
AAD1-9336C-FX2-2 1001 ... | Part-channalt.. . DEPLOYED

4. For the first network, click the box E in the Interfaces column next to the first switch listed in the leaf
switch pair. Select the Interfaces/Ports that connect to the NetApp Storage cluster. In this case, two port-
channels going to Cisco UCS domain were already configured for these networks - however, two additional
port-channels going to NetApp had to be selected in this step.



Interfaces

Interface/Ports Port Description Neighher Infe
Port-channel to frv-aall-ucs6454fi-a: 21/53

Port-channel2 to frv-aall-ucs6454fi-b: e1/53

Port-channel3 to fev-bb09-a300-2-01: eZa

Port-channel4 to fev-bb09-a300-2-02; eZa

Elhernet1 frunk

Elherneli 4 trunk

Elharnall/7 trunk

5. Click Save.

6. Repeat steps 4-5 for each network tab. Click Save. Note that the status of these networks are in PENDING
state at this stage. Scroll to the right as needed to see all columns available in this view.

© . Data Cener Network Manager L O admn B
Metwork ! VRF Selection Metwark { VRF Deployment Topology Yiew
& Dashboard N P onology
Fabric Narne: Site-A  Network(s) Selected Selected 3/ Total 3 (0 13 ~
Topolo e .
:‘: pology ;/ i History Quick Attach Quick Detach Show | Quick Filter v |
@ Control Mame Network 1D VLAN ID Switch Ports Status R... FabricN

AADT-9336C-FX X |

© Monitor FPV-App-1_Network 21001 1001 AAO1-9336C-FX2-1 Part-channel2 Portchannell,... PENDING  leal  Site-A
FPV-App-2_Metwork 21002 1002 AAD1-9336C-FX2-1 Port-channel2 Portchannell,...  PENDING  leal  Site-A

el L

L Administration FPV-App-3_Network 21003 1003 AAD1-9336C-FX2-1 Port-channel2 Portchannell,...  PENDING  leal  Site-A

7. Deselect all networks. Click the Preview button to see the pending changes. Click the X to close the win-
dow.



Preview Configuration

Select a Switch: Select a Network
|AA01-9335<:-F><2-2| v FPW-App-1_Network

Generated Configuration:

interface port-channell
switchport trunk allewed vlan
awitchport trunk allewed vlan
awitchport trunk allowed vlan

interface port-channeld
switehport trunk allewed wlan
switchport trunk allowed vlan
awitchport trunk alleowed vlan

configure terminal

8. Click the Deploy button. The status should go from PENDING to IN PROGRESS to DEPLOYED. Scroll to the
right as needed to see all columns available in this view.

6 Ll Daw Center Network Manager L @ amn
Dashboard Melwork / VRF Selection Melwork ¢ WVRF Daplaymeant Topriogy Yiew

Fabric Mame: Site-A  Network(s) Selected Selected 0/ Tetal 3 (0 I3 ~
VR Deploy | | Preview Show | Quick Filler v |
Control ] Mame Metw... VLA..  Switch Ports & Status R.. Fabric

| AAD1-9336C-FX

Monitor [C] FPW-App-1_Metwork 21001 1001 AMD1-9336C-FX2-1  Port-channel2 Port-channel 1, Port-channel4 Port-channeld  DEPLOYED leaf  Site-A
|_| FPV-App-2 Metwork 21002 1002 AAN1-9336C-FX2-1 Por-channal2, Part-channel 1, Por-channald, Part-channel? DEPLOYED leaf Site-A
Administration [ FPw-App-3_Motwork 21003 1003 AAD1-B336C-FX2-1  Port-channel2, Portchannel Port-channeld Port-channel3  DEPLOYED  leaf  Site-A

Deploy FlexPod Application Storage Networks

The FlexPod Applications deployed in the Application Tenant (FPV-Application-Tenant) may require storage ac-
cess to iSCSI or NFS volumes hosted on the NetApp cluster. In this deployment, the storage networks shown in
Table 18 are deployed.

To deploy storage access for the Applications hosted on the FlexPod infrastructure, follow these steps:

1. Deploy Application storage networks from Cisco DCNM using the setup information in Table 18 - use the
procedures outlined here.

2. Enable Application storage networks on the access-layer connection to Cisco UCS Domain - use the proce-
dures outlined here.



3. Enable Application storage networks on the access-layer connection to NetApp Storage - use the proce-
dures outlined here.



Solution Deployment - Storage

NetApp All Flash FAS A300 Controllers
See the following section (NetApp Hardware Universe) for planning the physical location of the storage systems:

e Site Preparation
« System Connectivity Requirements

o Circuit Breaker, Power Outlet Balancing, System Cabinet Power Cord Plugs, and Console Pinout Require-
ments

o AFF Series Systems

NetApp Hardware Universe

The NetApp Hardware Universe (HWU) application provides supported hardware and software components for
any specific ONTAP version. It also provides configuration information for all the NetApp storage appliances cur-
rently supported by ONTAP software and a table of component compatibilities.

To confirm that the hardware and software components that you would like to use are supported with the ver-
sion of ONTAP that you plan to install, follow these steps found at the NetApp Support site.

To configure the HWU, follow these steps:
1. Access the HWU application to view the System Configuration guides. Click the Platforms menu to view the
compatibility between different version of the ONTAP software and the NetApp storage appliances with your

desired specifications.

2. Alternatively, to compare components by storage appliance, click Compare Storage Systems.

Controllers

Follow the physical installation procedures for the controllers found in the AFF A300 Series product documenta-
tion found at the NetApp Support site.

Disk Shelves

NetApp storage systems support a wide variety of disk shelves and disk drives. The complete list of disk
shelves that are supported by the AFF A300 is available found at the NetApp Support site.

When using SAS disk shelves with NetApp storage controllers, refer to the SAS cabling rules section in the AFF
and FAS System Documentation Center for proper cabling guidelines.

NetApp ONTAP 9.7

Complete Configuration Worksheet

Before running the setup script, complete the Cluster setup worksheet in the ONTAP 9 Documentation Center.
You must have access to the NetApp Support site to open the cluster setup worksheet.


http://support.netapp.com/
http://hwu.netapp.com/Home/Index
https://docs.netapp.com/platstor/index.jsp?topic=%2Fcom.netapp.ndc.isi-a300%2Fhome.html
https://docs.netapp.com/platstor/index.jsp?topic=%2Fcom.netapp.ndc.isi-a300%2Fhome.html
http://support.netapp.com/
http://support.netapp.com/documentation/productlibrary/index.html?productID=30147
http://support.netapp.com/documentation/productlibrary/index.html?productID=30147
http://support.netapp.com/
http://docs.netapp.com/platstor/topic/com.netapp.nav.sas3/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/GUID-425BDF6A-0C22-41E2-AC7E-CD34E3CC502D.html
http://support.netapp.com/

Configure ONTAP Nodes

Before running the setup script, review the configuration worksheets in the Software setup section of the ONTAP
9 Documentation Center to learn about configuring ONTAP. Table 18 lists the information needed to configure
two ONTAP nodes. Customize the cluster-detail values with the information applicable to your deployment.

Table 19. ONTAP Software Installation Prerequisites

Cluster node 01 IP address <node01-mgmt-ip>
Cluster node 01 netmask <node01-mgmt-mask>
Cluster node 01 gateway <node01-mgmt-gateway>
Cluster node 02 IP address <node02-mgmt-ip>
Cluster node 02 netmask <node02-mgmt-mask>
Cluster node 02 gateway <node02-mgmt-gateway>
ONTAP 9.7 URL <url-boot-software>
Configure Node 01

To configure node 01, follow these steps:

1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the storage
system is in a reboot loop, press Ctrl-C to exit the autoboot loop when the following message displays:

Starting AUTOBOOT press Ctrl-C to abort..

2. Allow the system to boot up.

autoboot

3. Press Ctrl-C when prompted.

A If ONTAP 9.7 is not the version of software being booted, continue with the following steps to install new
software. If ONTAP 9.7 is the version being booted, select option 8 and y to reboot the node. Then con-
tinue with step 14.

4. To install new software, select option 7.
5. Enter y to continue the installation.

6. Select eOM for the network port you want to use for the download.


http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-ssg/home.html

7. Enter n to skip the reboot
8. Choose option 7 from the menu: Install new software first
9. Enter y to continue the installation

10. Enter the IP address, netmask, and default gateway for eOM.

Enter the IP address for port eOM: <nodeOl-mgmt-ip>
Enter the netmask for port eOM: <nodeOl-mgmt-mask>
Enter the IP address of the default gateway: <nodeOl-mgmt-gateway>

11. Enter the URL where the software can be found.

ﬂ This web server must be pingable from node 01

‘<url—boot—software>

12. Press Enter for the user name, indicating no user name.
13. Enter y to set the newly installed software as the default to be used for subsequent reboots.

14. Enter yes to reboot the node.

ﬂ When installing new software, the system might perform firmware upgrades to the BIOS and adapter
cards, causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system
might deviate from this procedure.

ﬂ During the ONTAP installation a prompt to reboot the node requests a Y/N response. The prompt re-
quires the entire Yes or No response to reboot the node and continue the installation.

15. Press Ctrl-C when the following message displays:

Press Ctrl-C for Boot Menu

16. Select option 4 for Clean Configuration and Initialize All Disks.
17. Enter y to zero disks, reset config, and install a new file system.

18. Enter yes to erase all the data on the disks.

ﬂ The initialization and creation of the root aggregate can take 90 minutes or more to complete, depending
on the number and type of disks attached. When initialization is complete, the storage system reboots.
Note that SSDs take considerably less time to initialize. You can continue with the node 02 configuration
while the disks for node 01 are zeroing.

Configure Node 02

To configure node 02, follow these steps:



1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the storage
system is in a reboot loop, press Ctrl-C to exit the autoboot loop when the following message displays:

‘Starting AUTOBOOT press Ctrl-C to abort..

2. Allow the system to boot up.

‘autoboot

3. Press Ctrl-C when prompted.

ﬁ If ONTAP 9.7 is not the version of software being booted, continue with the following steps to install new
software. If ONTAP 9.7 is the version being booted, select option 8 and y to reboot the node. Then con-
tinue with step 14.

4. To install new software, select option 7.

5. Enter y to continue the installation..

6. Select eOM for the network port you want to use for the download.
7. Enter n to skip the reboot

8. Choose option 7 from the menu: Install new software first

9. Enter y to continue the installation.

10. Enter the IP address, netmask, and default gateway for eOM.

Enter the IP address for port eOM: <node0O2-mgmt-ip>
Enter the netmask for port eOM: <node0O2-mgmt-mask>
Enter the IP address of the default gateway: <node02-mgmt-gateway>

11. Enter the URL where the software can be found.

‘& This web server must be pingable from node 2

‘<url—boot—software>

12. Press Enter for the user name, indicating no user name.
13. Enter y to set the newly installed software as the default to be used for subsequent reboots.

14. Enter y to reboot the node.

‘& When installing new software, the system might perform firmware upgrades to the BIOS and adapter
cards, causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system
might deviate from this procedure.




‘ﬁ During the ONTAP installation a prompt to reboot the node requests a Y/N response. The prompt re-
quires the entire Yes or No response to reboot the node and continue the installation.

15. Press Ctrl-C when you see this message:

Press Ctrl-C for Boot Menu

16. Select option 4 for Clean Configuration and Initialize All Disks.
17. Enter y to zero disks, reset config, and install a new file system.

18. Enter yes to erase all the data on the disks.

ﬂ The initialization and creation of the root aggregate can take 90 minutes or more to complete, depending
on the number and type of disks attached. When initialization is complete, the storage system reboots.
Note that SSDs take considerably less time to initialize.

Set Up Node

From a console port program attached to the storage controller A (node 01) console port, run the node setup
script. This script appears when ONTAP 9.7 boots on the node for the first time.

To set up a node, follow these steps:

1. Follow the prompts to set up node 01.

Welcome to node setup.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the setup wizard.

Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing “cluster setup”.
To accept a default or omit a question, do not enter a value.

This system will send event messages and weekly reports to NetApp Technical Support.

To disable this feature, enter "autosupport modify -support disable" within 24 hours.

Enabling AutoSupport can significantly speed problem determination and resolution should a problem occur on
your system.

For further information on AutoSupport, see:

http://support.netapp.com/autosupport/

Type yes to confirm and continue {yes}: yes

Enter the node management interface port [eOM]: Enter

Enter the node management interface IP address: <nodeOl-mgmt-ip>

Enter the node management interface netmask: <nodeOl-mgmt-mask>

Enter the node management interface default gateway: <nodeOl-mgmt-gateway>

A node management interface on port eOM with IP address <nodeOl-mgmt-ip> has been created

Use your web browser to complete cluster setup by accesing https://<node0l-mgmt-ip>

Otherwise press Enter to complete cluster setup using the command line interface:

2. To complete cluster setup, open a web browser and navigate to https://<node01-mgmt-ip>.




Table 20. Cluster Create in ONTAP Prerequisites

Cluster Detall

Cluster name

Cluster Detail Value

<clustername>

ONTAP base license

<cluster-base-license-key>

Cluster management IP address

<clustermgmt-ip>

Cluster management netmask

<clustermgmt-mask>

Cluster management gateway

<clustermgmt-gateway>

Cluster node 01 IP address

<node01-mgmt-ip>

Cluster node 01 netmask

<node01-mgmt-mask>

Cluster node 01 gateway

<node01-mgmt-gateway>

Cluster node 02 IP address

<node02-mgmt-ip>

Cluster node 02 netmask

<node02-mgmt-mask>

Cluster node 02 gateway

<node02-mgmt-gateway>

Node 01 service processor IP address

<node01-sp-ip>

Node 01 service processor network mask

<node01-sp-mask>

Node 01 service processor gateway

<node01-sp-gateway>

Node 02 service processor IP address

<node02-sp-ip>

Node 02 service processor network mask

<node02-sp-mask>

Node 02 service processor gateway

<node02-sp-gateway>

Node 01 node name

<st-node01>

Node 02 node name

<st-node02>

DNS domain name

<dns-domain-name>




Cluster Detall

DNS server IP address

Cluster Detail Value

<dns-ip>

NTP server A IP address

<switch-a-ntp-ip>

NTP server B IP address

<switch-b-ntp-ip>

SNMPV3 User

<snNMpP-v3-usr>

SNMPv3 Authentication Protocol

<snmp-v3-auth-proto>

SNMPv3 Privacy Protocol

<SNMpv3-priv-proto>

‘ﬁ Cluster setup can also be performed using the CLI. This document describes the cluster setup using
NetApp System Manager guided setup.

3. In the Initialize Storage System screen, follow these steps:

a. Enter the cluster name and administrator password.

H ONTAP System Manager s e s ms

ONTAP 9.7 #ro tios far initializing a starage system

Health
& 2 healthy nodes were found,
§  AFF-AZ00

Initialize Storage System

TR T g
bib0g-a300-1

Vou will s this nares whar masaging tha sarpe rysiar.

.........

Networking
o
192.168.166.40
[rr—
T21651000084

721651000083

B Use Domain Name Service [DNS)

ST

1

DK P ADORESSES

152.168.166.3%

102.188.168.30

T

192.168.166.1

b. Under Networking section enter Cluster IP, subnet mask and gateway address followed by node1 and

node?2 IP address.

c. Enter the DNS domain names and name server address.

d. Enter the primary and alternate NTP server.




Il ONTAP System Manager (ctum o dassicversior)

B Use Domain Name Service [DNS)
DNS DOMAINS

flexpod.cisco.com
+ add

MNAME SERVERS

10.1.156.250
10.1.156.251

+ Add

Others

Use time services (NTF)
TP SERVERS

192.168.166.11
192.168.166.12

+ add

4. Click Submit.

ﬂ The nodes should be discovered automatically; if they are not, click the Refresh link. By default, the clus-
ter interfaces are created on all the new factory shipping storage controllers.

‘ﬁ If all the nodes are not discovered, then configure the cluster using the command line.

ﬂ Cluster license and feature licenses can also be installed after completing cluster creation.

The cluster setup is triggered now.



Configuring Cluster

‘ The cluster is being configured.

5. Cluster setup complete message will pop up and the page will be redirected to System Manager.

Il ONTAP System Manager (uetm o cassic version)

ONTAP 9.7

Health itialize Storas

© 2healthy nodes were found. 2 The cluster setup is complete and the storage system is being initialized.

§ AFF.AS00

n n
"o

The cluster was set up and the storage system Is initializing in S seconds.

6. Login to System Manager and Under Cluster click Overview to see the Node details.



= [ ONTAP System Manager (retum o desicversion)

DASHBOARD

STORAGE
Overview
Applications
Volumes
LUNs

Qtrees
Quotas
Storage VMs
Tiers

NETWORK

EVENTS & JOBS

PROTECTION

HOSTS

SAN Initiator Groups

CLUSTER

7. To enable and configure AutoSupport, expand Cluster and click on Settings and click More options.

DASHBOARD

STORAGE

NETWORK

EVENTS & JOBS

PROTECTION

HOSTS

SAN Initiator Groups

CLUSTER

Overview
NAME

bb09-a300-2

VERSION

NetApp Release 9.7P6: Tue Jul 28 04:06:27 UTC 2020

NTP SERVERS
192.168.166.11, 192.168.166.12

Nodes
Nodes Name UpTime | Serial...
¥
bb08-a300-2-02 Sdaylsl...  72165..
bb09-a300-2-01 5 day(s),... T2165...

DNS DOMAINS
flexpod.cisco.com

NAME SERVERS

10.1.156.250, 10.1.156.251

MANAGEMENT INTERFACES
192.168.166.40

DATE AND TIME

November 4, 2020, 8:57 AM America/New_York

Management IP Service Process...

192.168.166.39 192.168.166.37

192.168.166.38 192,168.166.36

System ID

<>

0537012559

0537012517

Postmaster

8. Click Edit to change the transport protocol and provide the details.

9. Click Save.

10. In the EMAIL section provide the FROM and RECEPIENTS address and click Save.




AutoSupport Cluster Settings

() Enabled -» Generate and Send C Test Connectivity

D@cisco.com

Email Address Recipient Category
HOST ontap-admin@yz.com General
10.1.156.150
+ Add

-J“Ct E senes

11. Click on Cluster Settings near AutoSupport
12. Click on the right arrow in the License section.

Pl ONTAP System Manager (s o cssscvessiond Q e o =2

Settings

DASHBOARD

STORAGE

SAM VAP
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NETWORK R Authentication Not configured '

@) Enabled —— & MlCampliact
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RANSE0 TOCOL OTHERS
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PROTECTION
HOSTS
SAN Initiator Groups bb0S-2300@<isco.com

CLUSTER

13. Click Add to add the required License to the cluster and enter the license keys in a comma separated list.



Add License X

Adds one or more licenses to your application. You can either
specify the license keys or select license files, or both.
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required for features that use capacity-based licenses.

14. Click Storage and then click Tiers to configure the storage aggregates.

15. Click Add Local Tier and allow ONTAP System Manager to recommend a storage aggregate configuration.

= “ 0 NTA P Syste m M an age r (Return to classic version)

Tiers
DASHBOARD

SEEen ~+ add Local Tier ~+ Add Cloud Tier v
Overview o Storage tiers were not configured. x o No cloud tiers are configured. x
Applications Storage tiers are used to provision your storage FabricPool reduces the TCO by automating the
volumes system. tiering of data, which lowers the cost of storage. You

can use the Cloud Tiering service or another service
Storage VMs P o 5 5

from a third-party provider as the destination for

Tiers your inactive data.

NETWORK

16. Expand the recommendation details and click Save.



Add Local Tier X
Storage Recommendation

The recommendation below is based on the 44 spares discovered.

32.56 TB 2 local tiers can be added on nodes "bb0%-a300-2-01", "bb039-a300-2-02"

USABLE

#  Recommendation details

LOCAL TIER DETAILS

Node Name Local Tier Usable Size  Type
bb08-a300-2-01 bb02_a300_2_01_S5D_1 18.20TB S50
bh0g-a300-2-02 bb09_a300_2_02_SSD_1 16.26TB 55D

Log into the Cluster

To log into the cluster, follow these steps:
1. Open an SSH connection to either the cluster IP or the host name.
2. Log in to the admin user with the password you provided earlier.

Verify Storage Failover

To confirm that storage failover is enabled, run the following commands for a failover pair:

1. Verify the status of the storage failover.

Istorage failover show

‘& Both <st-node01> and <st-node02> must be capable of performing a takeover. Continue with step 2 if
the nodes are capable of performing a takeover.

2. Enable failover on one of the two nodes if it was not completed during the installation.

storage failover modify -node <st-node0Ol> -enabled true

‘& Enabling failover on one node enables it for both nodes.

3. Verify the HA status for a two-node cluster.



‘ﬁ This step is not applicable for clusters with more than two nodes.

‘cluster ha show

4. Continue with step 5 if high availability is not configured.

5. Only enable HA mode for two-node clusters. Do not run this command for clusters with more than two
nodes because it causes problems with failover.

cluster ha modify -configured true
Do you want to continue? {yln}: y

6. Verify that hardware assist is correctly configured.

storage failover hwassist show

Set Auto-Revert on Cluster Management

To set the auto-revert parameter on the cluster management interface, follow this step:

‘ﬁ A storage virtual machine (SVM) is referred to as a Vserver or vserver in the GUI and CLI.

Run the following command:

net interface modify -vserver <vservername> -1lif <mgmtlif> -auto-revert true

Zero All Spare Disks

To zero all spare disks in the cluster, run the following command:

disk zerospares

ﬂ Advanced Data Partitioning creates a root partition and two data partitions on each SSD drive in an AFF
configuration. Disk autoassign should have assigned one data partition to each node in an HA pair. If a
different disk assignment is required, disk autoassignment must be disabled on both nodes in the HA
pair by running the disk option modify command. Spare partitions can then be moved from one
node to another by running the disk removeowner and disk assign commands.

Set Up Service Processor Network Interface

To assign a static IPv4 address to the service processor on each node, run the following commands:

system service-processor network modify -node <st-nodeOl> -address-family IPv4 -enable true -dhcp none —-ip-
address <node(Ol-sp-ip> -netmask <nodeOl-sp-mask> -gateway <nodeOl-sp-gateway>

system service-processor network modify -node <st-node02> -address-family IPv4 -enable true —-dhcp none -ip-
address <node02-sp-ip> -netmask <node02-sp-mask> -gateway <node(O2-sp-gateway>

ﬂ The service processor IP addresses should be in the same subnet as the node management IP address-
es.




Create Auto-provisioned Aggregates

It is a best practice to allow ONTAP to create auto provisioned aggregates. The auto provisioning tool will create
a storage layout including the appropriate number of spare disks according to ONTAP best practices. To create
new storage aggregates with the auto provisioning tool, run the following commands, or skip to the manual ag-
gregate creation steps below.

bb09-a300-2::*> storage aggregate auto-provision -verbose
Per node summary of new aggregates to create, discovered spares, and also

remaining spare disks and partitions after aggregate creation:

New Total New -Discovered Spare- -Remaining Spare-
Node Aggrs Usable Size Disks Partitions Disks Partitions
bb09-a300-2-01 1 16.29TB 0 24 0 1
bb09-a300-2-02 1 16.26TB 0 24 0 1
Total: 2 32.56TB 0 48 0 2

New data aggregates to create with counts of
disks and partitions to be used:

-Devices To Use-

Node New Data Aggregate Usable Size Disks Partitions
bb09-a300-2-01 bb09 a300 2 01 SSD 1 16.29TB 0 23
bb09-a300-2-02 bb09 a300 2 02 SSD_ 1 16.26TB 0 23

RAID group layout showing how spare disks and partitions will be used

in new data aggregates to be created:

RAID Group In New Disk Usable Disk Or ---Count---
Data Aggregate To Be Created Type Size Partition Data Parity
/bb09 a300 2 01 SSD 1/plex0/rg0 SSD 894.3GB partition 21 2
/bb09 a300 2 02 SSD 1/plex0/rgl SSD 894.3GB partition 21 2

Details about spare disks and partitions remaining after aggregate creation:




Disk Device Disk Or Remaining
Node Type Usable Size Partition Spares
bb09-a300-2-01 SSD 894.3GB partition 1
bb09-a300-2-02 SSD 894.3GB partition 1

Do you want to create recommended aggregates? {yln}: y

Info: Aggregate auto provision has started. Use the "storage aggregate

show-auto-provision-progress" command to track the progress.

Create Aggregates Manually (Optional)

An aggregate containing the root volume is created during the ONTAP setup process. To create additional ag-
gregates, determine the aggregate name, the node on which to create it, and the number of disks it should con-
tain.

To create new aggregates, run the following commands:

storage aggregate create -aggregate aggrl node0l -node <st-node(0l> -diskcount <num-disks>
storage aggregate create -aggregate aggrl node02 -node <st-node(02> -diskcount <num-disks>

ﬂ You should have the minimum number of hot spare disks for hot spare disk partitions recommended for
your aggregate.

‘ﬁ For all-flash aggregates, you should have a minimum of one hot spare disk or disk partition. For non-
flash homogenous aggregates, you should have a minimum of two hot spare disks or disk partitions. For
Flash Pool aggregates, you should have a minimum of two hot spare disks or disk partitions for each disk
type.

‘ﬁ Start with five disks initially; you can add disks to an aggregate when additional storage is required. In an
AFF configuration with a small number of SSDs, you might want to create an aggregate with all but one
remaining disk (spare) assigned to the controller.

ﬂ The aggregate cannot be created until disk zeroing completes. Run
the storage aggregate show command to display the aggregate creation status. Do not proceed until
both aggrl nodel and aggrl node2 are online.

Remove Ports from Default Broadcast Domain

By default, all network ports are included in the default broadcast domain. Network ports used for data services
(for example, e2a, e2e, and so on) should be removed from the default broadcast domain, leaving just the man-
agement network port (€OM). To perform this task, run the following commands:



net port broadcast-domain remove-ports -broadcast-domain Default -ports <st-nodeOl>:e2a,<st-nodeOl>:e2b,<st-
node02>:e2a,<st-node02>:e2b

network port broadcast-domain show

Disable Flow Control on 10GbE and 40GbE Ports

NetApp recommends disabling flow control on all the 10/40/100GbE and UTA2 ports that are connected to ex-
ternal devices. To disable flow control, follow these steps:

1. Run the following commands to configure node 01:

network port modify -node <st-nodeOl> -port e2a,e2e -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second interruption in carrier.
Do you want to continue? {y|n}: y

2. Run the following commands to configure node 02:

network port modify -node <st-node(02> -port e2a,e2e -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second interruption in carrier.
Do you want to continue? {y|n}: y

network port show -fields flowcontrol-admin

Enable Cisco Discovery Protocol

To enable the Cisco Discovery Protocol (CDP) on the NetApp storage controllers, run the following command to
enable CDP on ONTAP:

node run -node * options cdpd.enable on

ﬂ To be effective, CDP must also be enabled on directly connected networking equipment such as switch-
es and routers.

Enable Link-layer Discovery Protocol on all Ethernet Ports

Enable the exchange of Link-layer Discovery Protocol (LLDP) neighbor information between the storage and
network switches with the following step:

1. Enable LLDP on all ports of all nodes in the cluster.

node run * options lldp.enable on

Create Management Broadcast Domain

If the management interfaces are required to be on a separate VLAN, create a new broadcast domain for those
interfaces by running the following command:

network port broadcast-domain create -broadcast-domain IB-MGMT -mtu 1500
network port broadcast-domain show




Create NFS Broadcast Domain

To create an NFS data broadcast domain with an MTU of 9000, run the following commands to create a broad-
cast domain for NFS in ONTAP:

network port broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
network port broadcast-domain show

Create iSCSI Broadcast Domain

To create an iSCSI data broadcast domain with an MTU of 9000, run the following commands to create a broad-
cast domain for iSCSI in ONTAP:

network port broadcast-domain create -broadcast-domain Infra-iSCSI-A -mtu 9000
network port broadcast-domain create -broadcast-domain Infra-iSCSI-B -mtu 9000

Create Interface Groups

To create the LACP interface groups for the 40GbE data interfaces, run the following commands:

network port ifgrp create -node <st-node0l1l> -ifgrp ala -distr-func port -mode multimode lacp
network port ifgrp add-port -node <st-node0l> -ifgrp ala -port e2a
network port ifgrp add-port -node <st-node0Ol> -ifgrp ala -port ele

network port ifgrp create -node <st-node02> -ifgrp ala -distr-func port -mode multimode lacp
network port ifgrp add-port -node <st-node02> -ifgrp ala -port e2a

network port ifgrp add-port -node <st-node02> -ifgrp ala -port ele

network port ifgrp show

Create VLANs

To create VLANSs, follow these steps:

1. Create the management VLAN ports and add them to the management broadcast domain.

network port vlan create —node <st-nodeOl> -vlan-name aOa-<ib-mgmt-vlan-id>
network port vlan create —node <st-node02> -vlan-name ala-<ib-mgmt-vlan-id>

network port broadcast-domain add-ports -broadcast-domain IB-MGMGT -ports <st-nodeOl>:ala-<ib-mgmt-vlan-
id>,<st-node02>:al0a-<ib-mgmt-vlan-id>

network port vlan show

2. Create the NFS VLAN ports and add them to the Infra_NFS broadcast domain.

network port vlan create —-node <st-nodeOl> -vlan-name aOa-<infra-nfs-vlan-id>
network port vlan create —-node <st-node02> -vlan-name ala-<infra-nfs-vlan-id>

network port broadcast-domain add-ports -broadcast-domain Infra NFS -ports <st-nodeOl>:ala-<infra-nfs-vlan-
id>,<st-node02>:al0a-<infra-nfs-vlan-id>

3. Create the iSCSI VLAN ports for the iSCSI LIFs on each storage controller

network port vlan create —node <st-node0Ol> -vlan-name aOa-<infra-iscsi-a-vlan-id>
network port vlan create -node <st-node02> -vlan-name aOa-<infra-iscsi-a-vlan-id>
network port vlan create -node <st-node0Ol> -vlan-name aOa-<infra-iscsi-b-vlan-id>
network port vlan create —node <st-node02> -vlan-name aOa-<infra-iscsi-b-vlan-id>




4. To add each of the iSCSI VLAN ports to the corresponding broadcast domain, run the following commands:

network port broadcast-domain add-ports -broadcast-domain Infra-iSCSI-A -ports <st-nodelOl>:ala-<infra-iscsi-
a-vlan-id>

network port broadcast-domain add-ports -broadcast-domain Infra-iSCSI-B -ports <st-nodeOl>:ala-<infra-iscsi-
b-vlan-id>

network port broadcast-domain add-ports -broadcast-domain Infra-iSCSI-A -ports <st-nodel02>:ala-<infra-iscsi-
a-vlan-id>

network port broadcast-domain add-ports -broadcast-domain Infra-iSCSI-B -ports <st-nodeO02>:ala-<infra-iscsi-
b-vlan-id>

network port broadcast-domain show

Configure Network Time Protocol

To configure time synchronization on the cluster, follow these steps:

1. Set the time zone for the cluster.

timezone <timezone>

ﬁ For example, in the eastern United States, the time zone is America/New York.

2. Set the date for the cluster.

date <ccyymmddhhmm.ss>

‘& The format for the date is <[Century][Year][Month][Day][Hour][Minute].[Second]> (for example,
202009271549.30).

3. Configure the Network Time Protocol (NTP) servers for the cluster.

cluster time-service ntp server create -server <nexus-A-mgmtO-ip>
cluster time-service ntp server create -server <nexus-B-mgmtO-ip>

Configure Simple Network Management Protocol

To configure the Simple Network Management Protocol (SNMP), follow these steps:

1. Configure basic SNMP information, such as the location and contact. When polled, this information is visible
as the sysLocation and sysContact variables in SNMP.

snmp contact <snmp-contact>
snmp location “<snmp-location>"
snmp init 1

options snmp.enable on

2. Configure SNMP traps to send to remote hosts, such as a DFM server or another fault management system.

snmp traphost add <oncommand-um-server-fgdn>




Configure SNMPv3 Access

SNMPv3 offers advanced security by using encryption and passphrases. The SNMPv3 user can run SNMP utili-
ties from the traphost using the authentication and privacy settings that you specify. To configure SNMPv3 ac-
cess, run the following commands:

security login create -user-or-group-name <<snmp-v3-usr>> -application snmp -authentication-method usm

Enter the authoritative entity's EngineID [local EngineID]:

Which authentication protocol do you want to choose (none, md5, sha, sha2-256) [none]: <<snmp-v3-auth-proto>>
Enter the authentication protocol password (minimum 8 characters long):

Enter the authentication protocol password again:

Which privacy protocol do you want to hoose (none, des, aesl28) [none]: <<snmpv3-priv-proto>>

Enter privacy protocol password (minimum 8 characters long):

Enter privacy protocol password again:

‘& For additional detail refer to the SNMP _Configuration Express Guide

Create SVM

To create an infrastructure SVM, follow these steps:

1. Run the vserver create command.

vserver create -vserver Infra-SVM -rootvolume infra svm root -aggregate aggrl node0Ol —-rootvolume-security-
style unix

2. Remove the unused data protocols from the SVM: CIFS, iSCSI, and NVMe.

‘vserver remove-protocols -vserver Infra-SVM -protocols cifs

3. Add the two data aggregates to the Infra-SVM aggregate list for the NetApp VSC.

’vserver modify -vserver Infra-SVM -aggr-list aggrl node0l,aggrl node02

4. Enable and run the NFS protocol in the Infra-SVM.

vserver nfs create -vserver Infra-SVM -udp disabled

‘& If the NFS license was not installed during the cluster configuration, make sure to install the license be-
fore starting the NFS service.

5. Turn on the SVM vstorage parameter for the NetApp NFS VAAI plug-in.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show -fields vstorage



http://docs.netapp.com/ontap-9/topic/com.netapp.doc.exp-snmp-cg/GUID-80D8FA14-0708-4FB2-A0CA-3512D0DCDAC4.html

Create Load-Sharing Mirrors of SVM Root Volume

To create a load-sharing mirror of an SVM root volume, follow these steps:

1. Create a volume to be the load-sharing mirror of the infrastructure SVM root volume on each node.

volume create -vserver Infra-SVM -volume infra svm root m0Ol -aggregate aggrl node0Ol -size 1GB -type DP

volume create -vserver Infra-SVM -volume infra svm root m02 -aggregate aggrl node02 -size 1GB —type DP

2. Create a job schedule to update the root volume mirror relationships every 15 minutes.

job schedule interval create -name 15min -minutes 15

3. Create the mirroring relationships.

snapmirror create -source-path Infra-SVM:infra svm root -destination-path Infra-SvM:infra svm root m0l —-type
LS -schedule 15min
snapmirror create -source-path Infra-SVM:infra svm root -destination-path Infra-SVM:infra svm root m02 -type
LS -schedule 15min

4. Initialize the mirroring relationship.

snapmirror initialize-ls-set -source-path Infra-SVM:infra svm root
snapmirror show -type ls

Create Block Protocol (iSCSI) Service

Run the following command to create the iSCSI service on each SVM. This command also starts the iSCSI ser-
vice and sets the iSCSI Qualified Name (IQN) for the SVM.

iscsi create -vserver Infra-SVM
iscsi show

Configure HTTPS Access

To configure secure access to the storage controller, follow these steps:

1. Increase the privilege level to access the certificate commands.

set -privilege diag
Do you want to continue? {y|n}: y

2. Generally, a self-signed certificate is already in place. Verify the certificate and obtain parameters (for exam-
ple, the <serial-number>) by running the following command:

security certificate show

3. For each SVM shown, the certificate common name should match the DNS FQDN of the SVM. Delete the two
default certificates and replace them with either self-signed certificates or certificates from a certificate au-
thority (CA). To delete the default certificates, run the following commands:

security certificate delete -vserver Infra-SVM -common-name Infra-SVM -ca Infra-SVM -type server -serial
<serial-number>




ﬁ Deleting expired certificates before creating new certificates is a best practice. Run the security cer-
tificate delete command to delete the expired certificates. In the following command, use TAB
completion to select and delete each default certificate.

4. To generate and install self-signed certificates, run the following commands as one-time commands. Gen-
erate a server certificate for the Infra-SVM and the cluster SVM. Use TAB completion to aid in the comple-
tion of these commands.

security certificate create -common-name <cert-common-name> -type server -size 2048 -country <cert-country>
-state <cert-state> -locality <cert-locality> -organization <cert-org> -unit <cert-unit> -email-addr <cert-
email> -expire-days <cert-days> -protocol SSL -hash-function SHA256 -vserver Infra-SVM

5. To obtain the values for the parameters required in step 5 (<cert-ca> and <cert-serial>), run the

security certificate show

6. Enable each certificate that was just created by using the -server-enabled true and -client-enabled false pa-
rameters. Use TAB completion to aid in the completion of these commands.

security ssl modify -vserver <clustername> -server-enabled true -client-enabled false -ca <cert-ca> -serial
<cert-serial> -common-name <cert-common-name>

7. Disable HTTP cluster management access.

system services firewall policy delete -policy mgmt -service http -vserver <clustername>

ﬁ It is normal for some of these commands to return an error message stating that the entry does not exist.

8. Change back to the normal admin privilege level and verify that the system logs are available in a web
browser.

set -privilege admin

https://<nodel0l-mgmt-ip>/spi

https://<node02-mgmt-ip>/spi

Configure NFSv3

To configure NFSv3 on the SVM, follow these steps:

1. Create a new rule for the infrastructure NFS subnet in the default export policy.

vserver export-policy rule create -vserver Infra-SVM -policyname default -ruleindex 1 -protocol nfs -
clientmatch <infra-nfs-subnet-cidr> -rorule sys -rwrule sys -superuser sys -allow-suid true

2. Assign the FlexPod export policy to the infrastructure SVM root volume.

volume modify -vserver Infra-SVM -volume infra svm root -policy default




Create FlexVol Volumes

The following information is required to create a NetApp FlexVol® volume:

e« The volume name
e« The volume size

o The aggregate on which the volume exists

To create a FlexVol volume, run the following commands:

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate aggrl nodeOl -size 1TB -state online -
policy default -junction-path /infra datastore 1 -space-guarantee none -percent-snapshot-space 0
volume create -vserver Infra-SVM -volume infra datastore 2 -aggregate aggrl node02 -size 1TB -state online -
policy default -junction-path /infra datastore 2 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl node(Ol -size 100GB -state online -policy
default -junction-path /infra swap -space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl node0Ol -size 200GB -state online -policy
default -space-guarantee none -percent-snapshot-space 0

snapmirror update-ls-set -source-path Infra-SVM:infra svm root

& If SnapCenter will be used to back up the infra datastores volume, add “-snapshot-policy none” to the
end of the volume create command for the infra datastores volume.

Create Boot LUNs

To create boot LUNSs, run the following commands:

lun create -vserver Infra-SVM -path /vol/esxi boot/VM-Host-Infra-01 -size 32GB -ostype vmware -space-reserve
disabled

lun create -vserver Infra-SVM -path /vol/esxi boot/VM-Host-Infra-02 -size 32GB -ostype vmware -space-reserve
disabled

lun create -vserver Infra-SVM -path /vol/esxi boot/VM-Host-Infra-03 -size 32GB -ostype vmware -space-reserve
disabled

lun create -vserver Infra-SVM -path /vol/esxi boot/VM-Host-Infra-04 -size 32GB -ostype vmware -space-reserve
disabled

lun create -vserver Infra-SVM -path /vol/esxi boot/VM-Host-Infra-05 -size 32GB -ostype vmware -space-reserve
disabled

Modify Volume Efficiency

On NetApp All Flash FAS systems, deduplication is enabled by default. To disable the efficiency policy on the
infra_swap volume, run the following command:

volume efficiency off -vserver Infra-SVM -volume infra swap

Create NFS LIFs

To create NFS LIFs, run the following commands:




network interface create -vserver Infra-SVM -1if nfs-1if0l1 -role data -data-protocol nfs -home-node <st-
node0l1> -home-port al0a-<infra-nfs-vlan-id> -address <nodeOl-nfs 1if0l-ip> -netmask <node0Ol-nfs 1ifOl-mask> -
status-admin up -failover-policy broadcast-domain-wide -firewall-policy data —-auto-revert true

network interface create -vserver Infra-SVM -1if nfs-1if02 -role data -data-protocol nfs -home-node <st-
node02> -home-port ala-<infra-nfs-vlan-id> -address <node02-nfs 11f02-ip> -netmask <node02-nfs 1if02-mask>> -

status-admin up -failover-policy broadcast-domain-wide -firewall-policy data —-auto-revert true

network interface show

Create iSCSI LIFs

Run the following commands to create four iSCSI LIFs (two on each node):

network interface create -vserver Infra-SVM -1if iscsi-lif-la -role data -data-protocol iscsi -home-node <st-
node0l> -home-port ala-<infra-iscsi-a-vlan-id> -address <st-nodeOl-infra-iscsi-a—-ip> -netmask <infra-iscsi-a-
mask> -status-admin up
network interface create -vserver Infra-SVM -1if iscsi-1if-1b -role data -data-protocol iscsi -home-node <st-
node0l> -home-port ala-<infra-iscsi-b-vlan-id> -address <st-nodeOl-infra-iscsi-b-ip> -netmask <infra-iscsi-b-
mask> -status-admin up
network interface create -vserver Infra-SVM -1if iscsi-lif-2a -role data -data-protocol iscsi -home-node <st-
node02> -home-port ala-<infra-iscsi-a-vlan-id> -address <st-nodeO2-infra-iscsi-a-ip> -netmask <infra-iscsi-a-
mask> -status-admin up
network interface create -vserver Infra-SVM -1if iscsi-1if-2b -role data -data-protocol iscsi -home-node <st-
node02> -home-port ala-<infra-iscsi-b-vlan-id> -address <st-node0O2-infra-iscsi-b-ip> -netmask <infra-iscsi-b-
mask> —-status-admin up
network interface show

Add Infrastructure SVM Administrator

To add the infrastructure SVM administrator and SVM administration LIF in the in-band management network,
follow these steps:

1. Run the following commands:

network interface create -vserver Infra-SVM -1if svm-mgmt -role data -data-protocol none -home-node <st-
node02> -home-port ala-<ib-mgmt-vlan-id> -address <svm-mgmt-ip> -netmask <svm-mgmt-mask> -status-admin up -
failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-revert true

2. Create a default route that enables the SVM management interface to reach the outside world.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 -gateway <svm-mgmt-gateway>

network route show

3. Set a password for the SVM vsadmin user and unlock the user.

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <password>

Enter it again: <password>

security login unlock -username vsadmin -vserver Infra-SVM

‘& A cluster serves data through at least one and possibly several SVMs. We have just gone through creat-
ing a single SVM. If you would like to configure your environment with multiple SVMs, this is a good time
to create them.




Configure and Test AutoSupport

NetApp AutoSupport® sends support summary information to NetApp through HTTPS. To configure AutoSup-
port, run the following command:

system node autosupport modify -node * -state enable -mail-hosts <mailhost> -transport https -support enable
-noteto <storage-admin-email>

Test the AutoSupport configuration by sending a message from all nodes of the cluster:

autosupport invoke -node * -type all -message “FlexPod storage configuration completed”




Solution Deployment — Compute

Cisco UCS Base Configuration

This FlexPod deployment explains the configuration steps for the Cisco UCS 6454 Fabric Interconnects (Fl) in a
design that will support iISCSI boot.

Perform Initial Setup of Cisco UCS 6454 Fabric Interconnects for FlexPod Environments

This section provides the detailed procedures for configuring the Cisco Unified Computing System (Cisco UCS)
for use in a FlexPod environment. The steps are necessary to provision the Cisco UCS B-Series and C-Series
servers and should be followed precisely to avoid improper configuration.

Cisco UCS Fabric Interconnect A

To configure the Cisco UCS for use in a FlexPod environment, follow these steps:

1. Connect to the console port on the first Cisco UCS fabric interconnect.

Enter the configuration method. (console/gui) ? console

Enter the management mode. (ucsm/intersight)? ucsm

Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup
You have chosen to setup a new Fabric interconnect. Continue? (y/n): y

Enforce strong password? (y/n) [y]l: Enter

Enter the password for "admin": <password>
Confirm the password for "admin": <password>

Is this Fabric interconnect part of a cluster(select 'no' for standalone)? (yes/no) [n]: y
Enter the switch fabric (A/B) []: A
Enter the system name: <ucs-cluster-name>
Physical Switch MgmtO IP address : <ucsa-mgmt-ip>
Physical Switch MgmtO IPv4 netmask : <ucsa-mgmt-mask>
IPv4 address of the default gateway : <ucsa-mgmt-gateway>
Cluster IPv4 address : <ucs-cluster-ip>
Configure the DNS Server IP address? (yes/no) [n]: y
DNS IP address : <dns-server-1l-ip>
Configure the default domain name? (yes/no) [n]: y
Default domain name : <ad-dns-domain-name>
Join centralized management environment (UCS Central)? (yes/no) [n]: Enter

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

2. Wait for the login prompt for UCS Fabric Interconnect A before proceeding to the next section.




Cisco UCS Fabric Interconnect B

To configure the Cisco UCS for use in a FlexPod environment, follow these steps:

1. Connect to the console port on the second Cisco UCS fabric interconnect.

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect will be added
to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect: <password>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <ucsa-mgmt-ip>
Peer Fabric interconnect MgmtO IPv4 Netmask: <ucsa-mgmt-mask>
Cluster IPv4 address : <ucs-cluster-ip>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address
Physical Switch MgmtO IP address : <ucsb-mgmt-ip>

Local fabric interconnect model (UCS-FI-6454)
Peer fabric interconnect is compatible with the local fabric interconnect. Continuing with the installer...

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

2. Wait for the login prompt for UCS Fabric Interconnect B before proceeding to the next section.
Cisco UCS Setup

Log into Cisco UCS Manager

To log into the Cisco Unified Computing System (Cisco UCS) environment, follow these steps:

1. Open a web browser and navigate to the Cisco UCS fabric interconnect cluster address.

ﬂ You may need to wait at least 5 minutes after configuring the second fabric interconnect for Cisco UCS
Manager to open.

2. Click the Launch UCS Manager link to launch Cisco UCS Manager.

3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.
5. Click Login to log into Cisco UCS Manager.

Anonymous Reporting

To enable anonymous reporting, follow this step:

1. In the Anonymous Reporting window, choose whether to send anonymous data to Cisco for improving future
products. If you choose Yes, enter the IP address of your SMTP Server. Click OK.




Anonymous Reporting

Cisco Systems, Inc. will be collecting feature configuration and usage statistics which will be
sent to Cisco Smart Call Home server anonymously. This data helps us prioritize the features
and improvements that will most benefit our customers.

If you decide to enable this feature in future, you can do so from the " Anonymous Reporting”
in the Call Home settings under the Admin tab.
View Sample Data

Do you authorize the disclosure of this information to Cisco Smart CallHome?
® Yes I No

SMTP Server

Host (IP Address or Hustname}:|

Part:

W Don't show this Message again.

Cancel

Upgrade Cisco UCS Manager Software to Version 4.1(2a)

This document assumes the use of Cisco UCS 4.1(2a). To upgrade the Cisco UCS Manager software and the

Cisco UCS Fabric Interconnect software to version 4.1(2a), refer to Cisco UCS Manager Install and Upgrade
Guides.

Cisco Intersight can also be used to upgrade the Cisco UCS Infrastructure (Cisco UCS Manager, Cisco UCS
Fabric Interconnects, and Cisco UCS Fabric Extenders) to version 4.1(2a). Before the upgrade can be done from
Cisco Intersight, the UCS cluster will need to be claimed into Intersight. Please see the Cisco Intersight section
in the FlexPod Management Tools section of this document. For the Cisco Intersight-based upgrade procedure,
please see https://intersight.com/help/featurestfirmware upgrade. This upgrade does require interacting with
Cisco UCS Manager to reboot the Primary Fabric Interconnect when upgrading. Because the Cisco UCS servers
are not yet connected to the Cisco UCS Infrastructure, the servers will not be upgraded using Cisco Intersight.
However, the Cisco UCS B and C-Series 4.1(2a) bundles need to be manually downloaded to the Cisco UCS
system.

Configure Cisco UCS Call Home

It is highly recommended by Cisco to configure Call Home in Cisco UCS Manager. Configuring Call Home will
accelerate resolution of support cases. To configure Call Home, follow these steps:

1. In Cisco UCS Manager, click Admin.
2. Choose All > Communication Management > Call Home.

3. Change the State to On.


http://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
http://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
https://intersight.com/help/features#firmware_upgrade

4. Fillin all the fields according to your Management preferences and click Save Changes and OK to complete
configuring Call Home.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP servers in the Cisco Nexus switches, follow these steps:
1. In Cisco UCS Manager, click Admin.

2. Expand All > Time Zone Management.

3. Choose Timezone.

4. In the Properties pane, choose the appropriate time zone in the Timezone menu.

5. Click Save Changes and then click OK.

6. Click Add NTP Server.

7. Enter <ntp-server> and click OK. Click OK on the confirmation.

Add NTP Server ? X

NTP Server: | 172.26.163.254

8. Click OK to close the window.

Add Additional DNS Server(s)

To add one or more additional DNS servers to the UCS environment, follow these steps:
1. In Cisco UCS Manager, click Admin.

2. Expand All > Communications Management.

3. Choose DNS Management.

4. In the Properties pane, choose Specify DNS Server.

5. Enter the IP address of the additional DNS server.



Specify DNS Server ? X

DNS Server (IP Address) : | 192.168.160.53

6. Click OK and then click OK again. Repeat this process for any additional DNS servers.

Add an Additional Administrative User

To add an additional locally authenticated Administrative user (flexadmin) to the Cisco UCS environment in case
issues arise with the admin user, follow these steps:

1. In Cisco UCS Manager, click Admin.
2. Expand User Management > User Services > Locally Authenticated Users.
3. Right-click Locally Authenticated Users and choose Create User.

4. In the Create User fields it is only necessary to fill in the Login ID, Password, and Confirm Password fields.
Fill in the Create User fields according to your local security policy.

5. Leave the Account Status field set to Active.
6. Set Account Expires according to your local security policy.
7. Under Roles, choose admin.

8. Leave Password Required selected for the SSH Type field.



Create User

Lagin ID | flexadmin
First Mame : | FlexPod

Last Name : | Administrator
Email

Phone

Password [ e——

Confirm Password ;| sesesses

Aceount Status ¢ (e Active

Aecount Expires - L

Roles

Locales

?7 X

|:| aaa

admin

|:| facility-manager

|:| network

|:| operations
read-only

|:| server-compute

|:| server-equipment

|:| server-profile

|:| sErver-security

|_| storage

n Cancel

9. Click OK and then click OK again to complete adding the user.

Edit Global Policies

Setting the discovery policy simplifies the addition of Cisco UCS B-Series chassis and of additional fabric ex-
tenders for further Cisco UCS C-Series connectivity. Enabling the info policy enables Fabric Interconnect neigh-
bor information to be displayed. To modify these policies, follow these steps:

1. In Cisco UCS Manager, click Equipment and choose the Policies tab, and select the Global Policies sub-tab.



2. Set the Chassis/FEX Discovery Policy to match the minimum number of ports that are cabled between the
chassis or fabric extenders (FEXes) and the fabric interconnects.

ﬁ If varying numbers of links between chassis and the Fabric Interconnects will be used, set Action to 2
Link, the minimum recommended number of links for a FlexPod.

ﬂ On the 6454 Fabric Interconnects, the Link Grouping Preference is automatically set to Port Channel and
is greyed out. On a 6300 Series or 6200 Series Fabric Interconnect, set the Link Grouping Preference to
Port Channel. If Backplane Speed Preference appears, leave it set at 40G.

3. Scroll down to Info Policy and choose Enabled for Action.



Equipment

Main Topology View Fabric Interconnects Servers Thermal Decommissioned Firmware Management Folicies Faults Diagnostics

Global Policies Autoconfig Policies Server Inheritance Policies Server Discovery Policies SEL Palicy Power Groups Port Auto-Discovery Policy > &

Chassis/FEX Discovery Policy
Action (| 2 Link v
Link Grouping Preference : | MNone » Port Channel

Warning: Chassis should be re-acked to apply the link aggregation preference change an
the fabric interconnect, as this change may cause the [OM to lose connectivity due to
fabric port-channel being re-configured.

Rack Server Discovery Policy

Action

Rack Management Connection Policy

Action : |-;§}Aul:o Acknowledged | User Acknowledged |

Power Policy

Redundancy :

(~1Mon Redundant (s N+1 (Grid |

Fan Control Policy

« Balanced () Low Power

MAC Address Table Aging

Aging Time 1 Never | ode Default () other

Global Power Allocation Policy

Allocation Method : | Manual Blade Level Cap () Policy Driven Chassis Group Cap

Firmware Auto Sync Server Policy

Sync State : |ie) No Actions ) User Acknowledge

Info Policy

(Action :

Global Power Profiling Policy

(1 Disabled (e Enabled D

Hardware Change Discovery Policy

Profile Power : Action : | (e User Acknowledged ) Auta Acknowledged

Click Save Changes and then click OK.



Enable Port Auto-Discovery Policy

Setting the port auto-discovery policy enables automatic discovery of Cisco UCS B-Series chassis server ports.
To modify the port auto-discovery policy, follow these steps:

1. In Cisco UCS Manager, click Equipment, choose All > Equipment in the Navigation Pane, and choose the
Policies tab.

2. Under Port Auto-Discovery Policy, set Auto Configure Server Port to Enabled.
Equipment

Main Topology View Fabric Interconnects Servers Thermal Decommissioned Firmware Management Policies Faults Diagnostics

Global Policies Autoconfig Policies Server Inheritance Policies Server Discovery Policies SEL Policy Power Groups Port Auto-Discovery Policy Security

Actions

Properties

Owner : Local

Auto Configure Server Port : | Disabled () Enabled

Save Changes Reset Values

3. Click Save Changes and then click OK.

Enable Server and Uplink Ports

To enable and verify server and uplink ports, follow these steps:
1. In Cisco UCS Manager, click Equipment.

2. Expand Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.



10.

11.

12.

13.

14.

15.

16.

17.

Expand and choose Ethernet Ports.

Verify that all ports connected to UCS chassis and rack mounts are configured as Server ports and have a
status of Up.

If any rack mount ports are missing, choose the ports that are connected to Cisco FEXes and direct connect
Cisco UCS C-Series servers, right-click them, and choose Configure as Server Port.

Click Yes to confirm server ports and click OK.

Verify that the ports connected to the chassis, C-series servers and Cisco FEX are now configured as server
ports.

Choose the ports that are connected to the Cisco Nexus switches, right-click them, and choose Configure
as Uplink Port.

Click Yes to confirm uplink ports and click OK.
Choose Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
Expand and choose Ethernet Ports.

Verify that all ports connected to UCS chassis and rack mounts are configured as Server ports and have a
status of Up.

If any rack mount ports are missing, choose the ports that are connected to Cisco FEXes and direct connect
C-series servers, right-click them, and choose Configure as Server Port.

Click Yes to confirm server ports and click OK.

Verify that the ports connected to the chassis, C-series servers and Cisco FEX are now configured as server
ports.

Choose the ports that are connected to the Cisco Nexus switches, right-click them, and choose Configure
as Uplink Port.

Click Yes to confirm the uplink ports and click OK.

Acknowledge Cisco UCS Chassis and FEX

To acknowledge all Cisco UCS chassis and any external FEX modules, follow these steps:

1.

2.

3.

In Cisco UCS Manager, click Equipment.
Expand Chassis and choose each chassis that is listed.

Right-click each chassis and choose Acknowledge Chassis.



Acknowledge Chassis %

.‘!h Are you sure you want to acknowledge Chassis 17
This operation will rebuild the network connectivity between the Chassis and the Fabrics it is connectad to.
Currently there are 8 active links to Fabric A and there are 8 active links to Fabric B.

Yes Mo

4. Click Yes and then click OK to complete acknowledging the chassis.

5. If Nexus FEXes are part of the configuration, expand Rack Mounts and FEX.
6. Right-click each FEX that is listed and choose Acknowledge FEX.

7. Click Yes and then click OK to complete acknowledging the FEX.

Create an Organization

To this point in the UCS deployment, all items have been deployed at the root level in Cisco UCS Manager. To
allow this UCS to be shared among different projects, UCS Organizations can be created. In this validation, the
organization for this FlexPod deployment is FlexPod. To create an organization for this FlexPod deployment, fol-
low these steps:

1. In Cisco UCS Manager, click Servers.

2. Inthe Navigation Pane, expand Servers > Service Profiles.

3. Right-click root under Service Profiles and choose Create Organization.

4. Provide a name for the Organization to indicate this FlexPod deployment and optionally provide a Descrip-

tion.
Create Organization ? X
Name : |Flexpod|
Description :



5. Click OK then click OK again to complete creating the organization.

Add Block of IP Addresses for KVM Access

To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS
environment, follow these steps:

1. In Cisco UCS Manager, click LAN.
2. Expand Pools > root > IP Pools.
3. Right-click IP Pool ext-mgmt and choose Create Block of IPv4 Addresses.

4. Enter the starting IP address of the block, number of IP addresses required, and the subnet mask and gate-
way information. Optionally, enter the Primary and Secondary DNS server addresses.

Create Block of IPv4 Addresses ? X
From - |1192.168.166.201 Size - M2 -
Subnet Mask : |255.255.255.0 Default Gateway : [192.168.166.1
Primary DNS : |0.0.0.0 Secondary DNS : (0.0.0.0

5. Click OK to create the block.

6. Click OK in the confirmation message.

Create IP Pools for iSCSI Boot

To configure the necessary IP pools for iSCSI boot for the Cisco UCS environment, follow these steps:

‘& The IP Pools for iSCSI Boot are created here in the root organization, assuming that all UCS servers will
be booted from the NetApp Infrastructure SVM. If servers will be booted from tenant SVMs with UCS
tenant organizations, consider creating the IP Pools for iSCSI Boot in the tenant organization.

1. In Cisco UCS Manager, click LAN.
2. Expand Pools > root.

3. Right-click IP Pools.



10.

11.

12.

13.

14.

15.

16.

17

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Choose Create IP Pool.

Enter iSCSI-IP-Pool-A as the name of IP pool.

Optional: Enter a description for the IP pool.

Choose Sequential for the assignment order.

Click Next.

Click Add to add a block of IP addresses.

In the From field, enter the beginning of the range to assign as-iSCSi boot IP addresses on Fabric A.
Set the size to enough addresses to accommodate the servers.
Enter the appropriate Subnet Mask.

Click OK.

Click Next.

Click Finish and OK to complete creating the Fabric A iSCSI IP Pool.

Right-click IP Pools.

. Choose Create IP Pool.

Enter iSCSI-IP-Pool-B as the name of IP pool.

Optional: Enter a description for the IP pool.

Choose Sequential for the assignment order.

Click Next.

Click Add to add a block of IP addresses.

In the From field, enter the beginning of the range to assign as-iSCSi IP addresses on Fabric B.
Set the size to enough addresses to accommodate the servers.

Enter the appropriate Subnet Mask.

Click OK.

Click Next.

Click Finish and OK to complete creating the Fabric B iSCSI IP Pool.



Create Uplink Port Channels to Cisco Nexus Switches

To configure the necessary port channels out of the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click LAN.

‘& In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches and
one from fabric B to both Cisco Nexus switches.

2. Under LAN > LAN Cloud, expand the Fabric A tree.
3. Right-click Port Channels under Fabric A.

4. Choose Create Port Channel.

Create Port Channel 7 X

Set Port Channel Name o n

Mame : |wPC-9336C-FX2
Add Ports

Next > Cancel

5. Enter 11 as the unique ID of the port channel.

‘& The Port Channel IDs in this example correspond to the first ports of upstream interface members of the
Nexus leafs implementing the vPC, where 11 represents 1/1 on the switch. This is optional but can be
helpful in correlating the Port Channel to the vPC.




6. Enter vPC-9336C-FX2 as the name of the port channel.
7. Click Next.
8. Choose the uplink ports connected to the Nexus switches to be added to the port channel.

9. Click >> to add the ports to the port channel.

Create Port Channel ? X
Sat Fart Chennal Nams Ports Ports in the port channel
Slot ID Aggr. Po... Port MAC Slot ID Aggr. Po... Port MAC
Add Ports
1 0 53 00:3A:9... Mo data available
1 0 54 00:3A:9... »>

< Prev m Cancel

10. Click Finish to create the port channel.
11. Click OK.
12. In the navigation pane, under LAN > LAN Cloud > Fabric A > Port Channels, choose Port-Channel 11. Ensure

Auto is selected for the Admin Speed. After a few minutes, verify that the Overall Status is Up, and the Op-
erational Speed is correct.



LAN / LAN Cloud / Fabric A / Port Channels / Port-Channel 11 vPC-9...

General Ports Faults Events Statistics

Status

Properties

Overall Status : ¢ Up
Additional Info : none

D 13

Fabric ID CA
Actions Port Type * Aggregation
Transport Type . Ether
Name : vPC-9336C-FX2
Disable Port Channel
Description
Add Ports
Flow Control Policy . | default v
LACP Policy | default v
Note: Changing LACP policy may flap the port-channel if the d-individual value 0O
Admin Speed 5 1 Gbps 10 Gbps 40 Gbps 25 Gbps 100 Gbps (e Auto
Operational Speed(Gbps) : 80
13. In the navigation pane, under LAN > LAN Cloud, expand the Fabric B tree.
14. Right-click Port Channels under Fabric B.
15. Choose Create Port Channel.
16. Enter 12 as the unique ID of the port channel.
17. Enter vPC-9336C-Fx2 as the name of the port channel.
18. Click Next.
19. Choose the ports connected to the Nexus switches to be added to the port channel:
20. Click >> to add the ports to the port channel.
21. Click Finish to create the port channel.
22. Click OK.
23. In the navigation pane, under LAN > LAN Cloud > Fabric B > Port Channels, choose Port-Channel 12. Ensure

Auto is selected for the Admin Speed. After a few minutes, verify that the Overall Status is Up, and the Op-
erational Speed is correct.

Add UDLD to Uplink Port Channels

To

configure the unidirectional link detection (UDLD) on the Uplink Port Channels to the Cisco Nexus switches

for fibre optic connections, follow these steps:

1.

2.

In Cisco UCS Manager, click LAN.

Expand Policies > LAN Cloud > UDLD Link Policy.



3. Right-click UDLD Link Policy and choose Create UDLD Link Policy.

4. Name the Policy UDLD-Normal and choose Enabled for the Admin State and Normal for the Mode.

Create UDLD Link Policy ? X
Name ;| UDLD-Mormal
Admin State : |(e) Enabled () Disabled |

Mode ¢ |(®)Normal ) Aggressive |

n Cancel

5. Click OK, then click OK again to complete creating the policy.
6. Expand Policies > LAN Cloud > Link Profile.
7. Right-click Link Profile and choose Create Link Profile.

8. Name the Profile UDLD-Normal and choose the UDLD-Normal Link Policy created above.

Create Link Profile ? X
Name ;| UDLD-Normal
UDLD Link Policy : [UDLD-Normal v

9. Click OK, then click OK again to complete creating the profile.



10. In the navigation pane, under LAN > LAN Cloud > Fabric A > Port Channels, expand Port-Channel 11.
Choose the first Eth Interface under Port-Channel 11. From the drop-down list, choose the UDLD-Normal
Link Profile created above, click Save Changes and OK. Repeat this process for each Eth Interface under
Port-Channel 11 and for each Eth Interface under Port-Channel 12 on Fabric B.

LAN / LAN Cloud / Fabric A / Port Channels / Port-Channel 11 v... / Eth Interface 1/53

General Faults Events

Actions Properties
Delete ID : 53
Slot ID g |

Fabric ID sk
Transport Type : Ether

Disable Interface

Port : sys/switch-A/slot-1/switch-ether/port-53
Membership : Up

Link Profile * | UDLD-Normal v

User Label

Set Jumbo Frames in Cisco UCS Fabric

Jumbo Frames are used in FlexPod for the NFS and iSCSI storage protocols. The typical best practice in FlexPod
has been to set the MTU of the Best Effort QoS System Class in Cisco UCS Manager to 9216 for Jumbo Frames.
In the Cisco UCS 6454 Fabric Interconnect with Cisco UCS Manager version 4.0 software the MTU for the Best
Effort QoS System Class is fixed at normal and cannot be changed. With this setting of normal in the 6454, Jum-
bo Frames can pass through the Cisco UCS fabric without being dropped. In Cisco UCS Manager version 4.1,
the MTU for the Best Effort QoS System Class is again settable. To configure jumbo frames in the Cisco UCS
fabric, follow these steps:

1. In Cisco UCS Manager, click LAN.

2. Expand LAN > LAN Cloud > QoS System Class.

3. In the right pane, click the General tab.

4. On the Best Effort row, enter 9216 in the box under the MTU column.

5. Click Save Changes.

6. Click OK.



LAN / LAN Cloud / QoS System Class

General Events FSM
Actions Properties
Owner : Local
Priority Enabled CoS Packet Weight Weight MTU Multicast
Drop (%) Optimized
Platinum 5 10 v N/A narmal v
Gold 4 v g v N/A normal v
Silver 2 v a v N/A normal v
Bronze 1 v 7 v N/A narmal v
Best Any 5 v 50 9216 v
Effort
Fibre 3 5 v 50 fe v NfA

Channel

Configure Slow Drain Timers

# Only the Fibre Channel and Best Effort QoS System Classes are enabled in this FlexPod implementation.
The Cisco UCS and Cisco Nexus switches are intentionally configured this way so that all IP traffic within
the FlexPod will be treated as Best Effort. Enabling the other QoS System Classes without having a com-
prehensive, end-to-end QoS setup in place can cause difficult to troubleshoot issues. For example,
NetApp storage controllers by default mark IP-based, VLAN-tagged packets with a CoS value of 4. With
the default configuration on the Cisco Nexus switches in this implementation, storage packets will pass
through the switches and into the Cisco UCS Fabric Interconnects with CoS 4 set in the packet header. If
the Gold QoS System Class in the Cisco UCS is enabled and the corresponding CoS value left at 4, these
storage packets will be treated according to that class and if Jumbo Frames is being used for the stor-
age protocols, but the MTU of the Gold QoS System Class is not set to Jumbo (9216), packet drops will
occur. Note also that if the Platinum class is enabled, the MTU must be set to 9216 to use Jumbo Frames
in that class.

Create VLANs

To configure the necessary virtual local area networks (VLANS) for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click LAN.

# In this procedure, five unique VLANSs are created. See Table2.

2. Expand LAN > LAN Cloud.
3. Right-click VLANSs.

4. Choose Create VLANS.



5. Enter Native-VLAN as the name of the VLAN to be used as the native VLAN.
6. Keep the Common/Global option selected for the scope of the VLAN.

7. Enter the native VLAN ID.

8. Keep the Sharing Type as None.

9. Click OK and then click OK again.

Create VLANs ? X
WLAN Mame/Prefix o | Native-VLAN
Multicast Policy Name ;| <not set> v Create Multicast Policy

(&) Common/Global () Fabric & () Fabric B (v Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN [Ds in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-20719", " 29,35,40-45" , " 23", "23,34-45")

VLAN IDs - | 2

Sharing Type - |3“ MNone () Primary () Isolated () Community

Check Overlap n Cancel

10. Expand the list of VLANSs in the navigation pane, right-click the newly created Native-VLAN and choose Set
as Native VLAN.

11. Click Yes and then click OK.
12. Right-click VLANSs.

13. Choose Create VLANs



14. Enter Site1-1B as the name of the VLAN to be used for management traffic (ESXi Hosts, site specific infra-
structure).

‘& Modify these VLAN names as necessary for your environment.

15. Keep the Common/Global option selected for the scope of the VLAN.
16. Enter the In-Band management VLAN ID.

17. Keep the Sharing Type as None.

18. Click OK, and then click OK again.

19. Right-click VLANSs.

20. Choose Create VLANS.

21. Enter Common-IB as the name of the VLAN to be used for Common internal infrastructure (that may be rele-
vant to application networks or differing locations)

22. Keep the Common/Global option selected for the scope of the VLAN.
23. Enter the Common Infrastructure VLAN ID.

24. Keep the Sharing Type as None.

25. Click OK, and then click OK again.

26. Right-click VLANs.

27. Choose Create VLANS.

28. Enter iSCSI-A as the name of the VLAN to be used for iSCSI-A traffic.
29. Keep the Common/Global option selected for the scope of the VLAN.
30. Enter the Infrastructure iSCSI-A VLAN ID.

31. Keep the Sharing Type as None.

32. Click OK, and then click OK again.

33. Right-click VLANs.

34. Choose Create VLANSs.

35. Enter iSCSI-B as the name of the VLAN to be used for iSCSI-B traffic.

36. Keep the Common/Global option selected for the scope of the VLAN.



37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

Enter the Infrastructure iSCSI-B VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Right-click VLANSs.

Choose Create VLANS.

Enter Infra-NFS as the name of the VLAN to be used for NFS.

Keep the Common/Global option selected for the scope of the VLAN.
Enter the Infrastructure NFS VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Right-click VLANSs.

Choose Create VLANS.

Enter vMotion as the name of the VLAN to be used for vMotion.

Keep the Common/Global option selected for the scope of the VLAN.
Enter the vMotion VLAN ID.

Keep the Sharing Type as None.

Click OK and then click OK again.

Choose Create VLANSs.

Enter VM-Traffic as the name of the VLAN to be used for VM Traffic, or optionally add a

fix for multiple VLANSs created.

Keep the Common/Global option selected for the scope of the VLAN.

Enter the VM-Traffic VLAN ID, or a range to use if creating multiple VLANSs.

Keep the Sharing Type as None.

-“ to use as a pre-



Create VLANs ?2 X

VLAN Name/Prefix :  VM-Traffic-

) [ P
Multicast Policy Name : | <ot set> v Create Muilticast Policy
e, Common/Global ( ) Fabric A ) Fabric B ) Both Fabrics Configured Differently

You are creating global VLANSs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.(e.g. * 2009-2019", " 29,35,40-45", * 23", " 23,34-45")

VLAN IDs: | 1001-1003

Sharing Type : [o None Primary Isolated Community

Check Overlap “ Cancel

59. Click OK and then click OK again.

LAN / LAN Cloud [/ VLANs

VLANs

Y, Advanced Fiter 4 Export  * Print el

MName D Type Transport Native VLAN Sharing Primary VLAN Na... Multicast Policy N...
VLAN Common-I8 (322) 322 Lan Ether No None | e
VLAN default (1) 1 Lan Ether Yes None H
VLAN Infra-NFS (3050) 3050 Lan Ether No None
VLAN iSCSI-A (3010) 3010 Lan Ether No None
VLAN iSCSI-B (3020) 3020 Lan Ether No None
Al AN Natiee (9) 2 I an Ether N Newna e

(#) Add [1] Delete @ Info

Create MAC Address Pools

In this FlexPod implementation, MAC address pools are created at the root organization level to avoid MAC ad-
dress pool overlaps. If your deployment plan calls for different MAC address ranges in different UCS organiza-
tions, place the MAC pools at the organizational level. To configure the necessary MAC address pools for the
Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click LAN.

2. Expand Pools > root.



‘ﬁ In this procedure, two MAC address pools are created, one for each switching fabric.

3. Right-click MAC Pools under the root organization.

4. Choose Create MAC Pool to create the MAC address pool.
5. Enter MAC-Pool-A as the name of the MAC pool.

6. Optional: Enter a description for the MAC pool.

7. Choose Sequential as the option for Assignment Order.

8. Click Next.

9. Click Add.

10. Specify a starting MAC address.

‘ﬁ For the FlexPod solution, the recommendation is to place A in the next-to-last octet of the starting MAC
address to identify all of the MAC addresses as fabric A addresses. In our example, we have carried
forward the example of also embedding the cabinet number information giving us 00:25:B5:A0:1A:00
as our first MAC address.

11. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources
remembering that a server may contain multiple vNICs and that multiple unassociated Service Profiles can be
created. In this example, with the MAC block modification, a maximum of 256 addresses are available.

Create a Block of MAC Addresses ? X

First MAC Address : | 00:25:B5:A0:1A:00 Size : | 256 —

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5200:xx:XX

12. Click OK.
13. Click Finish.
14. In the confirmation message, click OK.

15. Right-click MAC Pools under the root organization.



16.

17.

18.

19.

20.

21.

22.

Choose Create MAC Pool to create the MAC address pool.
Enter MAC-Pool-B as the name of the MAC pool.
Optional: Enter a description for the MAC pool.

Choose Sequential as the option for Assignment Order.
Click Next.

Click Add.

Specify a starting MAC address.

ﬁ For the FlexPod solution, it is recommended to place B in the next to last octet of the starting MAC ad-

dress to identify all the MAC addresses in this pool as fabric B addresses. Once again, we have carried
forward our example of also embedding the cabinet number information giving us 00:25:B5:A0:1B:00
as our first MAC address.

23.

24.

25.

26.

Specify a size for the MAC address pool that is sufficient to support the available blade or server resources
remembering that a server may contain multiple vNICs and that multiple unassociated Service Profiles can be
created. In this example, with the MAC block modification, a maximum of 256 addresses are available.

Click OK.

Click Finish.

In the confirmation message, click OK.

Create Network Control Policy for Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol
(LLDP)

To create a network control policy that enables CDP and LLDP on server virtual network controller (vNIC) ports,
follow these steps:

1.

2.

In Cisco UCS Manager, click LAN.

Expand Policies > root.

Right-click Network Control Policies.
Choose Create Network Control Policy.
Enter Enable-CDP-LLDP as the policy name.
For CDP, choose the Enabled option.

For LLDP, scroll down and choose Enabled for both Transmit and Receive.



Create Network Control Policy ?

coP

" Disabled (&) Enabled |

MAC Register Mode : |(e) Only Native Vian () All Host Vians

Action on Uplink Fail :

‘e Link Down () Warning |

MAC Security

Forge : |(e Allow ) Deny

LLDP

Transmit :

" Disabled (&) Enabled |

Receive :

" Disabled (&) Enabled |

o Cancel

8. Click OK to create the network control policy.
9. Click OK.

Create VNIC Templates

To create multiple virtual network interface card (VNIC) templates within the FlexPod organization, follow these
steps. A total of 6 vNIC Templates will be created. Two of the vNIC templates (vSwitchO-A and vSwitch0-B) will
be created for vNICs to connect to VMware ESXi vSwitchO. vSwitchO will have port groups for the IB-MGMT,
Infra-NFS, vMotion, and VM-Traffic VLANs. The third and fourth vNIC templates (vDSO-A and vDS0-B) will be
created for vNICs to connect to the VMware Virtual Distributed Switch (vDSO0). The fifth and sixth vNIC templates

will be used for the iISCSI A and iSCSI B.

The vDS will have port groups for the vMotion and VM-Traffic VLANs. Having the vMotion VMkernel on the vDS
will allow the QoS marking of vMotion packets to occur within the vDS if QoS policies need to be applied to
vMotion in the future. Any tenant or application VLANs can be placed on the vDS in the future.

ﬂ If QoS policy application to the vMotion packets will not be considered at some point, the vMotion VLAN
can instead be placed on the vSwitchO-A and vSwitchO-B vNIC templates and handled as standard port
groups in vSwitchO alongside the rest of the infrastructure traffic.

To create the infrastructure vNIC templates, follow these steps:
1. In Cisco UCS Manager, click LAN.

2. Expand Policies > root > Sub-Organizations > FlexPod.

3. Under the FlexPod Organization, right-click vNIC Templates.

4. Choose Create VNIC Template.



5. Enter vSwitchO-A as the vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.

8. Choose Primary Template for Redundancy Type.

9. Leave the Peer Redundancy Template set to <not set>.

10. Under Target, make sure that only the Adapter checkbox is selected.
11. Choose Updating Template as the Template Type.

12. Under VLANS, choose the checkboxes for Common-IB, Site1-IB, Infra-NFS, and Native-VLAN VLANSs.
13. Set Native-VLAN as the native VLAN.

14. Leave vNIC Name selected for the CDN Source.

15. For MTU, enter 9000.

16. In the MAC Pool list, choose MAC-Pool-A.

17. In the Network Control Policy list, choose CDP-LLDP.



Create vNIC Template ? X
U -
} A 4
Select Name Mative VLAN VLAN ID
| Common-IB 322 -
default 1 =
v Infra-NFS 3050
iSCSI-A 9 3010
iSCSI-B 3020
o Mative ~ 2 hd
Create WVLAN
CDN Source : |(#) vNIC Name () User Defined |
MTU - 9000 ]
MAC Pool © | MAC-Pool-A(256/256) v
QoS Policy t| <notset> v

Network Control Policy : | CDP-LLDP

“
m

Pin Group ;| =not set>

Stats Threshold Policy : | default »

Connection Policies

Dynamic vNIC (&) usNIC () VMQ

usNIC Connection Policy @ | <not set> v

18. Click OK to create the vNIC template.

19. Click OK.

20. Under the FlexPod organization, right-click vNIC Templates.
21. Choose Create VNIC Template.

22. Enter vSwitch0-B as the vNIC template name.

23. Choose Fabric B.

24. Do not select the Enable Failover checkbox.



25. Set Redundancy Type to Secondary Template.
26. Choose vSwitchO-A for the Peer Redundancy Template.

27. In the MAC Pool list, choose MAC-Pool-B.

‘& The MAC Pool is all that needs to be selected for the Secondary Template, all other values will either be
propagated from the Primary Template or set at default values.

28. Click OK to create the vNIC template.

29. Click OK.

30. Under the FlexPod Organization, right-click vNIC Templates.

31. Choose Create VNIC Template.

32. Enter vDSO-A as the vNIC template name.

33. Keep Fabric A selected.

34. Do not select the Enable Failover checkbox.

35. Choose Primary Template for Redundancy Type.

36. Leave the Peer Redundancy Template set to <not set>.

37. Under Target, make sure that only the Adapter checkbox is selected.
38. Choose Updating Template as the Template Type.

39. Under VLANSs, choose the checkboxes for vMotion, any configured VM-Traffic VLANs, and the Native VLAN.
40. Set Native-VLAN as the native VLAN.

41. Leave vNIC Name selected for the CDN Source.

42. For MTU, enter 9000.

43. In the MAC Pool list, choose MAC-Pool-A.

44. In the Network Control Policy list, choose CDP-LLDP.



Connection Policies

45. Click OK to create the vNIC template.
46. Click OK.

47. Under the FlexPod organization, right-click vNIC Templates.

Dynamic wNIC (s} usNIC () VMQ

usNIC Connection Policy © | <not set> ¥

48. Choose Create VNIC Template

49. Enter vDS0-B as the vNIC template name.

50. Choose Fabric B.

51. Do not select the Enable Failover checkbox.

D -~

Create vNIC Template ? X
e e+ e T
Select Mame MNative VLAN VLAN ID
| Native 0 2 ~
Site1-1B 122
| VM-Traffic-1001 1001
v VM-Traffic-1002 1002 ]
[v] VM-Traffic-1003 1003 -
v vMotion 3000 v
Create VLAN
CDN Source : |(#) wNIC Name () User Defined |
MTU 9000 —
MAC Pooal MAG-Pool-A(256/256) ¥
QoS Policy <not set> ¥
Network Control Policy : | cDP-LLDP w
Pin Group <not set> =
Stats Threshold Policy : | default »




52. Set Redundancy Type to Secondary Template.
53. Choose vDS0-A for the Peer Redundancy Template.

54. In the MAC Pool list, choose MAC-Pool-B.

‘& The MAC Pool is all that needs to be selected for the Secondary Template, all other values will either be
propagated from the Primary Template or set at default values.

55. Click OK to create the vNIC template.

56. Click OK.

57. Under the FlexPod organization, right-click vNIC Templates.
58. Choose Create VNIC Template

59. Enter iSCSI-A as the vNIC template name.

60. Choose Fabric A. Do not choose the Enable Failover checkbox.
61. Leave Redundancy Type set at No Redundancy.

62. Under Target, make sure that only the Adapter checkbox is selected.
63. Choose Updating Template for Template Type.

64. Under VLANSs, choose only iSCSI-A.

65. Choose iSCSI-A as the native VLAN.

66. Leave vNIC Name set for the CDN Source.

67. Under MTU, enter 9000.

68. From the MAC Pool list, choose MAC-Pool-A.

69. From the Network Control Policy list, choose CDP-LLDP.



Create vNIC Template 7 X

-

Template Type : | ) Initial Template (s) Updating Template
VLANS VLAMN Groups
Yo Advanced Fiter 4 Export & Print fel
Select Name MNative VLAN VLAN ID
Common-IB 322 -
default ) 1 =
Infra-NFS 3050
v iSCSI-A ® 3010
iSCSI-B 3020
Matiua ! 2 L hd
Create VLAN
CDN Source : |(@)wNIC Name () User Defined |
MTU : 9000 E
MAC Pool * | MAC-Pool-A(256/256) ¥
QoS Policy © | <notset> ¥
Network Control Policy : | cDP-LLDP
Pin Group : | <not set> v L |

Stats Threshold Policy © | default v

Connection Policies

D -

70. Click OK to complete creating the vNIC template.

71. Click OK.

72. Right-click vNIC Templates.

73. Choose Create VNIC Template.

74. Enter iSCSI-B as the vNIC template name.

75. Choose Fabric B. Do not choose the Enable Failover checkbox.

76. Leave Redundancy Type set at No Redundancy.




77. Under Target, make sure that only the Adapter checkbox is selected.
78. Choose Updating Template for Template Type.

79. Under VLANSs, choose only iSCSI-B.

80. Choose Infra-iSCSI-B as the native VLAN.

81. Leave vNIC Name set for the CDN Source.

82. Under MTU, enter 9000.

83. From the MAC Pool list, choose MAC-Pool-B.

84. From the Network Control Policy list, choose CDP-LLDP.

85. Click OK to complete creating the vNIC template.

86. Click OK.

Create High Traffic VMware Adapter Policy

To create the optional VMware-High-Traffic Ethernet Adapter policy to provide higher vNIC performance, follow
these steps:

ﬁ This Ethernet Adapter policy can be attached to vNICs when creating the LAN Connectivity policy for
VNICs that have large amounts of traffic on multiple flows or TCP sessions. This policy provides more
hardware transmit and receive queues handled by multiple CPUs to the vNIC.

1. In Cisco UCS Manager, click Servers.

2. Expand Policies > root.

3. Right-click Adapter Policies and choose Create Ethernet Adapter Policy.
4. Name the policy VMware-HighTrf.

5. Expand Resources and set the values as shown below.



Create Ethernet Adapter Policy 7 X
Name o | WMware-HighTrf
Description :

(= Resources

Pooled o |(e) Disabled Enabled

Transmit Queues | 1 [1-1000]
Ring Size : | 256 [64-40986]
Receive Queues  : | B [1-1000]
Ring Size - 512 [64-4098]
Completion Queues : | 9 [1-2000]
Interrupts 1) [1-1024]
(# Options

‘ﬁ In this policy, Receive Queues can be set to 1-16. Completion Queues = Transmit Queues + Receive
Queues. Interrupts = Completion Queues + 2. For more information, see Cisco UCS Manager Network
Management Guide. Release 4.1, Network-Related Policies.

ﬂ Although previous versions of this document set the Ring Sizes for the Transmit and Receive Queues to
4096, Tuning Guidelines for Cisco UCS Virtual Interface Cards states that the sizes should be increased
only if packet drops are observed on the vNIC interfaces.

6. Expand Options and choose Enabled for Receive Side Scaling (RSS).


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/ucs-manager/GUI-User-Guides/Network-Mgmt/4-1/b_UCSM_Network_Mgmt_Guide_4_1/b_UCSM_Network_Mgmt_Guide_4_1_chapter_01010.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/ucs-manager/GUI-User-Guides/Network-Mgmt/4-1/b_UCSM_Network_Mgmt_Guide_4_1/b_UCSM_Network_Mgmt_Guide_4_1_chapter_01010.html
https://www.cisco.com/c/dam/en/us/products/collateral/interfaces-modules/unified-computing-system-adapters/vic-tuning-wp.pdf

Create Ethernet Adapter Policy ? X
MName : | VMware-HighTrf
Description :

(¥ Resources

(=) Options

Transmit Checksum Offload ) Disabled (®) Enabled

Receive Checksum Offload ") Disabled (o) Enabled

TCP Segmentation Offload ) Disabled (#) Enabled

TCP Large Receive Offload ) Disabled (») Enabled

Receive Side Scaling (RSS) ) Disabled (») Enabled

Accelerated Receive Flow Steering (@) Disabled () Enabled

Metwork Virtualization using Generic Routing Encapsulation : -;5_:- Disabled \: Enabled

Virtual Extensible LAN (@) Disabled () Enabled

GEMEVE (@) Disabled () Enabled

AzureStack-Host QoS (@) Disabled () Enabled

Failback Timeout (Seconds) -5 [o-600]

Interrupt Mode

@msiX OMSI OINTx |

Interrupt Coalescing Type o | Min ) idle

Interrupt Timer {us) - 11258 [0-65535]

RoCE

() Disabled () Enabled |

Advance Filter

L

(@) Disabled () Enabled |

m Cancel

7. Click OK, then click OK again to complete creating the Ethernet Adapter Policy.

Create LAN Connectivity Policy for iSCSI Boot

To configure the necessary Infrastructure LAN Connectivity Policy within the FlexPod Organization, follow these
steps:

1. In Cisco UCS Manager, click LAN.
2. Expand LAN > Policies > root > Sub-Organizations > FlexPod Organization.
3. Right-click LAN Connectivity Policies under the FlexPod Organization.

4. Choose Create LAN Connectivity Policy.



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Enter iISCSI-Boot as the name of the policy.

Click OK then OK again to create the policy.

On the left under LAN > Policies > root > Sub-Organizations > FlexPod Organization > LAN Connectivity Poli-

cies, choose iISCSI-Boot.

Click the Add button to add a vNIC.

In the Create VNIC dialog box, enter 00-vSwitchO-A as the name of the vNIC.

Choose the Use vNIC Template checkbox.

In the vNIC Template list, choose vSwitchO-A.

In the Adapter Policy list, choose VMWare.

Click OK to add this vNIC to the policy.

Click Save Changes and OK.

Click the Add button to add another vNIC to the policy.

In the Create vNIC box, enter 01-vSwitchO-B as the name of the vNIC.
Choose the Use vNIC Template checkbox.

In the vNIC Template list, choose vSwitchO-B.

In the Adapter Policy list, choose VMWare.

Click OK to add the vNIC to the policy.

Click Save Changes and OK.

Click the Add button to add a vNIC.

In the Create vNIC dialog box, enter 02-vDS0-A as the name of the vNIC.
Choose the Use vNIC Template checkbox.

In the vNIC Template list, choose vDS0-A.

In the Adapter Policy list, choose VMWare-HighTrf.

Click OK to add this vNIC to the policy.

Click Save Changes and OK.

Click the Add button to add another vNIC to the policy.



30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

In the Create vNIC box, enter 03-vDS0-B as the name of the vNIC.
Choose the Use vNIC Template checkbox.

In the vNIC Template list, choose vDS0-B.

In the Adapter Policy list, choose VMWare-HighTrf.

Click OK to add the vNIC to the policy.

Click Save Changes and OK.

Click the Add button to add a vNIC.

In the Create VvNIC dialog box, enter 04-iSCSI-A as the name of the vNIC.
Choose the Use vNIC Template checkbox.

In the vNIC Template list, choose iSCSI-A.

In the Adapter Policy list, choose VMWare.

Click OK to add this vNIC to the policy.

Click Save Changes and OK.

Click Add to add a vNIC to the policy.

In the Create vNIC dialog box, enter 05-iSCSI-B as the name of the vNIC.
Choose the Use vNIC Template checkbox.

In the vNIC Template list, choose iSCSI-B.

In the Adapter Policy list, choose VMWare.

Click OK to add this vNIC to the policy.

Click Save Changes and OK.

Expand Add iSCSI vNICs.

Choose Add in the Add iSCSI vNICs section.

Set the name to iSCSI-Boot-A.

Choose 04-iSCSI-A as the Overlay vNIC.

Set the iISCSI Adapter Policy to default.

Leave the VLAN set to Infra-iSCSI-A (native).



56. Leave the MAC Address set to None.

57. Click OK.

58. Click Save Changes and OK.

59. Choose Add in the Add iSCSI vNICs section.
60. Set the name to iSCSI-Boot-B.

61. Choose 05-iSCSI-B as the Overlay vNIC.

62. Set the iSCSI Adapter Policy to default.

63. Leave the VLAN set to Infra-iSCSI-B (native).

64. Leave the MAC Address set to None.

Create LAN Connectivity Policy ? X
Mame 1 | iISCSI-Boot
Description :

Click Add to specify one or more vNICs that the server should use to connect to the LAN.

MName MAC Address Native VLAN
vNIC 05-iSCSI-B Derived
vNIC 04-iSCSI-A Derived
vNIC 03-vDS0-B Derived
vNIC 02-vDS0-A Derived
vNIC 01-vSwitch0-B Derived
I vNIC 00-vSwitch0-A Derived I

[] Delete (¥ Add @ Modify

() Add iSCSI vNICs

MName Overlay vNIC Name ISCSI Adapter Policy MAC Address
iSCSI vNIC iSCSI-Boot-B 05-iSCSI-B Derived
iSCSI vNIC iSCSI-Boot-A 04-iISCSI-A Derived

@) Add

65. Click OK then click OK again.

Create IQN Pools for iSCSI Boot

To configure the necessary IQN pools for the Cisco UCS environment, follow these steps:



1. In Cisco UCS Manager, click SAN.

2. Expand Pools > root.

3. Right-click IQN Pools.

4. Choose Create IQN Suffix Pool to create the IQN pool.
5. Enter IQN-Pool for the name of the IQN pool.

6. Optional: Enter a description for the IQN pool.

7. Enterign.2010-11.com.flexpod as the prefix.

8. Choose Sequential for Assignment Order.

9. Click Next.

10. Click Add.

11. Enter ucs-host as the suffix.

‘& If multiple Cisco UCS domains are being used, a more specific IQN suffix may need to be used.

12. Enter 1 in the From field.

13. Specify the size of the IQN block sufficient to support the available server resources.

Create a Block of IQN Suffixes ? X

Suffix : | ucs-host

From : |1
Size @ 32 =
14. Click OK.

15. Click Finish and then click OK to complete creating the IQN pool.

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment in the FlexPod Organization, follow these
steps:



‘& Consider creating unique server pools to achieve the granularity that is required in your environment.

In Cisco UCS Manager, click Servers.

Expand Pools > root > Sub-Organizations > FlexPod.
Right-click Server Pools under the FlexPod Organization.
Choose Create Server Pool.

Enter Infra-Pool as the name of the server pool.
Optional: Enter a description for the server pool.

Click Next.

Choose three (or more) servers to be used for the VMware management cluster and click >> to add them to
the Infra-Pool server pool.

ﬁ Although the VMware minimum host cluster size is two, in most use cases three servers are recom-

mended.
9. Click Finish.
10. Click OK.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow
these steps:

1.

2.

In Cisco UCS Manager, click Servers.

Expand Pools > root.

Right-click UUID Suffix Pools.

Choose Create UUID Suffix Pool.

Enter UUID-Pool as the name of the UUID suffix pool.
Optional: Enter a description for the UUID suffix pool.
Keep the prefix at the derived option.

Choose Sequential for the Assignment Order.

Click Next.



10. Click Add to add a block of UUIDs.
11. Keep the From field at the default setting.

12. Specify a size for the UUID block that is sufficient to support the available blade or server resources and the
number of Service Profiles that will be created.

13. Click OK.
14. Click Finish.
15. Click OK.

Modify Default Host Firmware Package

Firmware management policies allow the administrator to choose the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus
adapter (HBA) option ROM, and storage controller properties.

To modify the default firmware management policy in the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click Servers.

2. Expand Policies > root.

3. Expand Host Firmware Packages.

4. Choose default.

5. Inthe Actions pane, choose Modify Package Versions.

6. Choose version 4.1(2a) for both the Blade and Rack Packages.



Modify Package Versions X
Blade Package |4-1 (2a)B v

Rack Package : |4.1(2a)C v

Service Pack v

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

| |Adapter

| | BIOS

| | Board Controller

[ | cmc

| |FCAdapters

| | Flex Flash Controller
[ | GPus
|

|

|

|

|

|

[

| HEA Option ROM

| Host MIC

| Haost NIC Option ROM
\l| Local Disk

| NWME Mswitch Firmware

| Psu

| Diei Stk Ciccousmes

0K Cancel Help

7. Click OK, then click OK again to modify the host firmware package.

Create Local Disk Configuration Policy (Optional)

A local disk configuration specifying no local disks for the Cisco UCS environment can be used to ensure that
servers with no local disks are used for SAN Boot.

ﬂ This policy should not be used on servers that contain local disks.

To create a local disk configuration policy, follow these steps:
1. In Cisco UCS Manager, click Servers.

2. Expand Policies > root.

3. Right-click Local Disk Config Policies.

4. Choose Create Local Disk Configuration Policy.

5. Enter SAN-Boot as the local disk configuration policy name.



6. Change the mode to No Local Storage.

Create Local Disk Configuration Policy ? X
Name . | SAN-Boot

Description

Mode - [No Local Storage -

FlexFlash

FlexFlash State . |(e) Disable () Enable

If FlexFlash State 1= disabled, SD cards will become unavailable immediately.
Please ensure SD cards are not in use before disabling the FlexFlash State.

FlexFlash RAID Reporting State : |(e) Disable () Enable

FlexFlash Removable State : [ ¥es () No (@) No Change

If FlexFlash Removable State is changed, SD cards will become unavailable temporarily.
Please ensure SD cards are not in use before changing the FlexFlash Removable State.

7. Click OK to create the local disk configuration policy.
8. Click OK.

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, follow these steps:
1. In Cisco UCS Manager, click Servers.

2. Expand Policies > root.

3. Right-click Power Control Policies.

4. Choose Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.

6. Change the power capping setting to No Cap.



Create Power Control Policy ? X

Name - | No-Power-Cap

Description

Fan Speed Palicy : |Any v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no=-cap, the server is exempt from zll power capping.

‘@' No Cap () cap

Cizco UCS Manager only enforces power capping when the servers in a power group require
more power than 1s currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

7. Click OK to create the power control policy.
8. Click OK.

Create Server Pool Qualification Policy (Optional)

To create an optional server pool qualification policy for the Cisco UCS environment, follow these steps:

ﬂ This example creates a policy for Cisco UCS B200 M5 servers for a server pool.

1. In Cisco UCS Manager, click Servers.

2. Expand Policies > root.

3. Right-click Server Pool Policy Qualifications.

4. Choose Create Server Pool Policy Qualification.
5. Name the policy UCS-B200-M5.

6. Choose Create Server PID Qualifications.

7. Choose UCSB-B200-M5 from the PID drop-down list.



Create Server PID Qualifications ? X

PID: | UCSB-B200-M5 v |

8. Click OK
9. Optionally choose additional qualifications to refine server selection parameters for the server pool.
10. Click OK to create the policy then OK for the confirmation.

Update the Default Maintenance Policy

To update the default Maintenance Policy to either require user acknowledgement before server boot when ser-
vice profiles change or to make the changes on the next server reboot, follow these steps:

1. In Cisco UCS Manager, click Servers.
2. Expand Policies > root.

3. Choose Maintenance Policies > default.
4. Change the Reboot Policy to User Ack.

5. Choose “On Next Boot” to delegate maintenance windows to server administrators.



Servers / Policies / root / Maintenance Policies / default

General Events

Actions Properties
Name . default
Show Policy Usage Descniption
Owner : Local
Soft Shutdown Timer : | 150 Secs v
Storage Config. Deployment Policy : i immediate () User Ack |
Reboot Policy [ immediate (@) User Ack (  Timer Automatic

V| On Next Boot fApply pending changes at next reboot.)

C=p -
6. Click Save Changes.
7. Click OK to accept the changes.

Create vMedia Policy for VMware ESXi 7.0 ISO Install Boot

In the NetApp ONTAP setup steps, an HTTP web server is required, which is used for hosting ONTAP as well as
VMware software. The vMedia Policy created will map the Cisco Custom ISO for UCS 4.1.2a to the Cisco UCS
server in order to boot the ESXi installation. To create this policy, follow these steps:

1. In Cisco UCS Manager, choose Servers.
2. Expand Policies > root.

3. Right-click vMedia Policies.

4. Choose Create vMedia Policy.

5. Name the policy ESXi-7.0-HTTP.


https://my.vmware.com/group/vmware/downloads/details?downloadGroup=OEM-ESXI70-CISCO&productId=974

6. Enter “Mounts Cisco Custom ISO ESXi7 for UCS 4.1(2a)” in the Description field.
7. Click Add to add a vMedia Mount.

8. Name the mount ESXi-7.0-HTTP.

9. Choose the CDD Device Type.

10. Choose the HTTP Protocol.

11. Enter the IP Address of the web server.

ﬁ To avoid any DNS lookup issues, enter the IP of the web server instead of the hostname.

12. Enter VMware-ESXi-7.0.0-16324942-Custom-Cisco-4.1.2a.iso as the Remote File name.

‘& This VMware ESXi 7.0 Cisco Custom ISO can be downloaded from VMware Downloads.

13. Enter the web server path to the ISO file in the Remote Path field.

Create vMedia Mount ? X
Name . | ESXi-7.0-HTTP
Description
Device Type - [eycoD ) HOD |
Pratocol : [CINFS CIFS (&) HTTP HTTPS |
Hostname/IP Address :  192.16B8.166.155
Image Mame Variable [ » MNone Service Profile Name |
Remate File : re-ESXi-7.0.0-16324942-Custom-Cisco-4.1.2a.is0
Remocte Path . software/VMware
Username
Password
Remap on Eject -0
n Cancel

14. Click OK to create the vMedia Mount.

15. Click OK then click OK again to complete creating the vMedia Policy.


https://my.vmware.com/group/vmware/details?downloadGroup=OEM-ESXI67U1-CISCO&productId=742

‘ﬁ For any new servers added to the Cisco UCS environment the vMedia service profile template can be
used to install the ESXi host. On first boot the host will boot into the ESXi installer since the iISCSI mount-

ed disk is empty. After ESXi is installed, the vMedia will not be referenced as long as the boot disk is ac-
cessible.

Create Server BIOS Policy

To create a server BIOS policy for VMware ESXi hosts within the FlexPod organization, follow these steps:
1. In Cisco UCS Manager, click Servers.

2. Expand Policies > root > Sub-Organizations > FlexPod.

3. Right-click BIOS Policies under FlexPod Organization.

4. Choose Create BIOS Policy.

5. Enter Intel-VM-Host as the BIOS policy name.
Create BIOS Policy 7 X

MNarme - | Intel-VM-Host|
Description

Reboot on BIOS Settings Change - O

o Cancel

6. Click OK, then click OK again to create the BIOS Policy.

7. Under the FlexPod Organization, expand BIOS Policies and choose the newly created BIOS Policy. Set the
following within the Main tab of the Policy:

a. CDN Control -> Enabled
b. Quiet Boot -> Disabled



Servers | Policies / root / Sub-O i | Fle: / BIOS Policies | Intel-VM-Host
[ Main l Advanced Boot Options Server Management Events

Actions

Delete

Show Policy Usage

Properties

Name : Intel-VM-Host
Description

Owner . Local

Reboot on BIOS Settings Change : O

T, Advanced Fiter 4 Export & Print &
BIOS Setting Value
( CDN Control Enabled ) ¥
Front panel lockout Platform Default ¥
POST error pause Platform Default v
( Cuiet Boot Disabled ) ol
Resume on AC power loss Platform Default ol

Click the Advanced tab, leaving the Processor tab selected within the Advanced tab. Set the following within
the Processor tab:

Processor C State -> Disabled

a
b. Processor C1E -> Disabled

c. Processor C3 Report -> Disabled
d. Processor C6 Report -> Disabled
e. Processor C7 Report -> Disabled
f. Power Technology -> Custom



Main Agdvanced Bt Dplices Served Managemant Evants
m ntl Diracted 16 RAS Memary  SedalPort USE PGl 08 LOMand POl Siots  Trusted Platform  Eraphics Gonfigarasion

T, Afvanced Fiter 4 Ewport @ Frint

25 Setting - Value
Rank Intafesring Platfarn Deafault
Subs NUMA Clustering Platfarm Defailt
Lipcal X2 Apic Platfarm Dafault
Max Variable MTRR Satting Platfarm Dataidt
P STATE Coordination Platfarm Default
Package C Szate Limit Platform Default
Autanomiis Core C-gtate Platform Default
ssor O Stabe Disabled

Processor C1E Disabled
Processor C3 Aeport Cisabled
Processar OF Aeport Disabled
Processor CF Report Disabled
Processar CMCI Platfamn Delault

(Pﬂm‘:f Techrakgy Cusiom ]
Energy Perlormance Platformn Dealault
ProcessorEppPrafile Platfarm Deafault

9. Click the RAS Memory tab, and choose:

a. NVM Performance Setting -> Balanced Profile

b. Memory RAS configuration -> Maximum Performance



usse PC Qe LOM and PCle Slots Trusted Platform Graphics Configuratior
Y, Advanced Filter 4 Export " Print
BIOS Setting Value
a f i a3
CR Qos Platform Default

[0-65535] [Step Value: 1]

form Default [0.00-50.00] [Step Value: 0.01)
[0-65535] [S 2: 1]
Platform Defauit [0-65535] [Ste e: 1]
Platform Default [0-65535] [Step Value: 1]
Platform Default [0-65535] [Step Value: 1]

10. Click Save Changes.
11. Click OK.

Create iSCSI Boot Policy

This procedure applies to a Cisco UCS environment in which two iSCSI logical interfaces (LIFs) are on cluster
node 1 (iscsi-lif01a and iscsi-lif01b) and two iSCSI LIFs are on cluster node 2 (iscsi-lif02a and iscsi-1if02b). Al-
S0, it is assumed that the A LIFs are connected to Fabric A (Cisco UCS Fabric Interconnect A) and the B LIFs are
connected to Fabric B (Cisco UCS Fabric Interconnect B).

ﬂ One boot policy is configured in this procedure. The policy configures the primary target to be iscsi-
lif01a.

To create a boot policy for the Cisco UCS environment within the FlexPod Organization, follow these steps:
1. In Cisco UCS Manager, click Servers.
2. Expand Policies > root > Sub-Organizations > FlexPod Organization.

3. Right-click Boot Policies under the FlexPod Organization.



10.

11.

12.

13.

14.

15.

16.

17.

Choose Create Boot Policy.

Enter Boot-iSCSI-A as the name of the boot policy.

Optional: Enter a description for the boot policy.

Do not choose the Reboot on Boot Order Change checkbox.
Choose the Uefi Boot Mode.

Check the checkbox for Boot Security.

Expand the Local Devices drop-down list and click Add Remote CD/DVD.
Expand the iSCSI vNICs drop-down list and click Add iSCSI Boot.
In the Add iSCSI Boot dialog box, enter iSCSI-Boot-A.

Click OK.

Choose Add iSCSI Boot.

In the Add iSCSI Boot dialog box, enter iSCSI-Boot-B.

Click OK.

Expand CIMC Mounted Media and select Add CIMC Mounted CD/DVD.



Create Boot Policy ? X

Name . | Boot-iSCSI-A
Description

Reboot on Boot Order Change - O

Enforce vNIC/vHBASISCSI Name :

Boot Mode o |7 Legacy (e Uefi

Boaot Security :

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.

The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vNIC/WHBASISCSI Name is selected and the vNIC/WHBANSCSI does not exist, a config error will be reported.

If it is not selected, the wNICs/vHBAs are selected if they exist, otherwise the vNIC/VHBA with the lowest PCle bus scan order is used.

# Local Devices Boot Order

+ — T,Advanced Fiter 4 Export o Print It
® CIMC Mounted vMedia Mame O..a  uNIC/WHBASSCSL.. Type LUM... WWWN  Slot . Boot. Boot. Des.
— Remote CD/DVD 1
#) vNICs

» iSCSI 2
® vHBAs iscs ISCSI-Boot-A Pri
o iSCSI iISCSI-Boot-B Sec...
=+ iSCSI vNICs

CIMC Mounted CD/DVD 3 ”
(* EFI Shell
1+ Move Up [i] Delete

18. Expand iSCSI and select iSCSI Target Primary. Select Set Uefi Boot Parameters.

‘& For Cisco UCS B200 M5 and Cisco UCS C220 M5 servers it is not necessary to set the Uefi Boot Param-
eters. These servers will boot properly with or without these parameters set. However, for M4 and earlier
servers, VMware ESXi 7.0 will not boot with Uefi Secure Boot unless these parameters are set exactly as
shown.

19. Fill-in the Set Uefi Boot Parameters exactly as shown in the following screenshot:



Set Uefi Boot Parameters ?7 X

Uefi Boot Parameters

Boot Loader Name : | BOOTXE4.EF
Boot Loader Path - \EENBOOTY

Boot Loader Description :

“ cance'

20. Click OK to complete setting the Uefi Boot Parameters for the SAN Boot Target and click OK for the confir-
mation.

21. Repeat this process to set Uefi Boot Parameters for the Secondary iSCSI Boot Targets.
22. Click OK then click OK again to create the policy.

Create iSCSI Boot Service Profile Template

In this procedure, one service profile template for Infrastructure ESXi hosts within the FlexPod Organization is
created for Fabric A boot.

To create the service profile template, follow these steps:

1. In Cisco UCS Manager, click Servers.

2. Expand Service Profile Templates > root > Sub-Organizations > FlexPod Organization.

3. Right-click the FlexPod Organization.

4. Choose Create Service Profile Template to open the Create Service Profile Template wizard.

5. Enter Intel-VM-Host-Infra-iSCSI-A as the name of the service profile template. This service profile template
is configured to boot from storage node 1 on fabric A.

6. Choose the Updating Template option.

7. Under UUID Assignment, choose UUID-Pool.



Identify Service Profile Template

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

8. Click Next.

Create Service Profile Template if

You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
template and enter a description.

Name : | Intel-VM-Host-Infra-iSCSI-A

The template will be created in the following organization. Its name must be unique within this organization.
Where : org-root/org-FlexPod

The template will be created in the following organization. Its name must be unique within this organization.
Type | Initial Template (o) Updating Template

Specify how the UUID will be assigned to the server associated with the service generated by this template.
uuID

UUID Assignment: UUID-Pool(32/32) v

The UUID will be assigned from the selected pool.
The available/total UUIDs are displayed after the pool name.

Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used.

Configure Storage Provisioning

To configure the storage provisioning, follow these steps:

1. If you have servers with no physical disks, click on the Local Disk Configuration Policy tab and choose the
SAN-Boot Local Storage Policy. Otherwise, choose the default Local Storage Policy.

2. Click Next.

Configure Networking Options

To configure the network options, follow these steps:

1. Choose the “Use Connectivity Policy” option to configure the LAN connectivity.

2. Choose iSCSI-Boot from the LAN Connectivity Policy drop-down list.

3. Choose IQN_Pool in Initiator Name Assignment.




Create Service Profile Template

Optionally specify LAN configuration information.

3

Identify Service Profile
Template
Dynamic vNIC Connection Policy:
Storage Provisioning
SAN Connectivity How would you like to configure LAN connectivity?

Simple Expert MNo vNICs (e) Use Connectivity Policy
Zoning . ) Create LAN Connectivity Policy ® than two vNICs, select the Expert
LAN Connectivity Policy - | iSCSI-Boot ¥ il

)
Initiator Name

vNIC/vHBA Placement

Imiti = IOQN- v

Policy nitiator Name Assignment: QN-Pool(32/32)

Initiator Name :

Server Boot Order Create IQN Suffix Pool
The IQN will be assigned from the selected pool.

Maintenance Policy The available/total IQNs are displayed after the pool name.
Server Assignment

Operational Policies

4. Click Next.

Configure Storage Options

To configure the storage options, follow these steps:
1. Choose No vHBAs for the “How would you like to configure SAN connectivity?” field.

2. Click Next.

Configure Zoning Options

To configure the zoning options, follow this step:

1. Make no changes and click Next.

Configure vNIC/HBA Placement

To configure the vNIC/HBA placement, follow these steps:

1. In the “Select Placement” list, leave the placement policy as “Let System Perform Placement”.

<Prev Next > m Cancel




2. Click Next.

Configure vMedia Policy

To configure the vMedia policy, follow these steps:
1. Do not select a vMedia Policy.

2. Click Next.

Configure Server Boot Order

To configure the server boot orders, follow these steps:

1. Choose Boot-iSCSI-A for Boot Policy.

Create Service Profile Template ?
Optionally specify the boot policy for this service profile template.
Identify Service Profile
Template
Select a boot policy
H
Storage Provisioning i ~
Dot Pohcy% Boot-iSCSI-A v !} Create Boot Policy
E
Name : Boot-iSCSI-A
Networking
Description - v
Reboot on Boot Order Change : No
y Enforce vNIC/VHBA/ISCSI Name : Yes
Boot Mode © Uefi
Zoning Boot Security : Yes
WARNINGS:
VNIC/VHBA Placement The type (primary/secondary) does not indicate a boot order presence.
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is di 1ed by PCle bus scan order.
If Enforce vNIC/VHBA/ISCSI Name is selected and the vNIC/VHBA/ISCSI does not exist, a config error will be reported.
vMedia Policy If it is not selected, the vNICs/vHBAS are selected if they exist, otherwise the vNIC/VHBA with the lowest PCle bus scan order is used.
Boot Order
Server Boot Order + — Y,AdvancedFiter 4 Export # Print el
Name Order &  vNIC/VHB. Type LUN Name WWN Slot Num. Boot Name  Boot Path Description
Maintenance Policy
Remot 1
Server Assignment » ISCSI 2
CIMC 3
Operational Policies

< Prev Next > m Cancel

2. In the Boot order, expand iSCSI and choose iSCSI-Boot-A.
3. Click Set iSCSI Boot Parameters.

4. In the Set iSCSI Boot Parameters pop-up, leave Authentication Profile to <not set> unless you have in-
dependently created one appropriate to your environment.



5. Leave the “Initiator Name Assignment” dialog box <not set> to use the single Service Profile Initiator Name
defined in the previous steps.

6. SetiSCSI-IP-Pool-A as the “Initiator IP address Policy.”
7. Choose iSCSI Static Target Interface option.

8. Click Add.

9. Enter the iSCSI Target Name. To get the iSCSI target name of Infra-SVM, log into the storage cluster man-
agement interface and run the “iscsi show” command”.

10. Enter the IP address of iscsi-lif-1a for the IPv4 Address field.

Create iSCSI Static Target ? X

iSCS| Target Name : a3abe2800a098aad41d3:vs.4
Priority 1

Port : 3260

Authentication Profile : | <not set> v Create iSCS| Authentication Profile

IPwd Address : (1892.168.10.10

LUN ID 0

11. Click OK to add the iSCSI static target.

12. Click Add.

13. Enter the iSCSI Target Name.

14. Enter the IP address of iscsi-lif-2a for the IPv4 Address field.

15. Click OK to add the iSCSI static target.



Set iISCSI Boot Parameters

InIiator Name

Initiator Name Assignment

Create IQN Suffix Pool

WARNING: The selected pool does not contain any available entities.
You can select it, but it is recommended that you add entities to it.

Initiator Address

Initiator 1P Address Pclicy:i iISCSI-IP-Pool-A(12/12) v

IPv4 Address  : 0.0.0.0

Subnet Mask  : 255.255.255.0
Default Gateway : 0.0.0.0
Primary DNS  : 0.0.0.0

Secondary DNS : 0.0.0.0
Create IP Pool
The IP address will be automatically assigned from the selected pool.

(e) iISCSI Static Target Interface () iSCSI Auto Target Interface

Name Priority Port Authentication Pr... iSCSI IPV4 Addre.. LUN Id
iqn.1992-08... 1 3260 192.168.10.10 0
192.168.10.11 [s]

#) Add

Minimum one instance of iSCSI Static Target Interface and imum two are all

16. Click OK to complete setting the iSCSI Boot Parameters.

17. In the Boot order, choose iSCSI-Boot-B.

18. Click Set iSCSI Boot Parameters.

19. In the Set iSCSI Boot Parameters pop-up, leave Authentication Profile to <not set> unless you have in-

dependently created one appropriate to your environment.

20. Leave the “Initiator Name Assignment” dialog box <not set> to use the single Service Profile Initiator Name

defined in the previous steps.

21. Set iSCSI-IP-Pool-B as the “Initiator IP address Policy”.

Cancel




22.

23.

24.

25.

26.

27.

28.

29.

30

Choose the iSCSI Static Target Interface option.
Click Add.

Enter the iSCSI Target Name. To get the iSCSI target name of Infra-SVM, login into storage cluster manage-
ment interface and run “iscsi show” command”.

Enter the IP address of iscsi-lif-01b for the IPv4 Address field.
Click OK to add the iSCSI static target.

Click Add.

Enter the iSCSI Target Name.

Enter the IP address of iscsi-lif-02b for the IPv4 Address field.

. Click OK to add the iSCSI static target.



Set iISCSI Boot Parameters ?7 X

INITIATor Name

Initiator Name: Assignment

Create IOQN Suffix Poaol

WARNING: The selected pool does not contain any available entities.
You can select it, but it is recommended that you add entities to it.

Initiator Address

Initiator IP Address Policy: SCSI-IP-Pool-B(12/12) ¥

|Pv4 Address  : 0.0.0.0
Subnet Mask : 255.255.255.0
Default Gateway : 0.0.0.0
Primary DNS ~ : 0.0.0.0
Secondary DNS : 0.0.0.0
Create IP Pool
The IP address will be automatically assigned from the selected pool.

() iISCSI Static Target Interface () iSCS| Auto Target Interface

MName Priority Port Authentication Pr...  iSCSI IPV4 Addre... LUNId
ign.1992-08... 1 3260 192.168.20.10 ]
iqn.1992-08... 2 3260 192.168.20.11 0

() Add elet: rif

Minimum one instance of iSCSI Static Target Interface and maximum two are allowed. =

D -

31. Click OK to complete setting the iISCSI Boot Parameters.

32. Click Next.

Configure Maintenance Policy

To configure the maintenance policy, follow these steps:

1. Change the Maintenance Policy to default.




Create Service Profile Template ? X
Specify how disruptive changes such as reboots, network jons, and should be applied to the server associated with this
Identify Service Profile service profile,
Template
Storage Provisioning (=) Maintenance Policy
Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.
Networking
Maint; Palicy:
RRRncaTRY] defik v Create Maintenance Policy
SAN Connectivity
Zoning Name . default
Description :
VNIC/VHBA Placement Soft Shutdown Timer © 150 Secs
Storage Config. Deployment Policy : User Ack
Media Policy Reboot Policy © User Ack
Server Boot Order

- G G

2. Click Next.

Configure Server Assignment

To configure server assignment, follow these steps:
1. In the Pool Assignment list, choose Infra-Pool.
2. Choose Down as the power state to be applied when the profile is associated with the server.

3. Optional: choose “UCS-B200M5” for the Server Pool Qualification to select only UCS B200MS5 servers in the
pool.

4. Expand Firmware Management at the bottom of the page and choose the default policy.



Create Service Profile Template ?2 X
Optionally specify a server pool for this service profile template.

Identify Service Profile
Template

You can select a server pool you want to associate with this service profile template.,
Storage Provisioni J

e Pool Assignment; Infra-Pool v Create Server Pool
Networking Select the power state to be applied when this profile is associated
with the server.

SAN Connectivity L Down
Zoning

The service profile template will be associated with one of the servers in the selected pool.

If desired, you can specify an additional server pool policy qualification that the selected server must meet. To do so, select the qualification from
VvNIC/vHBA Placement the list.

Server Pool Qualification : | <pot set> v

vMedia Policy
Restrict Migration .0
(=) Firmware Management (BIOS, Disk Controller, Adapter)
Maintenance Policy If you select a host firmware policy for this service profile, the profile will update the firmware on the server that it is associated with.

Otherwise the system uses the firmware already installed on the associated server,

i
Server Assignment Host Firmware Packagei default v I

perational Polic Host F a Packa
o 366 Create Host Firmware Package

5. Click Next.

Configure Operational Policies

To configure the operational policies, follow these steps:
1. In the BIOS Policy list, choose Intel-VM-Host.

2. Expand Power Control Policy Configuration and choose No-Power-Cap in the Power Control Policy list.



Create Service Profile Template ? X
Optionally specify information that affects how the system operates.
Identify Service Profile
Template
=) BIOS Configuration R
Storage Provisioning
If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile
Networking BIOS Policy : | intel-VM-Host ¥
<] " | 2 ‘
SAN Connectivity I‘
+ External IPMI/Redfish Management Configuration ’
Zoning
# Management IP Address
VvNIC/VHBA Placement
+) Monitoring Configuration (Thresholds) \‘
vMedia Policy |
=) Power Control Policy Configuration
Server Boot Order
Power control policy determines power allocation for a server in a given power group.
B ‘ nate ™ 0t "
Maintenance Policy Power Control Policy I No-Power-Cap. ¥ Create Pawer Control Policy
Server Assignment :
+) Scrub Policy [
Operational Policies +‘ KM Management Policy r
& Graphics Card Policy
v
com < -~

3. Click Finish to create the service profile template.
4. Click OK in the confirmation message.

Create vMedia-Enabled Service Profile Template

To create a service profile template with vMedia enabled, follow these steps:
1. Connect to Cisco UCS Manager and click Servers.

2. Choose Service Profile Templates > root > Sub-Organizations > FlexPod Organization > Service Template
Intel-VM-Host-Infra-iSCSI-A.

3. Right-click Intel-VM-Host-Infra-iSCSI-A and click Create a Clone.

4. Name the clone Intel-VM-Host-Infra-iSCSI-A-vM and click OK then click OK again to create the clone.
5. Choose the newly created Intel-VM-Host-Infra-iSCSI-A-vM and choose the vMedia Policy tab.

6. Click Modify vMedia Policy.

7. Choose the ESXi-7.0-HTTP vMedia Policy and click OK.

8. Click OK to confirm.



Create Service Profiles

To create service profiles from the service profile template, follow these steps:

1.

2.

Connect to Cisco UCS Manager and click Servers.
Expand Service Profile Templates > root > Sub-Organizations > FlexPod Organization.

Right-click the appropriate vMedia-enabled template and choose Create Service Profiles from Template.
For Naming Prefix, enter VM-Host-Infra-0.
For Name Suffix Starting Number, enter 1.

For Number of Instances, enter 5.

Create Service Profiles From Template 7 X

Naming Prefix - | VM-Host-Infra-0
MName Suffix Starting Number @ | 1

Number of Instances : |5

o Cancel

ﬂ Previously created server pool was for the 3 Cisco UCS B200s, the generated Service Profiles for the

remaining Cisco UCS C220s were manually associated. Server pool qualifications and server associa-
tions should be created to address what is appropriate to the customers environment.

Click OK to create the service profiles.
Click OK in the confirmation message.

When VMware ESXi 7.0 has been installed on the hosts, the host Service Profiles can be bound to the corre-
sponding non-vMedia-enabled Service Profile Template to remove the vMedia Mapping from the host.



Storage Configuration - Boot LUNs and Igroups

Gather Required Information

Table 21. iSCSI IQN for SVM

Infra-SVM

# To obtain the iSCSI IQN, run iscsi show command on the storage cluster management interface.

Table 22. iSCSI IQN for SVM

VM-Host-Infra-01 <vm-host-infra-01-ign>
VM-Host-Infra-02 <vm-host-infra-02-ign>
VM-Host-Infra-03 <vm-host-infra-03-ign>
VM-Host-Infra-04 <vm-host-infra-04-ign>
VM-Host-Infra-05 <vm-host-infra-05-ign>

‘ﬁ To obtain the iSCSI vNIC IQN information in Cisco UCS Manager GUI, go to Servers > Service Profiles >
root. Click each service profile and then click the “iSCSI vNICs” tab on the top right. The “Initiator Name”
is displayed at the top of the page under the “Service Profile Initiator Name.”

Create igroups

Create igroups by entering the following commands from the storage cluster management LIF SSH connection:

lun igroup create -vserver Infra-SVM -igroup vm-host-infra-01 -protocol iscsi -ostype vmware -initiator <vm-
host-infra-0l-ign>
lun igroup create -vserver Infra-SVM -igroup vm-host-infra-02 -protocol iscsi -ostype vmware -initiator <vm-
host-infra-02-ign>
lun igroup create -vserver Infra-SVM -igroup vm-host-infra-03 -protocol iscsi -ostype vmware -initiator <vm-
host-infra-03-ign>
lun igroup create -vserver Infra-SVM -igroup vm-host-infra-04 -protocol iscsi -ostype vmware -initiator <vm-
host-infra-04-ign>
lun igroup create -vserver Infra-SVM -igroup vm-host-infra-05 -protocol iscsi -ostype vmware -initiator <vm-
host-infra-05-ign>

lun igroup show -protocol iscsi

# Use the values listed in Table 20 and Table 21 for the IQN information.

Map Boot LUNSs to igroups

To map the boot LUNSs to igroups use the following commands:



lun

lun

lun

lun

lun

mapping
mapping
mapping
mapping

mapping

create

create

create

create

create

—vserver

—vserver

—-vserver

-vserver

—-vserver

Infra-SVM

Infra-SvM

Infra-SvM

Infra-SVM

Infra-SvM

-path
—path
-path
—-path

—-path

/vol/esxi boot/VM-Host-Infra-01 -igroup vm-host-infra-01 -lun-id

/vol/esxi boot/
/vol/esxi boot/
/vol/esxi_boot/

/vol/esxi boot/

VM-Host-Infra-02 -igroup vm-host-infra-02 -lun-id
VM-Host-Infra-03 -igroup vm-host-infra-03 -lun-id
VM-Host-Infra-04 -igroup vm-host-infra-04 -lun-id

VM-Host-Infra-05 —-igroup vm-host-infra-05 -lun-id




Solution Deployment - VMware vSphere

VMware ESXi 7.0

This section provides detailed instructions for installing VMware ESXi 7.0 in a FlexPod environment. After the
procedures are completed, three booted ESXi hosts will be provisioned.

Several methods exist for installing ESXi in a VMware environment. These procedures focus on how to use the
built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map remote
installation media to individual servers and connect to their boot logical unit numbers (LUNs).

Download ESXi 7.0 from VMware

If the VMware ESXi ISO has not already been downloaded, follow these steps:

1. Click the following link: Cisco Custom ISO for UCS 4.1.2a.

2. You will need a user id and password on vmware.com to download this software.
3. Download the .iso file.

Log into Cisco UCS 6454 Fabric Interconnect

Cisco UCS Manager

The Cisco UCS IP KVM enables the administrator to begin the installation of the operating system (OS) through
remote media. It is necessary to log in to the Cisco UCS environment to run the IP KVM.

To log into the Cisco UCS environment, follow these steps:

1. Open a web browser and enter the IP address for the Cisco UCS cluster address. This step launches the
Cisco UCS Manager application.

2. Click the Launch UCS Manager link to launch the HTML 5 UCS Manager GUI.

3. |If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.

5. Tolog in to Cisco UCS Manager, click Login.

6. From the main menu, click Servers.

7. Choose Servers > Service Profiles > root > Sub-Organizations > FlexPod Organization > VM-Host-Infra-01.
8. In the Actions pane, click KVM Console.

9. Follow the prompts to launch the HTML5 KVM console.

10. Choose Servers > Service Profiles > root > Sub-Organizations > FlexPod Organization > VM-Host-Infra-02.


https://my.vmware.com/group/vmware/downloads/details?downloadGroup=ESXI700B&productId=974&rPId=48292

11. In the Actions pane, click KVM Console.

12. Follow the prompts to launch the HTML5 KVM console.

13. Choose Servers > Service Profiles > root > Sub-Organizations > FlexPod Organization > VM-Host-Infra-03.
14. In the Actions pane, click KVM Console.

15. Follow the prompts to launch the HTML5 KVM console.

Set Up VMware ESXi Installation

All ESXi Hosts

‘& Skip this section if you’re using vMedia policies; the ISO file will already be connected to KVM.

To prepare the server for the OS installation, follow these steps on each ESXi host:
1. In the KVM window, click Virtual Media.

2. Choose Activate Virtual Devices.

3. If prompted to accept an Unencrypted KVM session, accept as necessary.

4. Click Virtual Media and choose Map CD/DVD.

5. Browse to the ESXi installer ISO image file and click Open.

6. Click Map Device.

7. Click the KVM Console tab to monitor the server boot.

Install ESXi

All ESXi Hosts

To install VMware ESXi to the bootable LUN of the hosts, follow these steps on each host:
1. Boot the server by selecting Boot Server in the KVM and click OK, then click OK again.

2. On boot, the machine detects the presence of the ESXi installation media and loads the ESXi installer.

‘& If the ESXi installer fails to load because the software certificates cannot be validated, reset the server,
and when prompted, press F2 to go into BIOS and set the system time and date to current. Then the
ESXi installer should load properly.

3. After the installer is finished loading, press Enter to continue with the installation.

4. Read and accept the end-user license agreement (EULA). Press F11 to accept and continue.



‘& It may be necessary to map function keys as User Defined Macros under the Macros menu in the UCS
KVM console.

5. Choose the LUN that was previously set up as the installation disk for ESXi and press Enter to continue with
the installation.

6. Choose the appropriate keyboard layout and press Enter.
7. Enter and confirm the root password and press Enter.

8. The installer issues a warning that the selected disk will be repartitioned. Press F11 to continue with the in-
stallation.

9. After the installation is complete, press Enter to reboot the server.

ﬂ The ESXi installation image will be automatically unmapped in the KVM when Enter is pressed.

10. In Cisco UCS Manager, bind the current service profile to the non-vMedia service profile template to prevent
mounting the ESXi installation iso over HTTP.

Set Up Management Networking for ESXi Hosts

Adding a management network for each VMware host is necessary for managing the host. To add a manage-
ment network for the VMware hosts, follow these steps on each ESXi host:

All ESXi Hosts

To configure each ESXi host with access to the management network, follow these steps:

1. After the server has finished rebooting, in the UCS KVM console, press F2 to customize VMware ESXi.
2. Log in as root, enter the corresponding password, and press Enter to log in.

3. Use the down arrow key to choose Troubleshooting Options and press Enter.

4. Choose Enable ESXi Shell and press Enter.

5. Choose Enable SSH and press Enter.

6. Press Esc to exit the Troubleshooting Options menu.

7. Choose the Configure Management Network option and press Enter.

8. Choose Network Adapters and press Enter.

9. Verify that the numbers in the Hardware Label field match the numbers in the Device Name field. If the num-
bers do not match, note the mapping of vmnic ports to vNIC ports for later use.

10. Using the spacebar, choose vmnic1.



Network Adapters

Device Name Harduare Label (MAC Address) Status
[X]1 vnnicB w-uSuitdﬂ-.l (...-aEI la: WJ Connected (...)

vnnicl :1b:00) Connected

[ 1 vmnic2 Bz-vlJSEI-A (...5:b5:aﬂ:1a:91) Connected

[ 1 wvnnic3 03-vDSO-B (...5:b5:a0:1b:01) Connected

[ 1 vmnic4 B4-iSCSI-A (...:b5:aB:1a:02) Connected (...)

[ 1 vmnichS B5-iSCSI-B (...:b5:aB:1b:02) Connected

<D> View Details <Space> Toggle Selected <{Enter> OK <Esc> Cancel

‘ﬂ In lab testing, examples have been seen where the vmnic and device ordering do not match. If this is the

case, use the Consistent Device Naming (CDN) to note which vmnics are mapped to which vNICs and
adjust the upcoming procedure accordingly.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Press Enter.

Choose the VLAN (Optional) option and press Enter.
Enter the <ib-mgmt-vlan-id> and press Enter.
Choose IPv4 Configuration and press Enter.

Choose the “Set static IPv4 address and network configuration” option by using the arrow keys and space
bar.

Move to the IPv4 Address field and enter the IP address for managing the ESXi host.
Move to the Subnet Mask field and enter the subnet mask for the ESXi host.

Move to the Default Gateway field and enter the default gateway for the ESXi host.
Press Enter to accept the changes to the IP configuration.

Choose the IPv6 Configuration option and press Enter.

Using the spacebar, choose Disable IPv6 (restart required) and press Enter.

Choose the DNS Configuration option and press Enter.



‘& Because the IP address is assigned manually, the DNS information must also be entered manually.

23. Using the spacebar, choose “Use the following DNS server addresses and hostname:”

24. Move to the Primary DNS Server field and enter the IP address of the primary DNS server.

25. Optional: Move to the Alternate DNS Server field and enter the IP address of the secondary DNS server.
26. Move to the Hostname field and enter the fully qualified domain name (FQDN) for the ESXi host.

27. Press Enter to accept the changes to the DNS configuration.

28. Press Esc to exit the Configure Management Network submenu.

29. Press Y to confirm the changes and reboot the ESXi host.

Reset VMware ESXi Host VMkernel Port ymk0 MAC Address (Optional)

All ESXi Hosts

By default, the MAC address of the management VMkernel port vmkO is the same as the MAC address of the
Ethernet port it is placed on. If the ESXi host’s boot LUN is remapped to a different server with different MAC
addresses, a MAC address conflict will exist because vmkO will retain the assigned MAC address unless the
ESXi System Configuration is reset. To reset the MAC address of vmkO to a random VMware-assigned MAC ad-
dress, follow these steps:

1. From the ESXi console menu main screen, type Ctrl-Alt-F1 to access the VMware console command line
interface. In the UCSM KVM, Ctrl-Alt-F1 appears in the list of Static Macros.

2. Login as root.

3. Type esxcfg-vmknic -1 to get a detailed listing of interface vmk0. vmkO should be a part of the “Man-
agement Network” port group. Note the IP address and netmask of vmkO.

4. To remove vmkO, type esxcfg-vmknic -d “Management Network”.

5. To re-add vmkO with a random MAC address, type esxcfg-vmknic -a —i <vmkO-ip> -n <vmkO-
netmask> “Management Network”.

6. Verify vmkO has been re-added with a random MAC address by typing esxcfg-vmknic -1.

7. Tag vmkO as the management interface by typing esxcli network ip interface tag add -i vmk0O -
t Management.

8. When vmkO was re-added, if a message popped up saying vmk1 was marked as the management interface,
type esxcli network ip interface tag remove -i vmkl -t Management.

9. Type exit to log out of the command line interface.

10. Type Ctrl-Alt-F2 to return to the ESXi console menu interface.



Install VMware and Cisco VIC Drivers for the ESXi Host

Download the offline bundle for the UCS Tools Component and the NetApp NFS Plug-in for VMware VAAI to the
Management workstation:

UCS Tools Component for ESXi 7.0 1.1.5 (ucs-tool-esxi_1.1.5-10EM.zip)

NetApp NFS Plug-in 1.1.2-3 for VMware VAAI (ucs-tool-esxi_1.1.2-10EM.zip)

All ESXi Hosts

To install VMware VIC Drivers and the NetApp NFS Plug-in for VMware VAAI on the ESXi host VM-Host-Infra-01
and VM-Host-Infra-02, follow these steps:

1. Using an SCP program such as WinSCP, copy the two offline bundles referenced above to the /tmp directo-
ry on each ESXi host.

2. Using a SSH tool such as PuTTY, ssh to each VMware ESXi host. Log in as root with the root password.
3. Type cd /tmp.

4. Run the following commands on each host:

esxcli software component apply -d /tmp/ucs-tool-esxi 1.1.5-10EM.zip
esxcli software vib install -d /tmp/NetAppNasPlugin.v23.zip

reboot

5. After reboot, log back into each host and run the following commands and ensure the correct version is in-
stalled:

esxcli software component list | grep ucs

esxcli software vib list | grep NetApp

Log into the First VMware ESXi Host by Using VMware Host Client

The process for the first VMware host will be setup directly using the ESXi vSphere Web Client for that host.
Subsequent hosts will be added to vCenter and configured with slightly differing steps through the vCenter cli-
ent.

ESXi Host VM-Host-Infra-01

To log into the VM-Host-Infra-01 ESXi host by using the VMware Host Client, follow these steps:

1. Open a web browser on the management workstation and navigate to the VM-Host-Infra-01 management IP
address.

2. Enter root for the User name.
3. Enter the root password.

4. Click Login to connect.



https://software.cisco.com/download/home/286305108/type/286323573/release/1.1.5
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi5.5/1.1.2/NetAppNasPlugin.v23.zip

5. Decide whether to join the VMware Customer Experience Improvement Program and click OK.
Set Up VMkernel Ports and Virtual Switch

ESXi Host VM-Host-Infra-01

To set up the VMkernel ports and the virtual switches on the first ESXi host, follow these steps:

‘ﬁ In this procedure, you’re only setting up the first ESXi host. The second and third hosts will be added to
vCenter and setup from the vCenter HTML5 Interface.

ﬁ In these steps, the vMotion VMkernel will not be created as it will later be setup on the vDS after vCenter
is in place. If vMotion is not going to be handled within the vDS and has been set to be in vSwitchO by
the vNIC templates created during the UCS setup, the required portgroup and VMkernel should be creat-
ed in this section.

1. From the Host Client Navigator, choose Networking.

2. Inthe center pane, choose the Virtual switches tab.

3. Highlight the vSwitchO line.

4. Choose Edit settings.

5. Change the MTU to 9000.

6. Expand NIC teaming.

7. In the Failover order section, choose vmnic1 and click Mark active.
8. Verify that vmnic1 now has a status of Active.

9. Click Save.

10. Choose Networking, then choose the Port groups tab.

11. In the center pane, right-click VM Network and choose Edit settings.
12. Name the port group Site1-IB Network and enter <site1-ib-vlan-id> in the VLAN ID field.
13. Click Save to finalize the edits for the Site1-1B Network.

14. Still within the Port groups tab select the Add port group option to create a Common-Services port group
that will be used for vCenter and other virtual infrastructure components.

15. Specify the name and VLAN ID.
16. Click Add to create the port group.

17. At the top, choose the VMkernel NICs tab.



18. Click Add VMkernel NIC.

19. For New port group, enter VMkernel-Infra-NFS.
20. For Virtual switch, choose vSwitchO.

21. Enter <infra-nfs-vlan-id> for the VLAN ID.

22. Change the MTU to 9000.

23. Choose Static IPv4 settings and expand IPv4 settings.

24. Enter the ESXi host Infrastructure NFS IP address and netmask.

25. Leave TCP/IP stack set at Default TCP/IP stack and do not choose any of the Services.

26. Click Create.

27. Choose the Virtual Switches tab, then vSwitchO. The properties for vSwitchO VMkernel NICs should be simi-

lar to the following example:

vSwitch0

Type: Standard vSwitch
Port groups: 4

Uplinks: 2

* vSwitch Details

MTU 2000

Ports 11776 (11754 available)

Link discovery Listen / Cisco discovery protocol (CDP)
Attached VMs 0 (0 active)

Beacon interval 1

Jv NIC teaming policy

Motify switches Yes
Palicy Route based on originating port ID
Reverse policy Yes
Failback Yes
~ Security policy
Allow promiscuous mode Mo
Allow forged transmits Mo
Allow MAC changes Mo

~ Shaping policy

28. In the center pane, choose the Virtual switches tab.
29. Highlight the iScsiBootvSwitch line.

30. Choose Edit settings.

+ vSwitch topology

@ Site11B P4

VLAN ID: 122

€ Common-Senices
VLAN ID: 322

€ VMkemelnfra-NFS 7
VLAN ID: 3050
« WMkernel ports (1)
M vmk2: 192.168.50.21

€3 Management Network
WLAN ID: 122
+ VWMkernel ports (1)
s vmkD: 10117121

TlsEm)

=% Physical adapters
= vmnicl, 40000 Mbps, ...
= vmnicO , 40000 Mbps, ...




31. Change the MTU to 9000.

S8 Add uplink
m
Uplink 1 l wvmnic4 - Up, 40000 mbps v (]
b Link discovery Click to expand
» Security Click to expand
¥ NIC teaming Click to expand
¥ Traffic shaping Click to expand

32. Click Save to save the changes to iScsiBootvSwitch.
33. Choose Add standard virtual switch.

34. Name the switch vSwitch1.

35. Change the MTU to 9000.

36. From the drop-down list select vmnic5 for Uplink 1.

=8 Add uplink
vSwitch Name | vSwitch | ‘
“
Uplink 1 vmnics - Up, 40000 mbps v [x]

» Link discovery Click to expand

F Security Click to expand

37. Choose Add to add vSwitch1.

38. In the center pane, choose the VMkernel NICs tab.



39. Highlight the iScsiBootPG line.
40. Choose Edit settings.
41. Change the MTU to 9000.

42. Expand IPv4 Settings and enter a unique IP address in the Infra-iSCSI-A subnet but outside of the Cisco
UCS iSCSI-IP-Pool-A.

‘& It is recommended to enter a unique IP address for this VMkernel port to avoid any issues related to IP
Pool reassignments in Cisco UCS.

&/ Edit settings - vmk1

Port group iScsiBootPG v
MTU 2000
IP version IPv4 only “
- |Pvd settings
Configuration O DHCP ® Static

Address 192.168.10.21
Subnet mask 255.255.255.0

TCPAP stack

Senvices
Clvmotion [ Provisioning [ Faulttolerance logging

O Management O Replication CInFe replication

[ Save H Cancel

43. Click Save to save the changes to iScsiBootPG VMkernel NIC.
44. Choose Add VMkernel NIC.

45. For New port group, enter iScsiBootPG-B.

46. For Virtual switch, use the pull-down to choose vSwitch1.

47. Change the MTU to 9000.

48. For IPv4 settings, choose Static.



49. Expand IPv4 Settings and enter a unique IP address in the Infra-iSCSI-B subnet but outside of the Cisco
UCS iSCSI-IP-Pool-B.

¥ Add VMkernel NIC |

Port group New port group W
MNew port group iScsiBootPG-B
Wirtual switch vSwitch1 e

i

IP version IPv4 only o

 |Pv4 settings

Configuration O DHCP ® Static

Address 192 168.20.21
Subnet mask 255.255.255.0

TCPIP stack Default TCPAP stack ~

Senices
Clwiotion DF’rrm’sioning ClFault tolerance logging

O Management O Replication CInFe replication

[ Create H Cancel

50. Click Create to complete creating the VMkernel NIC.
51. In the center pane, choose the Port groups tab.

52. Highlight the iScsiBootPG line.

53. Choose Edit settings.

54. Change the Name to iScsiBootPG-A.

55. Click Save to complete editing the port group name.



56. Choose Networking and the VMkernel NICs tab to confirm configured virtual adapters. The adapters listed
should be similar to the following example:

Port groups Virtual switches Physical NICs | VMkernel NICs \ TCPIP stacks Firewall rules
¥ Add VMkernel NIC Editsetinos | C Refresh | (Q search
Name v~ Portgroup ~ TCP/P stack v Senices v |Pv4 address v~ |Pv6 addresses v
B vmk0 g Management Network == Default TCP/P stack Management 10.1.171.21 None
B vmk1 g iScsiBootPG-A == Default TCP/P stack 192.168.10.21 None
. vmk2 9_ VMkernel-Infra-NFS == Default TCP/P stack 192.168.50.21 None
& vmk3 Q_ iScsiBootPG-B == Default TCP/IP stack 192.168.20.21 None
4items
4

Mount Required Datastores

ESXi Host VM-Host-Infra-01

To mount the required datastores, follow these steps on the first ESXi host:
1. From the Host Client, choose Storage.

2. In the center pane, choose the Datastores tab.

3. Inthe center pane, choose New Datastore to add a new datastore.

4. In the New datastore popup, choose Mount NFS datastore and click Next.




N —

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMFS datastore Create a new datasiore by mounting a remefe NFS volume

Add an extent to existing VMFS datastore

Expand an existing VMFS datastore extent

Mount NFS datastore

| Back |[ Next ]| Finish |[ Cancel]

5. Input infra_datastore_1 for the datastore name. Input the IP address for the nfs-lif-01 LIF for the NFS server.
Input /infra_datastore_1 for the NFS share. Leave the NFS version set at NFS 3. Click Next.



#3 New datastore - infra_datastore_1

+ 1 Select creation type Provide NFS mount details

2 Provide NFS mount details Provide the details of the NFS share you wish to mount

3 Ready to complete

Name | infra_datastore_1 |
NFS server [ 1921685010 |
NFS share | infra_datastore_1| |
NFS version ®nNFs3ONFS 4

[ Back H Next ]| Finish |[ Canoel]

6. Click Finish. The datastore should now appear in the datastore list.
7. In the center pane, choose New Datastore to add a new datastore.
8. Inthe New datastore popup, choose Mount NFS datastore and click Next.

9. Input infra_swap for the datastore name. Input the IP address for the nfs-lif-01 LIF for the NFS server. Input
/infra_swap for the NFS share. Leave the NFS version set at NFS 3. Click Next.

10. Click Finish. The datastore should now appear in the datastore list.

Datastores Adapters Devices Persistent Memory

3 New datastore | t (¥ RegisteraVM (g Datastore browser | f | S Q Search
Name ~  Dnve Type ~ Capacity v Provisioned v Free v  Type v  Thin provisio... v Access v
B Infra_datastore_1 Unknown 500 GB 8.35MB 49999 GB NFS Supported Single e
B infra_swap Unknown 100GB 6.83MB 99.99 GB NFS Supported Single v

2 items
rJ

Configure NTP on First ESXi Host

ESXi Host VM-Host-Infra-01

To configure Network Time Protocol (NTP) on the first ESXi host, follow these steps:

1. From the Host Client, choose Manage.



2. In the center pane, choose System > Time & Date.

3. Click Edit NTP settings.

4. Make sure “Manually configure the date and time on this host and enter the approximate date and time.
5. Select Use Network Time Protocol (enable NTP client).

6. Use the drop-down list to choose Start and stop with host.

7. Enter the two Nexus switch NTP addresses in the NTP server(s) box separated by a comma.

[@ Edit time configuration

Specify how the date and time of this host should be set.
(O Manually configure the date and time on this host

B
@ Use Network Time Protocol {(enable NTP client)

NIkgsevice st poscy Start and stop with host .

NTP servers 10.1.156.1

)
Separate servers with commas, e.g. 10.31.21.2, fe00::2800

Save ‘ I Cancel

8. Click Save to save the configuration changes.

‘& It currently is not possible to start NTP from the ESXi Host Client. NTP will be started from vCenter. The
NTP server time may vary slightly from the host time.

Configure ESXi Host Swap

ESXi Host VM-Host-Infra-01

To configure host swap on the first ESXi host, follow these steps on the host:
1. From the Host Client, choose Manage.

2. In the center pane, choose System > Swap.

3. Click Edit settings.

4. Use the drop-down list to choose infra_swap. Leave all other settings unchanged.



' & Edit swap configuration
Enabled ® vaz U No
Datastore infra_swap o
Local swap enabled ® vas O No
Host cache enabled ® ves O No

[ Save ][ Cancel

5. Click Save to save the configuration changes.
Configure Host Power Policy

ESXi Host VM-Host-Infra-01

To configure the host power policy on the first ESXi host, follow these steps on the host:
1. From the Host Client, choose Manage.

2. Inthe center pane, choose Hardware > Power Management.

3. Choose Change policy.

4. Choose High performance and click OK.

1. change power policy

(@ High performance
Do not use any power management feafures

() Balanced
Reduce energy consumption with minimal performance compromise

) Low power
Reduce energy consumption at the risk of lower performance

() Custom
User-defined power management policy. Advanced configuration will become
available.
OK ] [ Cancel
VMware vCenter 7.0d

The procedures in the following subsections provide detailed instructions for installing the VMware vCenter 7.0d
Server Appliance in a FlexPod environment. After the procedures are completed, a VMware vCenter Server will
be configured.



Build the VMware vCenter Server Appliance

The VCSA deployment consists of 2 stages: install and configuration. To build the VMware vCenter virtual ma-
chine, follow these steps:

1. Locate and copy the VMware-VCSA-all-7.0.0-16749653.iso file to the desktop of the management work-
station. This ISO is for the VMware vSphere 7.0 vCenter Server Appliance.

‘& It is important to use at minimum VMware vCenter release 7.0b to ensure access to all needed features.

2. Using ISO mounting software, mount the ISO image as a disk on the management workstation. (For example,
with the Mount command in Windows Server 2012 and above).

3. In the mounted disk directory, navigate to the vcsa-ui-installer > win32 directory and double-click install-
er.exe. The vCenter Server Appliance Installer wizard appears.



3 vCenter Server Installer [=[= ]

Installer

vm vCenter Server 7.0 Installer

= W ﬁ

Install Upgrade Migrate Restore

stall a new vCenter Server

vCenter Server Backup

4. Click Install to start the vCenter Server Appliance deployment wizard.
5. Click NEXT in the Introduction section.
6. Read and accept the license agreement and click NEXT.

In the “vCenter Server deployment target” window, enter the host name or IP address of the first ESXi host,
User name (root) and Password. Click NEXT.



] vCenter Server Installer [= e

Installer

vm Install - Stage 1: Deploy vCenter Server

1 Introduction vCenter Server deployment target

_ enter Server deployment target settings. The target is the ESXi host or vCenter Server instance on which the
2 End user license agreement
erver will be deployed

3 vCenter Server deployment target

ESXi host or vCenter Server name 101 1?'.21 @
4 Setup vCenter Server VM

HTTPS port 443
5 Select deployment size

User name root @
6 Select datastore

Password  ssssases

7 Configure nety

8 Ready to comple

CANCEL l BACK l NEXT

8. Click YES to accept the certificate.

9. Enter the Appliance VM name and password details in the “Set up vCenter Server VM” section. Click NEXT.



10. In the “Select deployment size” section, choose the Deployment size and Storage size. For example, choose
“Small” and “Default”. Click NEXT.

3

Installer

vm

w

(+]]

vCenter Server Installer

Install - Stage 1: Deploy vCenter Server

1 Introduction

End user license agreement

vCenter Server deployment

Set up vCenter Server VM

Select deployment size

Select datastore

Configure network settings

Ready to complete stage 1

target

Select deployment size

Select the de ment size for this vCenter Server

For more information on deployment sizes, refer to the vSphere 7.0 documentation

Deployment size Small

Storage size Default

Resources required for different deployment sizes

Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (up to)
Tiny 2 12 415 10
Small 4 19 480 100
Medium 8 28 700 400
Large 16 37 1065 1000
X-Large 24 56 1805 2000

BE |

VMs (up to)
100
1000
4000
10000

35000

CANCEL BACK NEXT

11. Choose infra_datastore_1 for storage. Click NEXT.



3 VCenter Server Installer [= o N

Installer

vm Install - Stage 1: Deploy vCenter Server

Select datastore

ntroduction

ion for this vCenter Server

2 End user license agreement

sible from the target host

- e nstall on an existing datastore
3 vCenter Server deployment target © install o sting d

- i Show only compatible datastores
4 Set up vCenter Server VM a B
5 Select deployment size Name L Type T Capacity Y Free r Provisioned T Thin Provisioning T

infra_datastore_1 NFS S00 GB 49999 GB 8.01MB Supported
6 Select datastore

infra_datastore_2 NFS 500 GB 49999 GB 23 MB Supported
7 Configure network settings
infra_swap NFS 00 GB 0.91 MB Supp¢
8 Ready to complete stage 1 3 items

o

nstall on a new vSAN cluster containing the target

CANCEL I BACK NEXT

12. In the “Network Settings” section, configure the below settings:

a. Choose a Network: Common-Services Network.



It is important that the vCenter VM stay on the Common-Services Network on vSwitchO and that it not
get moved to a vDS. If vCenter is moved to a vDS and the virtual environment is completely shut down
and then brought back up, and it is attempted to bring up vCenter on a different host than the one it was
running on before the shutdown, vCenter will not have a functional network connection. With the vDS, for
a virtual machine to move from one host to another, vCenter must be up and running to coordinate the
move of the virtual ports on the vDS. If vCenter is down, the port move on the vDS cannot occur correct-
ly. Moving vCenter to a different host on vSwitchO to be brought up always occurs correctly without re-
quiring vCenter to already be up and running.

=

© o o

> @ =

IP version: IPV4

IP assignment: static

FQDN: <vcenter-fqdn>

IP address: <vcenter-ip>

Subnet mask or prefix length: <vcenter-subnet-mask>
Default gateway: <vcenter-gateway>

DNS Servers: <dns-server>



3 VCenter Server Installer EE

Installer

vm Install - Stage 1: Deploy vCenter Server

_ Configure network settings
1 Introduction
( gure ork s enter Serve
2
3 Network Common-5Services @
4 Setup vCenter Server VM IP version IPva
5 Select deployment size IP assignment static
6 Select datastore FQDN vx-vc flexpod.cisco.com 6]
7 Configure network settings 5
% B addrecs 10.2171.100
8 Ready to complete stage 1
Subnet mask or prefix length 255.255.255.0 @
Default gateway 10.3.171.254
DNS servers 10.1.156.250)

Commaon Ports
HTTR 80

HTTPS 443

13. Click NEXT.

14. Review all values and click FINISH to complete the installation.

ﬁ The vCenter Server appliance installation will take a few minutes to complete.




3 vCenter Server Installer

Installer

Install - Stage 1: Deploy vCenter Server

@ You have successfully deployed the vCenter Server.

To proceed with stage 2 of the deployment process, vCenter Server setup, click Continue

f you exit, you can continue with the vCenter Server setup at any time by logging in to the vCenter Server Management Interface https:/na-

vc.flexpod.cisco.com:5480/

‘ CLOSE CONTINUE

15. Click CONTINUE to proceed with stage 2 configuration.
16. Click NEXT.
17. In the vCenter Server configuration window, configure these settings:

a. Time Synchronization Mode: Synchronize time with NTP servers.
b. NTP Servers: <ntp-server>

c. SSH access: Enabled.



7]

Installer

Install - Sta

Introduction

vCenter Server configuration
SS0O configuration

Configure CEIP

Ready to complete

vCenter Server Installer

vCenter Server configuration

Time synchronization mode

NTP servers (comma-separated list)

S5SH access

Synchronize time with NTP server: »

10.1.156.1

Enabled ~

CANCEL BACK NEXT

18. Click NEXT.

19. Complete the SSO configuration as shown below, or according to your organization’s security policies:



7]

| Installer

vm

Install - Stage 2: Set Up vCenter Server

Introduction

vCenter Server configuration
SSO configuration

Configure CEIP

Ready to complete

SSO configuration

® Create a new SSO domain
Single Sign-On domain name vsphere local
Single Sign-On user name administrator
Single Sign-On password

Confirm password

Join an existing SSO domain

vCenter

CANCEL BACK NEXT

20. Click NEXT.

21. Decide whether to join VMware’s Customer Experience Improvement Program (CEIP).

22. Click NEXT.

23. Review the configuration and click FINISH.

24. Click OK.



‘& vCenter Server setup will take a few minutes to complete.

25. Click CLOSE. Eject or unmount the VCSA installer ISO.

Adjust vCenter CPU Settings

If a vCenter deployment size of Small or larger was selected in the vCenter setup, it is possible that the VCSA'’s
CPU setup does not match the Cisco UCS server CPU hardware configuration. Cisco UCS B and C-Series serv-
ers are normally 2-socket servers. In this validation, the Small deployment size was selected and vCenter was
setup for a 4-socket server. This setup will cause issues in the VMware ESXi cluster Admission Control. To re-
solve the Admission Control issue, follow these steps:

1. Open a web browser on the management workstation and navigate to the VM-Host-Infra-01 management IP
address.

2. Enter root for the user name.
3. Enter the root password.
4. Click Login to connect.
5. On the left, choose Virtual Machines.
6. In the center pane, right-click the vCenter VM and choose Edit.
7. In the Edit settings window, expand CPU and check the value of Sockets.
£ Editsetings -vx-vc (ESX 55 virtual machine)
(RETTErEreN] i opiions |

23 Add hard disk ™M Add network adapter = Add other device

~ | cPU 4 0
Cores per Socket v | Sockets: 4
CPU Hot Plug [Vl Enable CPU Hot Add

8. If the number of Sockets does not match your server configuration, it will need to be adjusted. Click Cancel.
9. If the number of Sockets needs to be adjusted:

a. Right-click the vCenter VM and choose Guest OS > Shut down. Click Yes on the confirmation.
b. Once vCenter is shut down, right-click the vCenter VM and choose Edit settings.

c. Inthe Edit settings window, expand CPU and change the Cores per Socket value to make the Sockets
value equal to your server configuration (usually 2).



(.1 Edit settings - vx-vc (ESXi 5.5 virtual machine)

Virtual Hardware | VM Options |

— Add hard disk ™M Add network adapter E Add other device

v [ cPu »

s - @
Cores per Socket 2 . Sockets: 2
CPU Hot Plug [Vl Enable CPU Hot Add

d. Click Save.

e. Right-click the vCenter VM and choose Power > Power on. Wait approximately 10 minutes for vCenter to
come up.

Setup VMware vCenter Server

To setup the VMware vCenter Server, follow these steps:

1.

10.

11.

Using a web browser, navigate to https://<vcenter-ip-address>:5480. You will need to navigate security
screens.

Log into the VMware vCenter Server Management interface as root with the root password set in the vCenter
installation.

In the menu on the left, choose Time.

Choose EDIT to the right of Time zone.

Choose the appropriate Time zone and click SAVE.

In the menu on the left choose Administration.

According to your Security Policy, adjust the settings for the root user and password.
In the menu on the left choose Update.

Follow the prompts to STAGE AND INSTALL any available vCenter updates. In this validation, vCenter ver-
sion 7.0.0.10700 was installed and did not require any updates at the time of installation.

In the upper right-hand corner of the screen, choose root > Logout to logout of the Appliance Management
interface.

Using a web browser, navigate to https://<vcenter-fgdn>. You will need to navigate security screens.

‘& With VMware vCenter 7.0, the use of the vCenter FQDN is required.




12. Choose LAUNCH VSPHERE CLIENT (HTMLS5).

‘& Although the previous versions of this document used the FLEX vSphere Web Client, the VMware
vSphere HTML5 Client is the only option in vSphere 7 and will be used going forward.

13. Log in using the Single Sign-On username (administrator@vsphere.local) and password created during the

vCenter installation. Dismiss the Licensing warning at this time.

vm vSphere Client A . : g ’ %

B 2 8 9 7 vx-vc.flexpod.cisco.com ACTIONS v
(3 vx-ve flexpod.cisco.com Summary Monitor Configure Permissions Datacenters

Version: 7.0.0
Builg: 16749670
Last Updated Sep 22, 2020, 5:04 PM

Last File-Based Backup: Not scheduled

Clusters: 0

Hosts: 0

Virtual Machines: O

Custom Attributes

Attribute Value

14. In the center pane, choose ACTIONS > New Datacenter.

15. Type “FlexPod-DC” in the Datacenter name field.

New Datacenter X
Name FlexPod-Dd|
Location: G vx-ve.flexpod.cisco.com

16. Click OK.

17. Expand the vCenter on the left.

Health Status
Overall Health @ Good

APPLIANCE MANAGEMENT

18. Right-click the datacenter FlexPod-DC in the list in the left pane. Choose New Cluster.



mailto:administrator@vsphere.local

19. Name the cluster FlexPod-Management.

20. Turn on DRS and vSphere HA. Do not turn on vSAN.

New Cluster | Flexpod-DC %

Name FlexPod-Management

Location FlexPod-DC
(@ vSphere DRS ()
(@ vSphere HA ()

VSAN C)

These services will have default settings - these can be changed later in the
Cluster Quickstart workflow.

E] Manage all hosts in the cluster with a single image @

21. Click OK to create the new cluster.
22. Right-click “FlexPod-Management” and choose Settings.

23. Choose Configuration > General in the list located on the left and choose EDIT located on the right of Gen-
eral.

24. Choose Datastore specified by host and click OK.



Edit Cluster Settings @ FlexPod-Management X

@ Virtual machine directory

Store the swap files in the same directory as the virtual machine.

® Datastore specified by host

Store the swap files in the datastore specified by the host to be used for swap
files. If not possible, store the swap files in the same directory as the virtual

machine.

A, Using a datastore that is not visible to both hosts during vMotion might affect
" the vMotion performance for the affected virtual machines.

25. Right-click “FlexPod-Management” and click Add Hosts.

26. In the IP address or FQDN field, enter either the IP address or the FQDN of the first VMware ESXi host. Enter
root as the Username and the root password. Click NEXT.

27. In the Security Alert window, choose the host and click OK.
28. Verify the Host summary information and click NEXT.

29. Ignore warnings about the host being moved to Maintenance Mode if they appear and click FINISH to com-
plete adding the host to the cluster.

30. The added ESXi host will have Warnings that the ESXi Shell and SSH have been enabled. These warnings
can be suppressed.

31. In the list, right-click the added ESXi host and choose Settings.

32. In the left pane of the host under Virtual Machines, choose Swap File location.



[4 10.1171.21 ACTIONS v

Summary Monitor Configure Permissions VMs Datastores Networks Updates

Storage v | Swap File Location
Storage Adapters This host is in a cluster which specifies that the virtual machine swap files are to be stored in swap file datastore. The

Storage Devices host inherits this configuration. In order to change it, you must edit the cluster settings.

Hast Cache Configuration The swap files will be stored in the location specified below. Note that individual machines can override this setting,
Protocol Endpoints
/O Filters Detauit swap file location No datastore specified. Location defaults to the virtual machine
= directory.
Networking ~

Virtual switches
VMkernel adapters
Physical adapters
TCP/IP configuration

Virtual Machines v
VM Startup/Shutdown
Agent VM Settings
Default VM Compatibility

i SwapFilelocation J
System W
Licensing
Host Profile
Time Configuration
Authentication Services

Certificate

33. Click EDIT.

34. Choose the infra_swap datastore and click OK.

Edit Swap File Location = 1117121 X

Select a location to store the swap files.

Virtual machine directory

Store the swap files in the same directory as the virtual machine,

® Use a specific datastore
A, Store the swap files in the specified datastore. If not possible, store the swap files in the same directory as the virtual
machine. Using a datastore that is not visible to both hosts during vMotion might affect the vMotion performance for the
affected virtual machines.

Name Capacity Provisioned Free Space Type Thin Provisioned
infra_datastore_1 500.00 GB 51653 GB 45883 GB NFS Supported I
Infra_datastore_2 500.00 GB 19.04 MB 49998 GB NFS Supported

infra_swap 2N71MB 99.96 GB NFS Supported

3items




35. In the list under System, choose Time Configuration.

36. Click EDIT to the right of Manual Time Configuration. Set the time and date to the correct local time and click
OK.

37. Click EDIT to the right of Network Time Protocol.

38. In the Edit Network Time Protocol window, select Enable and then select Start NTP Service. Ensure the other
fields are filled in correctly and click OK.

Edit Network Time Protocol = 10117121 X
™ Enable @
AL 10.1.156.254

Separate servers with commas, e.g. 10.31.21.2, fe00:2800

NTP Service Status: Running

NTP Service Startup Policy: Start and stop with host

CANCEL OK

39. In the list under Hardware, choose Overview. Scroll to the bottom and ensure the Power Management Active
policy is High Performance. If the Power Management Active policy is not High Performance, to the right of
Power Management, choose EDIT POWER POLICY. Choose High performance and click OK.

40. In the list under Storage, choose Storage Devices. Make sure the NETAPP Fibre Channel Disk LUN 0 or
NETAPP iSCSI Disk LUN 0 is selected.

41. Choose the Paths tab.

42. Ensure that 4 paths appear, two of which should have the status Active (I/O).



A 10.1.171.21 ACTIONS Vv

Summary Monitor Configure Permissions VMs Datastores Networks Updates
Storage + = Storage Devices
Storage Adapters ?C Refresh 1 anach R Detach @]} Rename.. @ TumOnLED @ Turn Off LED () Erase Partitions...
Storage Devices Mark as HDD Disk B Mark as Local  Mark as Perennially Reserved
Host Cache Configuration Name v L. v Type ~ Capacity v Datasto.. v Operational.. Vv
Protocol Endpoints Local USB Direct-Access (mpxvmhba32:COTO:... 1 disk 0008 Not Cons... Attached 2.
1/O Filters Local USB Direct-Access (mpxvmhba32:CO.TO:... 2 disk 0008 NotCons.. Attached
Networking v - l NETAPP ISCSI Disk (naa.600a0980383038643.. | 0 disk 2000GB  NotCons... Attached
Virtual switches Local USB CD-ROM (mpxvmhba32:CO:TO:LO) 0 cdrom Not Cons... Attached
VMKemel sdapters Local USB CD-ROM (mpxvmhba32:C0:TO:L3) 3 cdrom Not Cons... Attached
Physical adapters ‘.[ m (i - v
TCP/IP configuration [ copyan | items
Vil Macties v B Properties Paths Partition Details
VM Startup/Shutdown Enable Disable
Agent VM Settings Runtime N.. v  Status v Target v Name v Preferred v
Default VM Compatibility vmhba64:CO:... @ Active (I/O) 1qn.1992-08.com.netapp:sn.i7... vmhba64:COTO:LO A
Swap File Location vmhba64:C3... @ Active (I/0) 1gqn.1992-08.com.netapp:sni7... vmhba64:C3T0:.LO
System o vmhba64.C2:.. & Active 1gn.1992-08.com.netapp:sni7... vmhba64:C2:TO.LO
Vicanang vmhba64:C1... @ Active 1gn1992-08.com.netapp:sni7..  vmhba64:C1LTOLO
Host Profile
Time Configuration —
Authentication Services 73 Copy Al peEna

Certificate

Add AD User Authentication to vCenter (Optional)

If an AD Infrastructure is set up in this FlexPod environment, you can setup in AD and authenticate from vCenter.
To add an AD user authentication to the vCenter, follow these steps:

1. In the AD Infrastructure, using the Active Directory Users and Computers tool, setup a Domain Administrator
user with a user name such as flexadmin (FlexPod Admin).

2. Connect to https://<vcenter-ip> and choose LAUNCH VSPHERE CLIENT (HTML5).

3. Log in as Administrator@vsphere.local (or the SSO user set up in vCenter installation) with the corresponding
password.

4. Under Menu, choose Administration. In the list on the left, under Single Sign On, choose Configuration.
5. In the center pane, under Configuration, choose the Identity Provider tab.
6. In the list under Type, select Active Directory Domain.

7. Choose JOIN AD.



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Fill in the AD domain name, the Administrator user, and the domain Administrator password. Do not fill in an
Organizational unit. Click JOIN.

Click Acknowledge.

In the list on the left under Deployment, choose System Configuration. Choose the radio button to choose
the vCenter, then choose REBOOT NODE.

Input a reboot reason and click OK. The reboot will take approximately 10 minutes for full vCenter initializa-
tion.

Log back into the vCenter vSphere HTML5 Client as Administrator@vsphere.local.
Under Menu, choose Administration. In the list on the left, under Single Sign On, choose Configuration.

In the center pane, under Configuration, choose the Identity Provider tab. Under Type, select Identity
Sources. Click ADD.

Make sure your Active Directory (Integrated Windows Authentication) is selected, your Windows Domain
name is listed, and Use machine account is selected. Click ADD.

In the list select the Active Directory (Integrated Windows Authentication) Identity source type. If desired,
select SET AS DEFAULT and click OK.

On the left under Access Control, choose Global Permissions.
In the center pane, click the + sign to add a Global Permission.
In the Add Permission window, choose your AD domain for the Domain.

On the User/Group line, enter either the FlexPod Admin username or the Domain Admins group. Leave the
Role set to Administrator. Choose the Propagate to children checkbox.

‘& The FlexPod Admin user was created in the Domain Admins group. The selection here depends on

whether the FlexPod Admin user will be the only user used in this FlexPod or you would like to add other
users later. By selecting the Domain Admins group, any user placed in that group in the AD domain will
be able to login to vCenter as an Administrator.

21.

22.

Click OK to add the selected User or Group. The user or group should now appear in the Global Permissions
list with the Administrator role.

Log out and log back into the vCenter HTML5 Client as the FlexPod Admin user. You will need to add the
domain name to the user, for example, flexadmin@domain.

FlexPod VMware vSphere Distributed Switch (vDS)

This section provides detailed procedures for installing the VMware vDS in vCenter and on the first FlexPod ESXi
Management Host.



In section Cisco UCS Setup, two sets of vNICs were configured. The vmnic ports associated with the vDS0-A
and B vNICs will be placed on the VMware vDS in this procedure. The vMotion VMkernel port(s) will be placed
on the vDS.

A vMotion, and a VM-Traffic port group will be added to the vDS. Any additional VLAN-based port groups add-
ed to the vDS would need to have the corresponding VLANs added to the Cisco UCS LAN cloud, to the Cisco
UCS vDSO0-A and B vNIC templates, and to the Cisco Nexus 9K switches and vPC peer-link interfaces on the
switches.

In this document, the infrastructure ESXi management VMkernel ports, the In-Band management interfaces in-
cluding the vCenter management interface, and the infrastructure NFS VMkernel ports are left on vSwitchO to
facilitate bringing the virtual environment back up in the event it needs to be completely shut down. When the
vMotion port group is created, it is pinned to Cisco UCS fabric B to reduce the need for vMotion traffic leaving
the fabric interconnect. Pinning should be done in a vDS to ensure consistency across all ESXi hosts.
Configure the VMware vDS in vCenter

VMware vSphere Web Client

To configure the vDS, follow these steps:

1. After logging into the VMware vSphere HTML5 Client, choose Networking under Menu.

2. Right-click the FlexPod-DC datacenter and choose Distributed Switch > New Distributed Switch.

3. Give the Distributed Switch a descriptive name (vDS0) and click NEXT.

4. Make sure version 7.0.0 - ESXi 7.0 and later is selected and click NEXT.

5. Change the Number of uplinks to 2. If VMware Network 1/O Control is to be used for Quality of Service, leave
Network I/O Control Enabled. Otherwise, Disable Network 1/O Control. Enter VM-Traffic-1 for the Port group
name. Click NEXT.

6. Review the information and click FINISH to complete creating the vDS.

7. Expand the FlexPod-DC datacenter and the newly created vDS. Choose the newly created vDS.

8. Right-click the VM-Traffic-1 port group and choose Edit Settings.

9. Choose VLAN on the left.

10. Choose VLAN for VLAN type and enter the VM-Traffic-1 VLAN ID. Click OK.

11. Right-click the vDS and choose Settings > Edit Settings.

12. In the Edit Settings window, choose Advanced on the left.

13. Change the MTU to 9000. The Discovery Protocol can optionally be changed to Link Layer Discovery Proto-
col and the Operation to Both. Click OK.



vDSO - Edit Settings

14.

15.

16.

17.

18.

19.

General

Ad d
MTU @ytes)

Multicast filtering mode

Discovery protocol

Type

Operation

Administrator contact

Mame

Other details

9000

IGMP/MLD snooping ~

Link Layer Discovery Protocol ~

Both ~

4

For the vMotion port group, right-click the vDS, choose Distributed Port Group, and choose New Distributed

Port Group.

Enter vMotion as the name and click NEXT.

Set the VLAN type to VLAN, enter the VLAN ID used for vMotion, click the Customize default policies config-

uration check box, and click NEXT.

Leave the Security options set to Reject and click NEXT.

Leave the Ingress and Egress traffic shaping options as Disabled and click NEXT.

Choose Uplink 1 from the list of Active uplinks and click the down arrow icon twice to place Uplink 1 in the
list of Standby uplinks. This will pin all vMotion traffic to Cisco UCS Fabric Interconnect B except when a fail-

ure occurs.



New Distributed Port Group

20.

21.

22.

23.

24,

25.

26.

27.

28.

+ 1Mame and location Teaming and failover
+ 2 Configure settings Controls load balancing, network failure detection, switches notification, failback, and uplink failover arder.
+ 3 Security

+ 4 Traffic shaping

Load balancing Route based on originating virtual port ~
5 Teaming and failover
6 Monitoring Metwork failure detection Link status only R
7 Miscellaneous ) _
Motify switches Yes ~
& Ready to complete
Failback Yes ~

Failover order )

T+ ¥

Active uplinks -
Uplink 2

Standby uplinks
Uplink 1

Unused uplinks

-

CANCEL BACK NEXT

Click NEXT.

Leave NetFlow disabled and click NEXT.

Leave Block all ports set as No and click NEXT.

Confirm the options and click FINISH to create the port group.

Repeat the addition of new distributed port groups for any additional application port groups, setting the ac-
tive links as appropriate.

Right-click the vDS and choose Add and Manage Hosts.
Make sure Add hosts is selected and click NEXT.

Click the green + sign to add New hosts. Choose the one configured FlexPod Management host and click
OK. Click NEXT.

Choose vmnic2 and click Assign uplink. Choose Uplink 1 and click OK. Choose vmnic3 and click Assign up-
link. Choose Uplink 2 and click OK.



‘& It is important to assign the uplinks as shown below. This allows the port groups to be pinned to the ap-
propriate Cisco UCS fabric.

vDSO - Add and Manage Hosts

+ 1Select task Manage physical adapters
+ 2 Select hosts Add or remove physical network adapters to this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adapt...

3 Assign uplink 3 Unassign adapter @ View settings

5 Migrate VM networking Host/Physical Network Adapters In Use by Switch Uplink Uplink Port Group

6 Ready to complete
v P 4 G wouna

4 On this switch
vmnic2 (Assigned) - Uplink 1 wDS0-DVUplinks--.
wmnic3 (Assigned) = Uplink 2 wDS0-DVUplinks-—.

4 On other switches/unclaimed

vmnicO vSwitchO

vmnicl vSwitchO
vmnic4d iScsiBootvSwitch
vmnics vSwitchl

W

CANCEL BACK

29. Click NEXT.

30. Do not migrate any VMkernel ports and click NEXT.

31. Do not migrate any virtual machine networking ports. Click NEXT.
32. Click FINISH to complete adding the ESXi host to the vDS.

Add and Configure a VMware ESXi Host in vCenter

This section details the steps to add and configure an ESXi host in vCenter. This section assumes the host has
had VMware ESXi 7.0b installed, the management IP address set, and the Cisco UCS Tool and NetApp NFS
Plug-in for VMware VAAI installed. This procedure is initially being run on the second and third ESXi manage-
ment hosts but can be run on any added ESXi host.

Add the ESXi Host to vCenter

ESXi Hosts created other than VM-Host-Infra-01

To add the ESXi host(s) to vCenter, follow these steps:



1. From the Home screen in the VMware vCenter HTML5 Interface, choose Menu > Hosts and Clusters.

2. Right-click the “FlexPod-Management” cluster and click Add Hosts.

3. Inthe IP address or FQDN field, enter either the IP address or the FQDN name of the configured VMware
ESXi host. Also enter the user id (root) and associated password. If more than one host is being added, add
the corresponding host information, optionally selecting “Use the same credentials for all hosts”. Click NEXT.

4. Choose all hosts being added and click OK to accept the certificate(s).

5. Review the host details and click NEXT to continue.

6. Review the configuration parameters and click FINISH to add the host(s).

Add hosts Review and finish %

2 new hosts will be connected to vCenter Server and moved to this cluster:
10.1.971.22
10.1.171.23

1 Add hosts
2 Host summary

3 Ready to complete

CANCEL BACK FINISH

7. The added ESXi host(s) will have Warnings that the ESXi Shell and SSH have been enabled. These warnings
can be suppressed.

Set Up VMkernel Ports and Virtual Switch

ESXi Host VM-Host-Infra-02 and VM-Host-Infra-03

To set up the VMkernel ports and the virtual switches on the ESXi host, follow these steps:

1. In the vCenter HTML5 Interface, under Hosts and Clusters choose the ESXi host.



2. In the center pane, choose the Configure tab.

3. Inthe list, choose Virtual switches under Networking.

4. Expand Standard Switch: vSwitchO.

5. Choose EDIT to Edit settings.

6. Change the MTU to 9000.

7. Choose Teaming and failover located on the left.

8. In the Failover order section, use the arrow icons to move the vmnics until both are Active adapters.

vSwitchO - Edit Settings

Properties
Security

Traffic shaping

Teaming and failover

Load balancing

Network failure detection
Notify switches

Failback

Failover order

Tt 39

Active adapters
vmnicQ
vmnicl

Standby adapters

Unused adapters

4

Route based on originating virtual port v

Link status only

Yes v
Yes A4
All Properties CDP LLDP RDMA
~
Adapter Cisco Systems Inc Cisco VIC Ethernet NI
Name vmnicl
Location PCI 0000:62:001
Driver nenic
Status
Status Connected
Actual speed, Duplex 40 Gbit/s, Full Duplex
Configured speed, Duplex 40 Gbit/s, Full Duplex
Networks No networks
SR-10V
Status Not supported v

<l

mn [ >

Select active and standby adapters. During a failover, standby adapters activate in the order specified above.

CANCEL QK

‘& Speeds will appear as 20 Gbit/s for UCS blades not equipped with a port expander.

9. Click OK.

10. In the center pane, to the right of VM Network click ... > Edit Settings to edit settings.




11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21

22.

23.

24.

25.

26.

27.

28.

29.

Rename the port group to Site1-IB and enter <site1-ib-vlan-id> in the VLAN ID field.

Click OK to finalize the edits for the Site1-IB port group.

Still within the center pane, click Add Networking to create the Common-Services port group.
Select Virtual Machine Port Group for a Standard Switch and click NEXT.

Leave Select an existing standard switch selected with the default of vSwitchO and click NEXT.

Provide the name Common-Services for the Network label and specify the <common-services-vlan-id> in
the VLAN ID field and click NEXT.

Click FINISH to create the port group.
Located on the left under Networking, choose VMkernel adapters.
In the center pane, click Add Networking.

Make sure VMkernel Network Adapter is selected and click NEXT.

. Choose an existing standard switch and click BROWSE. Choose vSwitch0O and click OK. Click NEXT.

For Network label, enter VMkernel-Infra-NFS.

Enter <infra-nfs-vlan-id> for the VLAN ID.

Choose Custom for MTU and make sure 9000 is entered.

Leave the Default TCP/IP stack selected and do not choose any of the Enabled services. Click NEXT.

Choose Use static IPv4 settings and enter the IPv4 address and subnet mask for the Infra-NFS VMkernel
port for this ESXi host.

Click NEXT.
Review the settings and click FINISH to create the VMkernel port.

On the left under Networking, choose Virtual switches. Then expand vSwitchQ. The properties for vSwitch0
should be similar to the following example:



Virtual switches [ ADD NETWORKING... | REFRESH ]

-~

~ Standard Switch: vSwitchO ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS |

§ Common-Services e ’7 v Physical Adapters
VLAN ID: 322 E 1 vmnicO 40000 Full sen
A

Virtual Machines (0) 7] vmnicl 40000 Full

& Management Network
VLAN ID: 122
~ VMkernel Ports (1)

vmkO : 10.1.171.22

| [@

& sitel-IB
VLAN ID: 122 —
Virtual Machines (0)

& VMkernel-Infra-NFS cee
VLAN ID: 3050
~ VMkernel Ports (1)

vmk2 : 192.168.50.22 es

[ @

30. Repeat this procedure for all hosts being added.

Mount Required Datastores

ESXi Hosts created other than VM-Host-Infra-01

To mount the required datastores, follow these steps on the ESXi host(s):

1.

2.

From the vCenter Home screen, choose Menu > Storage.
Located on the left, expand FlexPod-DC.
Located on the left, right-click infra_datastore_1 and choose Mount Datastore to Additional Hosts.

Choose the ESXi host(s) and click OK.



Mount Datastore to Additional Hosts infra_datastore_1 X

|E Host T Cluster T

0 101171.22 [T FlexPod-Management A
[wi g

& 0 1o1mz3 [[7 FlexPod-Management

b

2 items

5. Repeat steps 1-4 to mount the infra_swap and any additional datastores created to the ESXi host(s).

6. Choose infra_datastore. In the center pane, choose Hosts. Verify the ESXi host(s) now has the datastore
mounted. Repeat this process to also verify that infra_swap is also mounted.

Configure NTP on ESXi Host

ESXi Hosts created other than VM-Host-Infra-01

To configure Network Time Protocol (NTP) on the ESXi host(s), follow these steps:
1. In the vCenter HTMLS5 Interface, under Hosts and Clusters choose the ESXi host.
2. Inthe center pane, choose the Configure tab.

3. Inthe list under System, choose Time Configuration.

4. To the right of Manual Time Configuration, click EDIT.

5. Set the correct local time and click OK.

6. To the right of Network Time Protocol, click EDIT.

7. Choose the Enable checkbox.



8. Enter the two Nexus switch NTP IP addresses in the NTP servers box separated by a comma.
9. Click the Start NTP Service checkbox.

10. Use the drop-down list to choose Start and stop with host.

Edit Network Time Protocol = 10117122 X

MEnable @

NTP Servers 10.1.156.1

Separate servers with commas, e.g. 10.31.21.2, fe00:2800

NTP Service Status: Stopped
[ start NTP Service

NTP Service Startup Policy: I Start and stop with host E]

11. Click OK to save the configuration changes.

12. Verify that NTP service is now enabled and running and the clock is now set to approximately the correct
time.

Configure ESXi Host Swap

ESXi Hosts created other than VM-Host-Infra-01

To configure host swap on the ESXi host(s), follow these steps on the host:

1. Inthe vCenter HTMLS5 Interface, under Hosts and Clusters choose the ESXi host.
2. Inthe center pane, choose the Configure tab.

3. Inthe list under System, choose System Swap.

4. Located on the right, click EDIT.

5. Choose Can use datastore and use the drop-down list to choose infra_swap. Leave all other settings un-
changed.



Edit System Swap Settings = 1w0.117.22 X

™ can use datastore:l infra_swap E
¥ Can use host cache

¥ can use datastore specified by host for swap files

6. Click OK to save the configuration changes.

7. In the list under Virtual Machines, choose Swap File Location.
8. Located on the right, click EDIT.

9. Choose infra_swap and click OK.

Change ESXi Power Management Policy

ESXi Hosts created other than VM-Host-Infra-01

To change the ESXi power management policy, follow these steps:

1. In the list under Hardware, choose Overview. Scroll to the bottom and to the right of Power Management,
choose EDIT POWER POLICY.

2. Choose High performance and click OK.

Edit Power Policy Settings = 10.a7.22 X

® High performance
Do not use any power management features
O Balanced
Reduce energy consumption with minimal performance compromise
O Low power
Reduce energy consumption at the risk of lower performance
O custom

User-defined power management policy




Add iSCSI Configuration

All ESXi Hosts

To add the iSCSI configuration to the ESXi hosts, follow these steps:

1. In the vSphere HTML5 Client, under Hosts and Clusters, choose the ESXi host.

2. Inthe center pane, click Configure. In the list under Networking, select Virtual switches.
3. Inthe center pane, expand iScsiBootvSwitch. Click EDIT to edit settings for the vSwitch.
4. Change the MTU to 9000 and click OK.

5. Choose ... > Edit Settings to the right of iScsiBootPG. Change the Network label to iScsiBootPG-A and click
OK.

6. Choose ... > Edit Settings to the right of the VMkernel Port IP address. Change the MTU to 9000.

7. Click IPv4 settings on the left. Change the IP address to a unique IP address in the Infra-iSCSI-A subnet but
outside of the Cisco UCS iSCSI-IP-Pool-A.

ﬂ It is recommended to enter a unique IP address for this VMkernel port to avoid any issues related to IP
Pool reassignments.

8. Click OK.
9. In the upper right-hand corner, choose ADD NETWORKING to add another vSwitch.
10. Make sure VMkernel Network Adapter is selected and click NEXT.

11. Choose New standard switch and change the MTU to 9000. Click NEXT.

12. Choose + to add an adapter. Make sure vmnic5 is highlighted and click OK. vmnic5 should now be under
Active adapters. Click NEXT.

13. Enter iScsiBootPG-B for the Network label, leave VLAN ID set to None (0), choose Custom - 9000 for MTU,
and click NEXT.

14. Choose Use static IPv4 settings. Enter a unique IP address and netmask in the Infra-iSCSI-B subnet but out-
side of the Cisco UCS iSCSI-IP-Pool-B. Click NEXT.

15. Click FINISH to complete creating the vSwitch and the VMkernel port.
16. In the list under Storage, choose Storage Adapters.
17. Choose the iSCSI Software Adapter and below, choose the Dynamic Discovery tab.

18. Click Add.



19. Enter the IP address of the storage controller’s Infra-SVM LIF iscsi-lif-O1a and click OK.

20. Repeat this process to add the IPs for iscsi-lif-02a, iscsi-lif-01b, and iscsi-lif-02b.

21. Under Storage Adapters, click Rescan Adapter to rescan the iSCSI Software Adapter.

22. Under Static Discovery, four static targets should now be listed.

23. Under Paths, four paths should now be listed with two of the paths having the “Active (I/O)” Status.

Add the ESXi Host(s) to the VMware Virtual Distributed Switch

ESXi Hosts created other than VM-Host-Infra-01

To add the ESXi host(s) to the VMware vDS, follow these steps on the host:

1.

2.

After logging into the VMware vSphere HTML5 Client, choose Networking under Menu.
Right-click the vDS (vDS0) and click Add and Manage Hosts.
Make sure Add hosts is selected and click NEXT.

Click the green + sign to add New hosts. Choose the configured FlexPod Management host(s) and click OK.
Click NEXT.

Choose vmnic2 on each host and click Assign uplink. Choose Uplink 1 and click OK. Choose vmnic3 on each
host and click Assign uplink. Choose Uplink 2 and click OK. If more than one host is being connected to the
vDS, use the Apply this uplink assignment to the rest of the hosts checkbox.

‘& It is important to assign the uplinks as shown below. This allows the port groups to be pinned to the ap-

propriate Cisco UCS fabric.




8.

9.

vDSO - Add and Manage Hosts

v 1Select task Manage physical adapters

v 2 Select hosts Add or remove physical network adapters to this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adapt @3 Assign uplink 3 Unassign adapter @ View settings

5 Migrate VM networking Host/Physical Network Adapters In Use by Switch
6 Ready to complete 4 On this switch
vmnic2 (Assigned) -
vmnic3 (Assigned) -

4 On other switches/unclaimed

vmnicO vSwitchO
vmnicl vSwitchO
vmnic4 iScsiBootvSwitch
vmnics vSwitchl

4 G oz

4 On this switch
vmnic2 (Assigned) -

vmnic3 (Assigned) -

Click NEXT.
Do not migrate any VMkernel ports and click NEXT.
Do not migrate any VM ports and click NEXT.

Click FINISH to complete adding the ESXi host(s) to the vDS.

Add the vMotion VMkernel Port(s) to the ESXi Host

All ESXi Hosts

Uplink

Uplink 1

Uplink 2

Uplink 1

Uplink 2

CANCEL

Uplink Port Group

vDSO-DVUpIlinks-..  |—

vDSO-DVUplinks-...

vDSO-DVUplinks-...

vDSO-DVUplinks-...

v

To add the vMotion VMkernel Port to the ESXi host(s) on the VMware vDS, follow these steps on the host:

1.

2.

In the vCenter HTML5 Interface, under Hosts and Clusters choose the ESXi host.

In the center pane, click the Configure tab.
In the list under Networking, choose VMkernel adapters.

Choose Add Networking to Add host networking.




10.

11.

12.

13.

Make sure VMkernel Network Adapter is selected and click NEXT.
Choose BROWSE to the right of Select an existing network.
Choose vMotion on the vDS and click OK.

Click NEXT.

Make sure the Network label is vMotion with the vDS in parenthesis. From the drop-down list, select Custom
for MTU and make sure the MTU is set to 9000. Choose the vMotion TCP/IP stack and click NEXT.

Choose Use static IPv4 settings and input the host’s vMotion IPv4 address and Subnet mask.
Click NEXT.
Review the parameters and click FINISH to add the vMotion VMkernel port.

Optionally, repeat this process to add two more vMotion VMkernel ports.



Solution Deployment - Management Tools

NetApp Virtual Storage Console 9.7.1 Deployment Procedure

This section describes the deployment procedures for the NetApp Virtual Storage Console (VSC).

Virtual Storage Console 9.7.1 Pre-installation Considerations

The following licenses are required for VSC on storage systems that run ONTAP 9.7.1 or above:

Protocol licenses (NFS, iSCSI)

NetApp FlexClone® (for provisioning and cloning and vVol)
NetApp SnapRestore® (for backup and recovery)

The NetApp SnapManager® Suite

NetApp SnapMirror® or NetApp SnapVault®

& The Backup and Recovery capability has been integrated with SnapCenter and requires additional li-

censes for SnapCenter to perform backup and recovery of virtual machines and applications.

Table 23. Port Requirements for VSC

443 (HTTPS) Secure communications between VMware vCenter Server and the storage systems

8143 (HTTPS) VSC listens for secure communications

9083 (HTTPS) VASA Provider uses this port to communicate with the vCenter Server and obtain TCP/IP settings

& The requirements for deploying VSC are listed here.

Install Virtual Storage Console 9.7.1

To install the VSC 9.7.1 software by using an Open Virtualization Format (OVF) deployment, follow these steps:

1.

Login to vCenter and navigate to Hosts and Clusters.

2. Select ACTIONS for the FlexPod-DC datacenter and choose Deploy OVF Template.

3. Browse to the VSC OVA file downloaded from the NetApp Support site.


https://docs.netapp.com/vapp-97/topic/com.netapp.doc.vsc-dsg/GUID-8DE0AA2E-C5A2-4547-B9F4-77EDA4D44AA6.html

10.

11.

12.

13.

14.

Enter the VM name and choose a datacenter or folder in which to deploy and click NEXT.

Choose a host cluster resource in which to deploy OVA and click NEXT.

Review the details and accept the license agreement.

Choose the infra_datastore_1 volume and choose the Thin Provision option for the virtual disk format.
From Select Networks, choose a destination network (Site1-IB) and click NEXT.

From Customize Template, enter the VSC administrator password, vCenter name or IP address and other
configuration details and click NEXT.

Review the configuration details entered and click FINISH to complete the deployment of NetApp-VSC VM.
Power on the NetApp-VSC VM and open the VM console.

Verify that VSC, VASA Provider, and SRA services are running after the deployment is completed.
Networking configuration and vCenter registration information was provided during the OVF template cus-
tomization, therefore after the VM is running, VSC and vSphere API for Storage Awareness (VASA) is regis-

tered with vCenter.

Refresh the Home Screen and confirm that the NetApp VSC is installed.
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‘& If the virtual appliance for VSC, VASA Provider, and SRA is not registered with any vCenter Server,
use https://appliance_ip:8143/Register.html to register the VSC instance.

Download the NetApp NFS Plug-in for VAAI
To download the NetApp NFS Plug-in for VAAI, follow this step:

1. Download the NetApp NFS Plug-in 1.1.2 for VMware .vib file from the NES Plugin Download page and save it
to your local machine or admin host.

| 4 = | NFS - O
Home Share View
“« v 4 > ThisPC » Downloads » NFS v |0 2 Search NFS
o Mame Date modified Type Size
s Quick access )
|| MetAppMasPlugin.v23.vib 29-09-2020 13:23 VIB File 361 KB
I Desktop
4L Downloads -

| Documents Es



http://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/

Install the NetApp NFS Plug-in for VAAI

ﬁ The NFS Plug-in for VAAI was already installed on the ESXi hosts along with the Cisco UCS VIC drivers.
It is not necessary to re-install it here.

To install the NetApp NFS Plug-in for VAAI, follow these steps:

1. Rename the .vib file that you downloaded from the NetApp Support Site to NetAppNasPlugin.vib to match
the predefined name that VSC uses.

2. Click Settings in the VSC Getting Started page.

3. Click NFS VAAI Tools tab.

4. Click Change in the Existing version section.

5. Browse and choose the renamed .vib file, and then click Upload to upload the file to the virtual appliance.

6. In the Install on ESXi Hosts section, choose the ESXi host on which you want to install the NFS Plug-in for
VAAI, and then click Install.

7. Reboot the ESXi host after the installation finishes.

Verify the VASA Provider

The VASA provider for ONTAP is enabled by default during the installation of the NetApp Virtual Storage Console
(VSC) 9.7.1. To verify the VASA provider was enabled, follow these steps:

1. From the vSphere Client, click Menu > Virtual Storage Console. Click Settings.
2. Click Manage Capabilities in the Administrative Settings tab.
3. In the Manage Capabilities dialog box if not enabled, click Enable VASA Provider slider.

4. Enter the IP address of the virtual appliance for VSC, VASA Provider, and VMware Storage Replication
Adapter (SRA) and the administrator password, and then click Apply.



Manage Capabilities

@ Enable VASA Provider
vStorage APIs for Storage Awareness (VASA) is a set of application program interfaces (APIs) that enables
vSphere vCenter to recognize the capabilities of storage arrays.

() Enable Storage Replication Adapter (SRA)
Storage Replication Adapter (SRA) allows VMware Site Recovery Manager (SRM) to integrate with third
party storage array technology.

Enter authentication details for VASA Provider and SRA server:

IP address or hostname: 10.3.171.41
Username: Administrator
Password:

CANCEL

Discover and Add Storage Resources

To Add storage resources for the Monitoring and Host Configuration capability and the Provisioning and Cloning
capability, follow these steps:

1. Using the vSphere Web Client, log in to the vCenter Server as the FlexPod admin user. If the vSphere Web
Client was previously opened, close the tab, and then reopen it.

2. In the Home screen, click the Home tab and click Virtual Storage Console.

ﬂ When using the cluster admin account, add storage from the cluster level.

ﬁ You can modify the storage credentials with the vsadmin account or another SVM level account with
role-based access control (RBAC) privileges. Refer to the ONTAP 9 Administrator Authentication and
RBAC Power Guide for additional information.

3. Choose Storage Systems > Add.

4. Click Overview > Getting Started, and then click ADD button under Add Storage System.
5. Specify the vCenter Server instance where the storage will be located.

6. In the IP Address/Hostname field, enter the storage cluster management IP.

7. Confirm Port 443 to Connect to this storage system.


http://docs.netapp.com/ontap-9/topic/com.netapp.doc.pow-adm-auth-rbac/home.html
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.pow-adm-auth-rbac/home.html

8. Enter admin for the user name and the admin password for the cluster.

9. Click Save to add the storage configuration to VSC.

Add Storage System

Mame or IP address: 192.168.166.40
Username: admin
Password: wenennd

Port: 443

CANCEL SAVE & ADD MORE m

10. Wait for the Storage Systems to update. You might need to click Refresh to complete this update.

Virtual Storage Console
@ Overview Storage Systems vCenter server vi-ve flexpodciscocom ~ (B v

B, Storage Mapping

Settings T T T ONTAP T - T Supported T
'ﬂ' g MName Type IP Address Release Status Capacity NFS VAAI Protocols
« Reports

Datastore Report H > bb09-a300-2 Cluste 192.168.166.40 970 @ Normal 259%  Unsupported

Virtual Machine Report

vWols Datastore Report

vWols Virtual Machine Report

Discover the Cluster and SVMs

To Discover the cluster and SVMs with the cluster admin account, follow these steps:
1. From the vSphere Client Home page, click Hosts and Clusters.

2. Right-click the FlexPod-DC datacenter then click NetApp VSC > Update Host and Storage Data and click
Yes.



Update Host and Storage Data

This action will restart the discovery of all connected storage

systems and might take a few minutes.
Do you want to continue?

3. Click OK.

success X

Storage system update has started in the background. The
details of all the connected storage systems are being

discovered.

Optimal Storage Settings for ESXi Hosts

VSC enables the automated configuration of storage-related settings for all ESXi hosts that are connected to
NetApp storage controllers. To use these settings, follow these steps:

1. From the VMware vSphere Web Client Home page, click vCenter > Hosts.
2. Choose a host and then click Actions > NetApp VSC > Set Recommended Values.

3. Inthe NetApp Recommended Settings dialog box, choose all the values for your system.



Set Recommended Values

HBA/CNA Adapter Settings
Sets the recommended HBA timeout settings for NetApp storage systems.

MPIO Settings

Configures preferred paths for NetApp storage systems. Determines which of the available paths
are optimized paths {as opposed to non-optimized paths that traverse the interconnect cable), and
sets the preferred path to one of those paths.

MFS Settings
Sets the recommended NFS Heartbeat settings for NetApp storage systems.

‘ﬁ This functionality sets values for HBAs and converged network adapters (CNAs), sets appropriate paths
and path-selection plug-ins, and verifies appropriate settings for software-based I/O (NFS). A vSphere
host reboot may be required after applying the settings.

4. Click OK.

Success X

@ The modified ESXi host settings are reflected only after the

subsequent successful storage system discovery

Virtual Storage Console 9.7.1 Provisioning Datastores

Using VSC, the administrator can provision an NFS, FC or iSCSI datastore and attach it to a single host or multi-
ple hosts in the cluster. The following steps describe provisioning a datastore and attaching it to the cluster.

ﬂ It is a NetApp best practice to use Virtual Storage Console (VSC) to provision datastores for the FlexPod
infrastructure. When using VSC to create vSphere datastores, all NetApp storage best practices are im-
plemented during volume creation and no additional configuration is needed to optimize performance of
the datastore volumes.

Storage Capabilities

A storage capability is a set of storage system attributes that identifies a specific level of storage performance
(storage service level), storage efficiency, and other capabilities such as encryption for the storage object that is
associated with the storage capability.



Create the Storage Capability Profile

To leverage the automation features of VASA two primary components must first be configured. The Storage
Capability Profile (SCP) and the VM Storage Policy. The Storage Capability Profile expresses a specific set of
storage characteristics into one or more profiles used to when provisioning a Virtual Machine. The SCP is speci-
fied as part of VM Storage Policy which is specified when you deploy a virtual machine. NetApp Virtual Storage
Console comes with two pre-configured Storage Capability Profiles- Platinum and Bronze.

‘& Adaptive QoS policies are not currently supported with VSC 9.7.1. Storage Capability Profiles (SCP) can
still be created with Max IOPS and Min IOPS defined.

To review or edit one of the built-in profiles pre-configured with VSC 9.7.1 follow these steps:
1. In the NetApp Virtual Storage Console click Storage Capability Profiles.

2. Choose the Platinum Storage Capability Profile and choose Clone from the toolbar.

Virtual Storage Console
B Overvien Storage Capability Profiles

B storage Systems

Storage Capability Pro...

R Storage Mapping

£ Settings o r
- Reports Jpdate
s

Datastore Report
. Delete

Virtual Machine Report .
vi/ols Datastore Rep..

vivols Virtual Machine..

3. Enter a name for the cloned SCP and add a description if desired.



Clone Storage General
Capability Profile
Specify a name and description for the storage capability profile gy

1 General
Mame; Mo_Encrypt_AFF

Description:
Cloned profile for Platinum level Service

for AFF platform

e

CANCEL NEXT

4. Choose ALL Flash FAS(AFF) for the storage platform. Click Next.

Clone Storage Platform
Capability Profile
Platform: All Flash FAS(AFF) -
1 General
2 Platform

3 Performance

4 Storage attributes

5 Summary

CAMNCEL BACK NEXT

5. Choose None to allow unlimited performance or set a the desired minimum and maximum IOPS for the QoS
policy group.

6. On the Storage attributes page, Change the Encryption and Tiering policy to the desired settings and click
NEXT.



Clone Storage Storage attributes
Capability Profile

1 General Deduplication: ves )
2 Platform Compression: ves )
3 Performance Space reserve: Thin .
4 Storage attributes Encryption: No )
5 Summary Tiering policy (FabricPool): Any .

CAMNCEL BACK NEXT

7. Review the summary page and click FINISH to create the storage capability profile.

ﬂ As a best practice it is always recommended to create clone and edit the Capability profile rather than
changing the Default one.

Create a VM Storage Policy

Create a VM storage policy and associate a storage capability profile (SCP) to the datastore that meets the re-
quirements defined in the SCP. To create a new VM Storage policy, follow these steps:

1. Navigate to Policies and Profiles from the vSphere Client menu.

i} Home
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l v &
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Auto Deploy
¢ Hybrid Cioud Services

<|> Developer Center

2. Navigate to Policies and Profiles from the vSphere Client menu.
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3. Create a name for the VM storage policy and enter a description and click NEXT.

4. Choose Enable rules for NetApp.clustered.Data.ONTAP.VP.VASA10 storage located under the Datastore
specific rules section and click NEXT.

Create VM Storage Policy Policy structure X

1 Mame and description

Host based services

2 Policy structure ude encryption, /O control, caching,

Enable host based rules

Datastore specific rules

Create rules for a specific

ire data services provided by the datastores. The rules will be applied

when VMs are placed
_| Enable rules for "vSAN" storage
ﬂ Enable rules for "MetApp.clustered Data ONTAP.VP.VASAID™ storage
Enable rules for "NetApp.clustered Data. ONTAP VP wvol" storage

| Enable tag based placement rules

CANCEL BACK | m

5. On the Placement tab select the SCP created in the previous step and click NEXT.




Create VM Storage Policy NetApp.clustered.Data. ONTAP.VP.WVASAIO rules X
1 Name and description Placement Tags
SystemLabel label @ No_Encrypt_AFF

2 Policy structure

3 MetApp.clustered Data ONTAP.VP..

CANCEL BACK NEXT

6. The datastores with matching capabilities are displayed, click NEXT.
7. Review the policy summary and click FINISH.

Provision NFS Datastore

To provision the NFS datastore, follow these steps:

1. From the Virtual Storage Console Home page, click Overview.

2. In the Getting Started tab, click Provision.

3. Click Browse to choose the destination to provision the datastore as per the next step.
4. Choose the type as NFS and Enter the datastore name.

5. Provide the size of the datastore and the NFS Protocol.

6. Check the storage capability profile and click NEXT.



New Datastore General
Specify the details of the datastore to provision. @
1 General
ROW
Provisioning destination: BROWSE
Type: O NFS VMFS Vols
Name:

3 FXP_NFS_DS_O1

Size: 600| GB

Protocol: O NFS3 () NFS41

a Use storage capability profile for provisioning
Advanced options >

CANCEL NEXT

7. Choose the desired Storage Capability Profile, cluster name, and the desired SVM to create the datastore. In
this example, the Infra-SVM is selected.
New Datastore Storage system

Specify the storage capability profiles and the storage system you want to use.

1 General
Storage capability profile: MNo_Encrypt_AFF v

2 Stor: system Platform: All Flash FAS{AFF) Performance: None

e Compression: Yes Deduplication: Yes Tiering pelicy (FabricPool): Any
Space reserve: Thin Encryption: No
Storage system: bb09-a300-2 (192.168.166.40) -
Storage VM: Infra-SvM v
8. Click NEXT.

9. Choose the aggregate name and click NEXT.

10. Review the Summary and click FINISH.



New Datastore Summary

General

1 General vCenter server:

Provisioning destination:
2 SEEERaEED Datastore name:
i Datastore size:
3 Storage attributes

Datastore type:
4 Summary Protocol:
Datastore cluster:

Storage system details
Storage system:
SVM:

Storage attributes

Aggregate:

Snare reserve:

Storage capability profile:

vx-vC. flexpod.cisco.com
FlexPod-DC
FXP_NFS_DS_O

600 GB

MNFS

NFS 3

MNone
MNo_Encrypt_AFF

bb09-a300-2
Infra-SWM

bb09_a300_2_01_S5D_1

Thin

CANCEL BACK FINISH

‘ﬁ The datastore is created and mounted on the hosts in the cluster. Click Refresh from the vSphere Web
Client to see the newly created datastore or it is also listed in the VSC home page > Traditional Dash-
board > Datastores view. Also, VSC Home page > Reports > Datastore Report should be listing the newly

created datastore.

Virtual Volumes(vVols)

NetApp VASA Provider enables you to create and manage VMware virtual volumes (vVols). A vVols datastore
consists of one or more FlexVol volumes within a storage container (also called " backing storage"). A virtual
machine can be spread across one vVols datastore or multiple vVols datastores. All FlexVVol volumes within the

storage container must use the same protocol (NFS, iSCSI) and the same SVMs.

ﬁ Lab testing has shown that if a virtual machine (VM) has one or more disks in vVol datastores and the VM
is migrated to another host, just at the end of the migration the VM can be stunned or frozen for 45 or

more seconds. Total observed vMotion time noted as approximately 80 seconds.

Verify NDMP Vserver Scope Mode

To verify the NDMP Vserver scope mode, follow these steps:

1. View NDMP scope mode with the following command:

system services ndmp node-scope-mode status
NDMP node-scope-mode is enabled.

2. Disable NDMP node-scoped mode.

system services ndmp node-scope-mode off
NDMP node-scope-mode is disabled.

3. Enable NDMP services on the vserver.




vserver services ndmp on -vserver Infra-SVM

Create the Storage Capability Profile

You can select one or more VASA Provider storage capability profiles for a vVols datastore. You can also specify
a default storage capability profile for any vVols datastores that are automatically created in that storage con-
tainer.

To create storage capability profile for the vVol datastore, follow these steps:

1. In the NetApp Virtual Storage Console click Storage Capability Profiles.

2. Choose the Platinum Storage Capability Profile and choose Clone from the toolbar.

Virtual Storage Console
P Storage Capability Profiles

E Storage Systems

Storage Capability Pro...

. Storage Mapping

-ﬂ Settings . T
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s

Datastore Report
. Delete

Virtual Machine Report -
viols Datastore Rep..

vivols Virtual Machine..

Clone Storage General
Capability Profile
Specify a name and description for the storage capability profile.gp

1 General
Mame: AFF_Cloned_Gold_MNo_Encrypt

2 Platform

Description:

Gold level Service for AFF platform
3 Performance

4 Storage attributes

5 Summary

CAMCEL MEXT

3. Choose All Flash FAS(AFF) for the storage platform and click Next.



4. Choose None to allow unlimited performance or set a the desired minimum and maximum IOPS for the QoS
policy group. You can set the value for Max IOPS, which enables you to use the QoS functionality.

ﬂ When applied for a virtual datastore, a QoS policy with " MAX IOPS" value is created for each data vVols.

‘& When you select ONTAP Service Level, then the existing adaptive QoS policies of ONTAP are applied to
a data vVols. You can select one of three service levels: Extreme, Performance, or Value. The ONTAP
service level is applicable only to vVols datastores.

5. On the Storage attributes page, change the Encryption and Tiering policy to the desired settings and click
NEXT.

Clone Storage Capability Profile X

Storage attributes

1 General

2 Platform Deduplication

Compression e
3 Performance

Space reserve:
4 Storage attributes
- Encryption No

5 Summary Tiering policy (FabricPool) Any

CANCEL BACK NEXT

6. Review the summary page and choose FINISH to create the storage capability profile.

Create a VM Storage Policy

Create a VM storage policy and associate a storage capability profile (SCP) to the datastore that meets the re-
quirements defined in the SCP. To create a new VM Storage policy, follow these steps:

1. Navigate to Policies and Profiles from the vSphere Client menu.

2. Click Create VM Storage Policy.

3. Create a new name for the VM storage Policy and enter a description and click NEXT.
4. Choose Enable rules for NetApp.clustered.Data.ONTAP.VP.VASA.10 storage and

NetApp.clustered.Data.ONTAP.VP.vvol storage, located under the Datastore specific rules section and click
NEXT.



Create VM Storage Policy Policy structure

1 Name and description .

Host based services
2 Policy structure Create rules for data services provided by hosts Available data services could include encryption, I/O control, caching, etc
Host based services will be applied in addition to any datastore specific rues.

(] Enable host based rules

Datastore specific rules

Create rules for a spedfic storage type to configure data services provided by the datastores. The rules will be applied when
VMs are placed on the specific storage type.

(] Enabie rules for "vSAN" storage

. Enable rules for "NetApp.clustered.Data. ONTARP.VP.VASAI0" storage

. Enable rules for "NetApp.clustered, Data ONTAP.VP.wol" storage

[T] Enable tag based placement rules

CANCEL BACK

5. On the Placement tab for VP.VASA and VP.vvol storage rules select the SCP created in the previous step.

Create VM Storage Policy NetApp.clustered.Data. ONTAP.VP.VASATO rules

1 Name and description Placement  Tags

SystemlLabel label @ AFF_Cloned_Gold_No_Encrypt w

2 Policy structure

3 NetApp.clustered.Data.ONTAPVP...




Create VM Storage Policy NetApp.clustered.Data. ONTAP.VP.vvol rules

1 Name and description Placement  Tags

ProfileName @ AFF_Cloned_Gold_NMNo_Encrypt

2 Policy structure

3 MNetApp.clustered.Data ONTAPNVE. ..

4 NetApp.clustered Data ONTAP.VP..

6. The datastores with matching capabilities are displayed, click NEXT.

7. Review the Policy Summary and click Finish.

Provision a vVols Datastore

To provision the vVols datastore over NFS protocol, follow these steps:

1. From the Virtual Storage Console Home page, click Overview.
2. In the Getting Started tab, click Provision.
3. Click Browse to choose the destination to provision the datastore as per the next step.
4. Choose the type as vVols and Enter the datastore name.
5. Select NFS for protocol and click Next.
New Datastore General
Specify the details of the datastore to provision.@
1 General

- o BROWSE
Provisioning destination:

Type: ONFS () VMFS @ wois
MName: WWol_DS01
Description
VvVOL data store
A
Protocer O NS (Discsl () FC/FCoE




6. Select the Storage capability profile created earlier for vVols.

7. Select the NFS storage server and the NetApp Storage SVM where the vVols needs to be created and click

Next.
New Datastore Storage system
Specify the storage capability profiles and the storage system you want to use.
1 General
Storage capability profiles: Dlatinum -
2 Storage system Sronze

Custom profiles
age Jutes MNo_Encrypt_AFF

AFF_Cloned_Gold_No_Encrypt -
Storage system: bb09-a300-2 (192.168.166.40) v
Storage VM: Infra-SWVM

CANCEL BACK NEXT

8. Create new vVols or select existing vVols.

New Datastore Storage attributes

1 General
2 Storage system

FlexVol volumes are not added

3 Storage attributes

Name Size(GB) Storage capability profile Aggregates Space reserve
vVol_DsO1 20 AFF_Cloned_Gold_No_Er bb09_a300_2_01_S5D_1 -~
B Auto Grow

@ Grow () Grow/Shrink

Maximum Size(GB): 24

-
CANCEL BACK

9. Check the storage capability profile and click ADD. The default storage profile should be added automatical-
ly.




New Datastore Storage attributes
wWol_DSO1 20 GB AFF_Cloned_Gold_No_Encrypt bb0%_a300_2_ 01_SSD_1
1 General 1-1of 1item
2 Storage system Name Size(GB) Storage capability profile Aggregates Space reserve

3 Storage attributes AFF_Cloned_Gold_No_Er bb09_a300_2 01_SSD_1 ~ Thin

Auto Grow

@ Grow () Grow/Shrink

Maximum Size(GB):

Default storage capability profile: AFF_Cloned_Gold_No_Encrypt v

CANCEL BACK NEXT

ﬁ You can create multiple vVols for a datastore.

10. Check the storage capability profile and click NEXT.

11. Review all the fields on the summary page and click Finish.

New Datastore Summary
Datastore name: v\fol_DS0O1
U ETEE Datastore type: v\Vols
Protocol: NFS

2 Storage system
WL Storage capability profile: AFF_Cloned_Gold_MNo_Encrypt

3 Storage attributes Storage system details

Storage system: bb09-a300-2
SVM: Infra-SVM

4 Summary

Storage attributes

New FlexVol Name New FlexVol Size Aggregate Storage Capability Profile

vWol_DS01 20GB bb08_a300_2_01_SSD_1 AFF_Cloned_Gold_No_Encrypt

4 »

Click 'Finish' to provision this datastore.

CANCEL BACK FINISH

12. Verify in the vVols Datastore report the vVols is mounted correctly, go to VSC->Reports-> vVols Datastore
Report.




Wirtual Storage Console
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Virtual Machine Report

vWols Datastore Report

vy ols Virtual Machine Report

ﬂ To provision vVols for FC or ISCSI protocol, select it in the General tab and provide protocol-specific
storage attributes in the Storage Attributes Inputs to create vVols successfully.

NetApp SnapCenter 4.3.1

SnapCenter Software is a simple, centralized, scalable platform that provides application-consistent data pro-
tection for applications, databases, host file systems, and VMs running on ONTAP systems anywhere in the Hy-
brid Cloud.

NetApp SnapCenter Architecture

The SnapCenter platform is based on a multitier architecture that includes a centralized management server
(SnapCenter Server) and a SnapCenter host agent. The host agent that performs virtual machine and datastore
backups for VMware vSphere is the SnapCenter Plug-in for VMware vSphere. It is packaged as a Linux appli-
ance (Debian-based Open Virtual Appliance format) and is no longer part of the SnapCenter Plug-ins Package
for Windows. Additional information on deploying SnapCenter server for application backups can be found in
the documentation listed below.

This guide focuses on deploying and configuring the SnapCenter plug-in for VMware vSphere to protect virtual
machines and VM datastores.

You must install SnapCenter Server and the necessary plug-ins to support application-consistent backups for
Microsoft SQL, Microsoft Exchange, Oracle databases and SAP HANA. Application level protection is beyond
the scope of this deployment guide. Refer to the SnapCenter documentation for more information or the appli-
cation specific CVD’s and technical reports for detailed information on how to deploy SnapCenter for a specific
application configuration.

o SnapCenter 4.3 Documentation Center
« SAP HANA Backup and Recovery with SnapCenter

o FlexPod Datacenter with Microsoft SQL Server 2017 on Linux VM Running on VMware and Hyper-V

« SnapCenter Plug-in for VMware vSphere Documentation

Install SnapCenter Plug-In for VMware vSphere 4.3.1

NetApp SnapCenter Plug-in for VMware vSphere is a Linux-based virtual appliance which enables the
SnapCenter Plug-in for VMware vSphere to protect virtual machines and VMware datastores.


https://docs.netapp.com/ocsc-43/topic/com.netapp.nav.lrn/home.html
https://www.netapp.com/us/media/tr-4614.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/mssql2017_flexpod_linux.html
https://mysupport.netapp.com/documentation/docweb/index.html?productID=63241&language=en-US

Host and Privilege Requirements for the SnapCenter Plug-In for VMware vSphere

Review the following requirements before you install the SnapCenter Plug-in for VMware vSphere virtual appli-
ance:

¢ You must deploy the SnapCenter Plug-in for VMware vSphere virtual appliance as a Linux VM.
« You should deploy the virtual appliance on the vCenter Server.
¢ You must not deploy the virtual appliance in a folder that has a name with special characters.

e You must deploy and register a separate, unique instance of the virtual appliance for each vCenter Server.

Table 24. Port Requirements

Port Requirement \
8080(HTTPS) bidirectional This port is used to manage the virtual appliance

8144(HTTPs) bidirectional Communication between SnapCenter Plug-in for VMware vSphere and vCenter

443 (HTTPS) Communication between SnapCenter Plug-in for VMware vSphere and vCenter

License Requirements for SnapCenter Plug-In for VMware vSphere

The following licenses are required to be installed on the ONTAP storage system to backup and restore VM’s in
the virtual infrastructure:

Table 25. SnapCenter Plug-in for VMware vSphere License Requirements
Product License Requirement
ONTAP SnapManager Suite: Used for backup operations

One of these: SnapMirror or SnapVault (for secondary data protection regardless of the type of
relationship)

ONTAP Primary Destinations | To perform protection of VMware VMs and datastores the following licenses should be installed:
SnapRestore: used for restore operations

FlexClone: used for mount and attach operations

ONTAP Secondary To perform protection of VMware VMs and datastores only:

Destinations
FlexClone: used for mount and attach operations




Product

VMware

License Requirement

vSphere Standard, Enterprise, or Enterprise Plus

A vSphere license is required to perform restore operations, which
use Storage vMotion. vSphere Essentials or Essentials Plus

licenses do not include Storage vMotion.

It is recommended but not required, that you add SnapCenter Standard licenses to secondary destina-
tions. If SnapCenter Standard licenses are not enabled on secondary systems, you cannot use
SnapCenter after performing a failover operation. A FlexClone license on secondary storage is required
to perform mount and attach operations. A SnapRestore license is required to perform restore opera-
tions.

Download and Deploy the SnapCenter Plug-In for VMware vSphere 4.3.1

To download and deploy the SnapCenter Plug-in for VMware vSphere appliance, follow these steps:

1. Download SnapCenter Plug-in for VMware vSphere OVA file from NetApp support site
(https://mysupport.netapp.com).

2. From VMware vCenter, navigate to the VMs and Templates tab, right-click FlexPod-DC and choose Deploy
OVF Template.

3. Specify the location of the OVF Template and click NEXT.

4. On the Select a name and folder page, enter a unique name and location for the VM and click NEXT to con-
tinue.


https://mysupport.netapp.com/

Deploy OVF Template

+ 1Select an OVF template Select a name and folder

I¥4 2 Select a name and folder Specify a unique name and target location

+ 3 Select a compute resource
4 Review details Virtual machine name:  na-scy|

5 License agreements

6 Select storage Select a location for the virtual machine.

7 Select networks v [ vx-ve flexpod.cisco.com

8 Customize template > FlexPod-DC
9 Ready to complete

CANCEL BACK NEXT

5. On the Select a compute resource page, choose a resource where you want to run the deployed VM tem-
plate, and click NEXT.

6. On the Review details page, verify the OVA template details and click NEXT.



Deploy OVF Template

+ 1Select an OVF template Review details

+ 2 Select a name and folder werify the template details.

+ 3 Select a compute resource

4 Review details

5 License agreements Publisher Entrust Code Signing CA - OVCS1 (Trusted certificate)
6 Select st
e, Product SnapCenter Plug-in for WMware vSphere
7 Select networks
8 Customize template plerzion 43
9 Ready to complete Vendor NetApp Inc.
Description SnapCenter Plug-in for VMware vSphere is used to backup and restore virtual machines on NetApp storage systems.

For more information or support please visit http://www.netapp.com/

Download size | 3.4 GB

Size on disk 5.3 GB (thin provisioned)
88.0 GB (thick provisioned)

CANCEL

NEXT

7. On the License agreements page, check the box | accept all license agreements.

8. On the Select storage page, change the datastore virtual disk format to Thin Provision and click NEXT.



Deploy OVF Template

+ 1Select an OVF template Select storage

+ 2 Select a name and folder Select the storage for the configuration and disk files

+ 3 Select a compute resource
+ 4 Review details [:]

+ 5 License agreements

Select virtual disk format: Thick Provision Lazy Zeroed
6 Select storage

7 Select networks VM Storage Policy: Datastore Default v
8 Customize template Name Capacity Provisioned Free Type Cluster
9 Ready to complete £ FXP_NFS_DS_01 600 GB 607 MB 59994 GB NFS V3
‘ & infra_datastore_1 18 TB 66973 GB 159 B NFS v3
& infra_datastore_2 18TB 66074 GB 115 TB NFS v3
B Infra_swap 100 GB 355.46 MB 9965 GB NFS v3
B wWol_DS01 220GB 3017 GB 189.83 GB wWol
Compatibility

v Compatibility checks succeeded.

CANCEL

NEXT

9. On the Select networks page, choose a source network, and map it to a destination network, and then click
NEXT.




Deploy OVF Template

+ 1Select an OVF template select networks

+ 2 Select aname and folder Select a destination network for each source network.

+ 3 Select a compute resource

4 Review details Source Network Y  Destination Network
+ 5 License agreements nat Common-Services -
+ 6 Select storage 1items
7 Select networks
8 Customize template
9 Ready to complete IP Allocation Settings
IP allocation: Static - Manual
IP protocol: IPv4 ~

CANCEL BACK NEXT

10. On the Customize template page, do the following:

a. In Register to existing vCenter, enter the vCenter credentials.

b. In Create SnapCenter Plug-in for VMware vSphere credentials, enter the SnapCenter Plug-in for VMware
vSphere credentials.

c. In Create SCV credentials, create a username and password for the SCV maintenance user.
d. In Setup Network Properties, enter the network information.

e. In Setup Date and Time, choose the time zone where the vCenter is located.



Deploy OVF Template

1Select an OVF template

2 select a name and folder
3 Select a compute resource
4 Review details

5 License agreements

6 Select storage

LR S S YR

7 Select networks

8 Customize template

9 Ready to complete

2. Create SCV Credentials

2.1Username

2.2 Password

~ 3. Setup Network Properties

3.1 Host Name

3.2 Setup IPv4 Network Properties

3.211Pv4 Address

3.2.2 IPv4 Netmask

3.2.3 IPv4 Gateway

3.2.4 IPv4 Primary DNS

2 settings

admin

Password

Confirm Password

1 settings

Hostname for the appliance

na-scv

6 settings

IP address for the appliance

10.3.171.42

Subnet to use on the deployed network

255.255.255.0

Gateway on the deployed network

10.31711

Primary DNS server's |P address

10.1.156.250

CANCEL

NEXT

11. On the Ready to complete page, review the page and click FINISH.

12. Navigate to the VM where the virtual appliance was deployed, then click the Summary tab, and then click the

Power On box to start the virtual appliance.

13. While the virtual appliance is powering on, click Install VMware tools in the Yellow banner displayed in the

summary tab of the appliance.

vm vSphere Client

g o 8 @

Q wvx-vc flexpod.cisco.com
~ [ FlexPod-DC
> [[] FlexPod-C-Series
v [[J FlexPod-Management
& w1
[ 10117122
[ 10117123
[ 10117125
9 12-WorkerHxBenchVmi
£ 12-WorkerHxBenchVm10
{3 12-WorkerHxBenchvmii
9 12-WorkerHxBenchVm12
E‘.‘ 12-WorkerHxBenchVm?2
R 12-WorkerHxBenchVm3
E‘g 12-WorkerHxBenchVm4a
{9 12-WorkerHxBenchVm5s
&R 12-WorkerHxBenchVme
{5 12-WorkerHxBenchVm?
{9 12-WorkerHxBenchVmg

& na-scv

Summary Monitor

Guest OS

& 5 ©

Configure Permissions

ACTIONS Vv

Datastores Networks

Install VMware Tools

Power Status
Guest OS
Encryption
VMware Tools

DNS Name

[ LaUNCH REMOTE consOLE | @

IP Addresses

CH WEB CONSOLE

F‘. Powered On
A Other 2.6.x Linux (64-bit)
Not encrypted

Not running, not installed (3)

Snapshots

Updates

ACTIONS v




14. Log into SnapCenter Plug-in for VMware vSphere using the IP address displayed on the appliance console
screen with the credentials that you provided in the deployment wizard. Verify on the Dashboard that the
virtual appliance is successfully connected to vCenter and the SnapCenter Plug-in for VMware vSphere is
successfully enabled and connected.

1 SnapCenter Plug-in for VMware = X +

&« C A Notsecure | 10.3.171.42:8080/#/main/dashboard

M SnapCenter Plug-in for VMware vSphere

Dashboard Dashboard

Configuration
vCenter

Status @ Connected

Plug-in Details (®
Service & Enabled

Status @ Connected

SnapCenter Plug-In for VMware vSphere in vCenter Server

After you have successfully installed the Plug-in for VMware vSphere, to configure SnapCenter and make it
ready to backup virtual machines, follow these steps:

1. In your browser, navigate to VMware vSphere Web Client URL https://<vCenter Server>/ui.

2. After logging on to the vSphere Web Client you will see a blue banner indicating the SnapCenter plug-in was
successfully deployed. Click the refresh button to activate the plug-in.

3. On the VMware vSphere Web Client page, click the menu and click SnapCenter Plug-in for VMware vSphere
to launch the SnapCenter Plug-in for VMware GUI.
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& Shortcuts HOme

= d el (A VX-VC.FLEXPOD.CISCO.COM ~
josts an usters

[ VvMs and Templates
CPU

(£ storage 23559 GHz f
& Networking - -
|=_ Content Libraries :

oo Workload Management 3.61 GHz used | 239.2 GHz total

B Global Inventory Lists

& Policies and Profiles
&A Auto Deploy

& VMs

£ Hybrid Cloud Services 18 1

<|» Developer Center
Poweraed On Powered Off

i Administration

D Tasks _ . .
£ Objects with most alerts
@ Events
o T1ags & Custom Attributes
" Lifecyele Manager ltem O Aterts
3 vx-vc.flexpod.cisco.com 0

(®) vRealize Operations
iz DRaas

¥ virtual Storage Console

“ SnapCenter Plug-in for VMware vSphere

Add Storage System

To add storage systems, follow these steps:
1. Go to the Storage Systems tab.
2. Click Add Storage System to add a cluster or SVM.

3. Enter vCenter, Storage System, user credentials, and other required information.

ﬁ Check the box for Log SnapCenter server events to syslog and Send AutoSupport Notification for failed
operation to storage system.




+ Add Storage System X

vCenter Server vx-ve flexpod.cisco.com A

Storage System [1 92.168.166.40 ]

Platform | All Flash FAS v

Username ladmin l
Password l ]
Protocol [ HTTPS - ]
Port 443 v |
Timeout lﬁo | Second l
Olpreferred P [Prefered 12 ]

Event Management System(EMS) & AutoSupport Setting

Log Snapcenter server events to syslog

Send AutoSupport Notification for failed operation to storage system

Create Backup Policies for Virtual Machines and Datastores

To create backup policies for VMs and datastores, follow these steps:

1.

2.

In the left Navigator pane of the VMware vSphere Web Client, click Policies.
On the Policies page, click New Policy in the toolbar.
On the New Backup Policy page, follow these steps:

a. Enter the policy name and a description.
b. Enter the backups to keep.

c. From the Frequency drop-down list, choose the backup frequency (hourly, daily, weekly, monthly, and
on-demand only).



d. Expand the Advanced options and select VM Consistency and Include datastore with independent disks.

Click Add.

+ New Backup Policy X
Name |infra_vm_bacl<up |
Description (Infra VMs |
vCenter Server vx-vc.flexpod.cisco.com -
Retention Days to keep i =
Frequency Hourly -

Replication [ ] Update Snaplirror after backup
D Update Snap\Vault after backup
Snapshot label
Advanced « WM consistency

Include datastores with independent disks
Scripts

Enter script path y

care

4. Create multiple policies as required for different sets of VMs or datastores.

Create Resource Groups

Resource groups are groups of virtual machines or datastores that are backed up together. A backup policy is
associated with the resource group to back up the virtual machines and retain a certain number of backups as
defined in the policy.

To create resource groups, follow these steps:
1. In the left Navigator pane of the SnapCenter Plug-in for VMware vSphere, click Resource Groups and then

click Create Resource Group. This is the easiest way to create a resource group. However, you can also cre-
ate a resource group with one resource by performing one of the following steps:



2. To create a resource group for one virtual machine, click VMs and Templates, right-click a virtual machine,
choose NetApp SnapCenter from the drop-down list, and then choose Create Resource Group from the
secondary drop-down list.

M Create Resource Group X
+ 1. General info & notification Parent entity: infra_datastore._1 -
3. Spanning disks Q Enter entity name
4. Policies Available entities Selected entities
5. Schedules @ 12-WorkerHxBenchvm2
& ST & 12-WorkerHxBenchvms
f  12-WorkerHxBenchvms
> & nascy
< | @ vscarid
€ | B vx-HXBench-1.3.10
B v
B vxvsc

a. To create a resource group for one datastore, click Storage, right-click a datastore, choose NetApp
SnapCenter from the drop-down list, and then choose Create Resource Group from the secondary drop-
down list.

3. Inthe General Info & Notification page, enter the resource group name and complete the notification set-
tings. Click Next.



N Create Resource Group X

+ 1. General info & notification . )
(_) Always exclude all spanning datastores

+ 2. Resource This means that only the datastores directly added to the resource group and the primary datastore of Viis
directly added to the resource group will be backed up
3. Spanning disks
RIS {® Always include all spanning datastores
5. Schedules All datastores spanned by all included VMs are included in this backup
6. Summary

(C) Manually select the spanning datastores to be included
You will need to modify the list every time new VMs are added

4 Datastore

‘& Simplify the task of locating virtual machine and datastore snapshots by selecting the Custom snapshot
format option and choose the desired label such as SResourceGroup to have the resource group name
appended to the snapshot name during snapshot operation.

4. Choose a datastore as the parent entity to create a resource group of virtual machines, and then choose the
virtual machines from the available list. Click Next.



M Create Resource Group X
+ 1. General info & notification ~
Parent entity: infra_datastore_1 -
3. Spanning disks Q Enter entity name
4. Policies Available entities Selected entities
5. Schedules & 12-WorkerHxBenchvm2
6. Summary B 12-WorkerHxBenchvm3
B 12-WorkerHxBenchvVims
> & nascv
< @ vscori
€ | @ vx-HXBench-1.3.10
B wxvc
& vxvsc

‘& All datastores can be backed up by selecting FlexPod-DC in the parent entity list box and selecting the
datastore.

5. From the Spanning Disks options, choose the Always include all spanning datastores option.



M Create Resource Group X

+ 1. General info & notification _
() Always exclude all spanning datastores

+ 2. Resource This means that only the datastores directly added to the resource group and the primary datastore of ViMs
directly added to the resource group will be backed up
$. Spanning disks
CHFEIEES (@ Always include all spanning datastores
5. Schedules All datastores spanned by all included Vs are included in this backup
6. Summary

() Manually select the spanning datastores to be included
You will need to modify the list every time new VMs are added

6. From the Policies tab, choose one of the previously created policies that you want to associate with the re-
source group and click Next.

N Create Resource Group X

+ 1. General info & notification + Create Policy

+ 2. Resource

(] Name -« VM Consistent Include indep dis... Sc
+ 3. Spanning disks infra_vm_backup Yes Yes Hourly
5. Schedules
6. Summary




7. From the Schedules option, choose the schedule for each selected policy and click Next.

M Create Resource Group

+ 1. General info & notification
+ 2. Resource infra_vm_bac... ¥
+ 3. Spanning disks

+ 4. Policies

6. Summary

Type Hourly

Every | 12 hours -

Starting  112/0312020 =
At | 12 (= 00 2 | AM 3

8. Review the summary and click Finish to complete the creation of the resource group.

M Create Resource Group

+ 1. General info & notification

Name
+ 2. Resource
+ 3. Spanning disks Description
« 4. Policies Send email
« 5. Schedules

Email send from
e cend o
Email subject

Custom snapshot format
Entities

Spanning

Policies

Mgmt_Vis

Management

Error or Warnings

flexadmin@flexpod.cisco.com
flexadmin@flexpod.cisco.com

VMs backup errors-wamings
<ResourceGroup=_<TimeStamp:=

12-WorkerHxBenchvm2, 12-WorkerHxBenchvm3, 12-Wor...
True

infra_vm_backup : Hourly




View Virtual Machine Backups from vCenter by Using SnapCenter Plug-in

Backups of the virtual machines included in the resource group occurs according to the schedule of the policies
associated with the resource group. To view the backups associated with each schedule, follow these steps:

1. Navigate to the VMs and Templates tab.

2. Go to any virtual machine that is a member of a Resource Group and click the More Objects tab. Choose the

Backups tab to view all the backups available for the virtual machine.

vm vSphere Client

0D @ 8 @9

—_

\ G vx-vc flexpod.cisco.com
v [ FlexPod-DC

» [ FlexPod-C-Series

~ [ FlexPod-Management
[ 10a1m.
[ w722
[ 10a171.23
[ 1011725
ﬁ 12-WorkerHxBenchWVmi

& 12-WorkerHxBenchWVmi

Summary Monitor Configure

Sackups

Mame T

Mgmt_\VMs_12-03-2020_04.38.43.0262
Mgmt_VMs_12-03-2020_12.00.00.0504
Mgmt_\VMs_12-04-2020_00.00.00.0479

Permissions

B B D

Datastores

3. Navigate to the SnapCenter Plug-in for VMware vSphere and choose the Dashboard tab to view recent job

activity, backup jobs and configuration details.

vm vSphere Client

SnapCenter Plug-in for VMware vSphere

Dashboard
Storage Systems > \Center Server: [\ivc fiexpod cisco.com v |
[ Resource Groups >
@@ Policies > Status Job Monitor Reparts Getting Started
B Settings
B Guest File Restore
RECENT JOB ACTIVITIES @ JOBS Last 7 days ~ LATEST PROTECTION SUMMARY &
(Last 7 Days)
@ Backup Successiul  [Job ID: 12] 1hago Backup Restore Mount -
Mgmt_VMs E— (R
@ Backup Successful  [Job ID- 8] 12 hago
Mgmt_Un
47 %
#is
®Faied: 0 Warning: 0 ®Faied: 0 Mot backed up: 10
See All ® Successful 5 ®Running: 0 # Successful: 9
CONFIGURATION @ STORAGE @
13513 GB 0B 0B
19 4 5 Snapshots 0 SnapVaults 0 SnapMirrors
Virtual Machines Datastores
® Frimary Snapshots Secondary Snapshats
13513
15VMs
101.35
75
=1 1
Resource Groups Backup Policies

L2st 80 Dayz

Vs -

Secondary

SnapVault _ SnapMirror

0%

M
® Failed: 0 Not replicated: 19

® Successful: 0

11.99 x
Storage Savings

»1.45TB

‘Snapshot Savings

#135.13GB

‘Storage Consumed

Frimary Storage

4. In the SnapCenter Plug-in for VMware vSphere, click Resource Groups and choose any resource group. In

the right pane, the completed backups are displayed.



vm vSphere Client

Resource Groups
ACTIONS v
T 5 Mgmt_VMs
Schedule & Retention Entities
Last run NiA Name D =
Mgmi_VMs VSC-971 5027b486-59d4-4dee-ccT
MNiA na-scv 50272538-1562-T3ef-4544..
infra_vm_backup 12-WorkerHxBenchVmé 50277d52-1296-7284-873
Schedule: every 12 hours 12-WorkerHxBenchVm3 ~ 5027877F-3556-0638-4be8..
Retention Maximum 7 days 12:WorkertxBenchVm2  50275da0-7702-c79a-220.
12-WorkerHxBenchVm1 502710b1-0a83-62a0-fbad..
VX-HXBench-1.3.10 50275259-b710-2d00-cadf..
WXNC 5244b6e2-8dad-27bd-230... _ +
Recent Schedules
Status Name Start time End time
Completed infra_wm_backup 12/4/2020 0:00:00 AM 12/4/2020 0:00:47 AM -
Completed infra_vm_backup 12/3/2020 12:00:00 AM 12i3i2020 12:00:48 AM

Create On-Demand Backup

To create an on-demand backup for any resource group, follow these steps:

1. From the VMs and Templates tab, choose a virtual machine contained in the resource group where you want

to create an on-demand backup.

2. Click the More Objects tab and choose the Resource Groups tab from the toolbar to display the list of re-

source groups.

3. Right-click the resource group and click Run Now to run the backup immediately.
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oD 2 8 @ % 12-WorkerHxBenchVm1 o H D

Sumirmary Monitor Configure Permissions Datastores

v [ vr-ve flexpod.cisco.com

w [ FlexPod-DC
Resource Groups Backups
> [ FlexPod-C-Series

~ |D] FlexPod-Management
ok Create Resource Group

[ w1
0 waanzz Name
[ 10117123 Mgmt_Vhs
|_| 10.1.171.25 Actions - Mgmit_WMs
G 12-WorkerHxBenchvimil [ Edit Resource Group
R e Rere b 3 _
Elﬂ 12-WorkerHxBenchvwml10 © Run Now I

ﬁ 12-WorkerHxBenchvm
& 12-WorkerHxBenchim12
5 12-WorkerHxBenchWimz2 @ suspend Resource Group
ﬁ 12-WorkerHxBenchvm3
E'.". 12-WorkerHxBenchvma
5 12-WorkerHxBenchWims

¥ Delete Resource Group

»

Restore from vCenter by Using SnapCenter Plug-In

To restore from vCenter by using the SnapCenter Plug-In, follow these steps:

‘& The Plug-in for VMware vSphere provides native backup, recovery, and cloning of virtualized applica-
tions.

1. Navigate to VMs and Templates, choose a VM and right-click to access the context menu. Choose NetApp
SnapCenter > Restore.
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(A vx-ve.fiexpod.cisco.com
[ FlexPoa-DC

virtual mag
[ 12-WorkerHxBenchVim
12-WorkerHxBenchvm
12-WorkerHxBenchvm
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12-WorkerHxBenchvm
12-WorkerHxBenchvm
12-WorkerHxBenchvm
12-WorkerHxBenchvVm
L 12-WorkarHxBenchvm
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VX-VSC
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Powe >
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i Dpen Remote Console
&% Migrate

Clone >

Fault Tolerance >
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Template >

Compatibility >

Export System Logs
{ Edit Settings
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2. Choose a backup from which to restore. Click Next.



M Restore X

HEESERILTET D Search a backup

2. Select scope —

Search for Backups Q Yx
3. Select location
4. Summary Available backups (This list shows primary backups. You can modify the filter to display primary and secondary backups.)
Name Backup Time Mounted Policy VMware Snapshot
Mgmt_VMs_12-03-2... 12/3/2020 4:33:25AM No infra_vm_backup Yes
Mgmt_VMs_12-03-2... | 12/3/2020 4:23:1 AM No infra_wm_backup Yes

3. From the Restore Scope drop-down list:

a. Choose either " Entire virtual machine" to restore the virtual machine with all Virtual Machine Disks
(VMDKs) or choose " Particular Virtual Disk" to restore the VMDK without affecting the virtual machine
configuration and other VMDKSs.

b. Choose the ESXi host that the VM should be restored to and check the box if you wish to restart the VM
upon being restored. Click Next.



M Restore

+ 1. Select backup

2. Select scope

3. Select location

4. Summary

Restore scope

Restored VM name

ESXi host name

Restart VM

Entire virtual machine

12-WorkerHxBenchvm2

10.1.171.22

O

4. Choose the destination datastore and click Next.

M Restore

+" 1. Select backup

+" 2. Select scope

3. Select location

4. Summary

Destination datastore

infra_datastore_1

Locations

(Primary) 10.1.171.10:infra_datastore_1

5. Review the Summary and click Finish to complete the restore process.




M Restore X

«" 1. Select backup

Virtual machine to be restored 12-WorkerHxBenchvVm2
+ 2. Select scope Backup name Mgmt_VMs_12-03-2020_04.33.25.0206
+ 3. Select location Restart virtual machine No

ESXi host to be used to mount the backup 10.1.171.22

: l :\ This virtual machine will be powered down during the process.

Active 1Q Unified Manager 9.7P1

Active 1Q Unified Manager (formerly OnCommand Unified Manager) enables you to monitor and manage the
health and performance of your ONTAP storage systems from a single interface. Unified Manager provides a
graphical interface that displays the capacity, availability, protection, and performance status of the monitored
storage systems.

This section describes the steps to deploy NetApp Active 1Q Unified Manager 9.7P1 as a virtual appliance. The
following table lists the recommended configuration for the virtual machine to install and run Active 1Q Unified
Manager

Table 26. Virtual Machine Configuration
Hardware Configuration Recommended Settings \
RAM 12 GB (minimum requirement 8 GB)
Processors 4 CPUs/ vCPUs
CPU Cycle Capacity 9572 MHz total (minimum requirement 9572 MHz)
Free Disk Space 5 GB (thin provisioned)
152 GB (thick provisioned)




‘& There is a limit to the number of nodes that a single instance of Active 1Q Unified Manager can monitor
before you need to install a second instance of Active IQ Unified Manager. See the Unified Manager
Best Practices Guide (TR-4621) for more details.

To install Unified Manager 9.7P1, follow these steps:

1. Download NetApp Active 1Q Unified Manager for VMware vSphere .ova file from Netapp support site.

2. From the VMware VCenter, click the VMs and Templates Tab, then click In Actions> Deploy OVF Template.
3. Specify the location of the OVF Template and click Next.

4. On the Select a name and folder page, enter a unique name for the VM or vApp, and select a deployment
location, and then click Next.

5. On the Select a compute resource page, select a resource where you want to run the deployed VM tem-
plate, and click Next.

6. On the Review details page, verify the .ova template details and click Next.

Deploy OVF Template

+ 1Select an OVF template Review details
v 2 Select a name and folder Verity the template details
v 3 Select a compute resource

4 Review details & The OVF package contains advanced configuration options, which might pose a security risk. Review the advanced

configuration options below. Click next to accept the advanced configuration options

Publisher No certificate present

Product Active |Q Unified Manager

Vendor NetApp, Inc

Description Active IQ Unified Manager - Application to monitor and manage NetApp storage systems. For more information or
support please visit http://www.netapp.com

Download size 25 GB

Size on disk 4.4 GB (thin provisioned)
152.0 GB (thick provisioned

Extra keyboard typematicMinDelay = 200000(

configuration

—Y

7. On the License agreements page, select the checkbox for | accept all license agreements.

8. On the Select storage page, define where and how to store the files for the deployed OVF template.


https://www.netapp.com/us/media/tr-4621.pdf
https://www.netapp.com/us/media/tr-4621.pdf
https://mysupport.netapp.com/api/sw-download-service/productdownloads/63553/download/OnCommand-API-services-2.2P1.bin

9. Select the disk format for the VMDKs
10. Select a VM Storage Policy.

11. Select a datastore to store the deployed OVA template.

Deploy OVF Template

1 Select an OVF template Select storage

2 Select a name and folder Select the storage for the configuration and disk tikes

4 Review details |

"
e
~ 3 Select a compute resource
b
B

5 License agreements

Select virtual disk Tormat: Thick Provision Lazy Zeroed
6 Select storage

7 Select networks WM Storage Policy [ Datastore Default ~ ]
& Customize template Mame Capacity Provisioned Free Type Cluster
2 Ready to complete | £ infra_datastore_1 1878 680.54 GB 161TB NFS v3

& inra_datastore_2 1878 176.59 GB 16378 NFS 3

& nfra_swap 100 G2 18919 MB 9982 GB NFS v3

Compatibility

~* Compatibility checks succeeded.

CANCEL | BACK m

12. On the Select networks page, select a source network, and map it to a destination network and then click
Next.

Deploy OVF Template

+ 1Select an OVF template Select networks

+ 2 Select a name and folder Select a destination network for each source network.

+ 3 Select a compute resource

v 4 Review details Source Network T  Destination Metwork

+ 5 License agreements e Commen-Serices -
+ 6 Select storage

1items

7 Select networks

8 Customize template

5 Ready to complete IP Allocation Settings
IP allocation: Static - Manual
IP protocol IPva

CANCEL BACK NEXT




13. On the Customize template page, provide network details.

Deploy OVF Template

+ 15elect an OVF Customize ts
+ 2 Select a name and folder Customnize the deployment properties of this software solution.
+ 3 Select a compute resource

+ 4 Review details |@ All properties have valid values X
+ 5 License agreements
+ 6 Select storage ~ Networking configuration 7 settings

« 7 Select networks .
Enables Aute IPvE addressing for vApp. Pvé Auto addressing is set if the checkbox is checked and all the fields are left

8 Customize template )
empty.

9 Ready to complete

O
Host FGDN Specifies the hostname for the appliance. Leave blank if DHCP is desired,
Fxp-aiqum
P Address Specifies the P address for the apphance. Leave blank if DHCP is desired
10317140
Network Mask (or) Prefix Length Specifies the subnet to use on the deployed network. Leave blank if DHCP is
desired
2852852550
Gateway Specifies the gateway on the deployed network. Leave blank if DHCP is desired
103171254
Primary DNS Primary DNS ip address. Leave blank if DHCP is desired,
10.1.156.250
Secondary DNS Secondary DNS ip address. Leave blank if DHCP is desired.
10.1.156.251

CANCEL BACK |

14. On the Ready to complete page, review the page and click Finish.

15. Navigate to the VM in the VMs and Templates Tab, then click the Summary tab, and then click the Power On
box to start the virtual machine

16. While the virtual Machine is powering on, right-click the deployed virtual machine and then click Install
VMware tools.

17. Click Mount in the Install VMware Tools dialog box and browse to the vmimages > tools-isoimages folder
and choose linux.iso and click OK to proceed with installing VMware tools.



] 2 J Iinfra_datastore_1 ACTIONS v

o Pel Files H
q vmtools Return to Search Results
B NewFolder T Upload Files 2 Upload Folde
-] Name Size Type

[.I' oo

18. Open a console session to the Active IQ Unified Manager appliance and configure the time zone information
when displayed.

Configuring timezone...
Configuring tzdata

e select the geographic area in which you live. Subsequent configuration guestions will narrow

iting a list of cities, representing the time zones in which they are located.

. Africa 5. Arctic Ocean 9. Indian Ocean 13. None of the above
2. Am > 6. 10. Pacific Ocean

. Antarctica 7. Atlantic Ocean 11. tem U timezones
4. Australia 8. Europe 1Z. Us

Geographic area: 2

19. Create the maintenance user account when prompted by specifying a user account name and password.

# Store the maintenance user account and password in a secure location. It is required for the initial GUI
login and to make any configuration changes to the appliance settings that may be needed in the future.




Create the maintenance use

The maintenance user manages and maintains the settings on the
Active I Unified Manager virtual appliance.

For example, the maintenance user can do the following:

— Change network settin

Upgrade to a newer version of Active I} Unified Manager or apply patches
— Create and manage other users and their permissions using the web interface

At the prompt, specify the username and p word for the new maintenance user
The maintenance user name should start with any letter between a-z,

followed by any combination of -, a-z or 0-9.

Username: flexadmin

Enter new UNIX p
Retype new UNIX pa

20. Log into NetApp Active 1Q Unified Manager using the IP address or URL displayed on the deployment screen
and the maintenance user credentials you created in the previous step.

M NetAppr

Active IQ Unified Manager

Forgot Password?

NetApp Support | NetApp

Configure Active IQ Unified Manager

To configure Active 1Q Unified Manager and add a storage system for monitoring, follow these steps:

1. Login to the Active IQ Unified Manager.



2. Enter the email address that Unified Manager will use to send alerts, enter the mail server configuration, and
the IP address or hostname of the NTP server. Click Continue and complete the AutoSupport configuration.

¥ Active IQ Unified Manager

Email AutoSupport AP| Gateway Add ONTAP Clusters

Notifications

Configure your email server to allow Active IQ Unified Manager to assist in the event of a forgotten password.
Maintenance User Email
Email flexadmin@cisco.com

SMTP Server

Host Name or IP Address = 10.1.156.150

User Name
Password

©@use START / TLS
Use SSL

Network Time Protocol (NTP) server

NTPserver 192.168.156.1

3. Configure AutoSupport for Unified Manager by clicking Agree and Continue.




1 Active IQ Unified Manager

Getting Started

Email AutoSupport APl Gateway Add ONTAP Clusters Finish

Set up AutoSupport

AutoSupport is a service that sends periodic data to NetApp?® Active IQ. Active IQ is a data-driven service that uses artificial intelligence, machine learning,
and community wisdom to provide predictive analytics, actionable insights, and proactive support that help maximize availability and optimize
performance in your NetApp data management environment. For more information see: https://www.netapp.com/us/products/data-infrastructure-

management/active-iq-predictive-technology.aspx

AutoSupport will be enabled on this system. You can disable AutoSupport at a later time from Settings -> AutoSupport

Agree and Continue

4. Configure AutoSupport for Unified Manager by clicking Continue.

I Active IQ Unified Manager

Getting Started

Email AutoSupport APl Gateway Add ONTAP Clusters Finish

Set up API Gateway

The API Gateway for Active IQ Unified Manager REST APIs enables you to control muitiple ONTAP clusters by leveraging the cluster authentication and
cluster management capabilities of Active IQ Unified Manager. This capability enables you to use Unified Manager as the single entry point for using
ONTAP REST APIs without the need to log in to individual clusters.

Enable API Gateway

5. Enter the ONTAP cluster hostname or IP address and the admin login credentials then click Add.



I Active IQ Unified Manager

Getting Started
Email AutoSupoor: AP| Gateway Acd ONTAP Clusters Finish
Add ONTAP Clusters

Recently added clusters (0) <
Host name/IP Address Data Acquisition Status

MOLT NAME 06 I A

bb09-a300-2.flexpod.cisco.com

STER JSERMAME

agdmmn

ALLETER 22EWORD

|

24

6. A security prompt will be displayed to authorize the cluster certificate. Click Yes to trust the certificate.

A Authorize Cluster Certificate

Host bb03g-a300-2.flexpod.cisco.com you specified has identified
itself with a self signed certificate for Active IQ Unified Manager and
the host does not match with the name (CN or DN): bb09-a300-2.

View Certificate

Do you want to trust this certificate?

7. When prompted to trust the self-signed certificate from Active 1Q Unified Manager, click Yes to finish and
add the storage system.



Initial discovery for the newly added cluster might take up to 15 minutes.

= [ Active IQ Unified Manager

DASHEOARD Cluster Setup @

Last updated: Nov 2, 2020, 12:39AM &

+add o Edit @ Remove  Rediscover

&

PROVISIONING
Status ... | Name Maintenance Mode Host Name or IP Address Operation ... | Operation State Raw Capac... Workloads Manag,...
WORKLOAD ANALYSIS 0

I bbg-a300-2 bbg-a300-2.flexpod,cisco.com Health Foll Completed 41.9TB 0% Workloads

EVENT MANAGEMENT

Add the vCenter Server to Active 1Q Unified Manager

Active 1Q Unified Manager provides visibility into vCenter and the virtual machines running inside the datastores
backed by ONTAP storage. Virtual machines and storage are monitored to enable fast identification of perfor-
mance issues within the various components of the virtual infrastructure stack.

Before adding vCenter into Active IQ Unified Manager the log level of the vCenter server must be changed by
following these steps:

1. In the vSphere client navigate to VMs and Templates and choose the vCenter instance from the top of the
object tree.

2. Click the Configure tab, expand the Settings, and choose General, Click EDIT

vm vSphere Client - ; -

0 Q@ 8 3 @ vx-vc.flexpod.cisco.com ACTIONS v
(3 vx-ve flexpod.cisco.con Su ary Configure Permissions Datacenters Hosts & Clusters Data
[ FlexPod-DC
“U ) i Settings v vCenter Server Settings EDI
) FlexPod-Manage _ Statistics Estimated space required: 16.71 G8
] 10117121 , ;
Mescsaae of the Da Statistics
0.1171.22 " Y ey
. ek intervals Enabled Interval Duration v SaveFor v Statistics Leve Y
10.1.171.23 O el
10.1171.25 Authentication Proxy
& 12-w 1x B¢ A
[7; 12-WorkerHxBe Security v
& 12-w 1x8 L
R 12-w i

3. Inthe pop-up window under Statistics, locate the 5 minutes Interval Duration row and change the setting to
Level 3 under the Statistics Level column. Click SAVE.



Edit vCenter general settings X
Statistics Statistics
Enter settings for collecting vCenter Server statistics.

Database
Runtime settings Enabled Interval Duration Save For Statistics Level
lsendirectony 5 minutes 1 day Level 3
Mail

30 minutes 1 week Level 1
SNMP receivers

2 hours 1 month Level 1
Ports —_— —_—
Timeout settings 1day 1 year Level 1
Logging settings Database size

SSL settings Based on th
virtual machines in the inv

numier of host

Physical hosts 50 Estimated space required: 43.78 GB
Wirtual machines 2000
Monitor vCenter database consumption and disk partition in Appliance Management U

CAMCEL SAVE

4. Return to Active 1Q Unified Manager and navigate to the VMware section located under Inventory.

= M Active IQ Unified Manager All v Q A 0 2

DASHBOARD Vcenters @ Last updated: Nov 2, 2020, 1:11 AM
Name Status = IP Address Version Capacity (Used | Total)

PROVISIONING

WORKLOAD ANALYSIS

EVENT MANAGEMENT

STORAGE

NETWORK

PROTECTION

VMWARE

Virtual Machines




5. Expand the section and choose vCenter and click Add.

6. Enter the VMware vCenter server details and click Save.

Add VMware vCenter Server

WCENTER SERVER IP ADDRESS OR HOST NAME

vx-vc.flexpod.cisco.com

USERNAME

administrator@vsphere.local

PASSWORD

---------

7. A dialog box will appear asking to authorize the certificate. Click Yes to trust the certificate and add the
vCenter server.

& Authorize Certificate

Host vx-ve.flexpod.cisco.com you specified has identified itself with
a ca signed certificate for Active |Q Unified Manager.

View Certificate

Do you want to trust this certificate?

‘& It may take up to 15 minutes to discover the vCenter server. Performance data can take up to an hour
after discovery to become available.




View Virtual Machine Inventory

The virtual machine inventory is automatically added to Active 1Q Unified Manager during discovery of the
vCenter server. Virtual machines can be viewed in a hierarchical display detailing storage capacity, IOPS and
latency for each component in the virtual infrastructure to troubleshoot the source of any performance related

issues.

To review the virtual machine topology and statics, follow these steps:

1. Navigate to the VMware section located under Inventory, expand the section, and click Virtual Machines.

All ~

1l Active IQ Unified Manager

DASHEOARD Virtual Machines o
Search Q, = Filter @ Show / Hide
Name - Status Protocol Capacity (Used | Allocated) 10PS Latency (ms)
PROVISIONING
v e © R - ;=
WORKLOAD ANALYSIS
~ o wkve [] NFS [ ] 25.6GB| 493 6B
EVENT MANAGEMENT
v w-intersight-assist [] NFS _ 500G | 00 6B
v HiGencn 1310 @ s ——————
STORAGE ~  UTM_D.3 [] NFS . 22768| 2268
NETWORK ~  12-WorkerHxBenchVme [] NFS  EEEE
PROTECTION v 12WerkerHxBenchima @ s T e
VMWARE ~  12-WorkerHxBenchVmT [] NFS - EEEd
vCenter ~  12-WorkerHxBenchimé < NFS I ¢ o=
Virtual Machines
~  12-WorkerHxBenchVms [] NFS  EEEE

2. Choose a VM and click the blue caret to expose the topology view. Review the compute, network, and stor-
age components and their associated IOPS and latency statistics.

Virtual Machines @
Search a

= Filter ® Show [Hide v

Name + | Status Protocol Capacity (Used | Allocated) 10Ps Latency (ms)

A e o I - -2
FOWER WCENTERSERVER
& ON vx-ve.flexpod.cisco.com
TOPOLOGY VIEW
Compute Storage
VDISK (4] M HOST NETWORK DATASTORE @ VMDK (4)
VNS 10117122 infra_datastore_1
Worst Latency VDisk
sesigol
IOPS 10FS 1oPS IOPS
- - 148
LATENCY LATENCY LaTENCY (T) LATENCY LATENCY
- - 0.3 ms 0.3 ms

Expand Topology




3. Click Expand Topology to see the entire hierarchy of the virtual machine and its virtual disks as it is connect-
ed through the virtual infrastructure stack. The VM components are mapped from vSphere and compute
through the network to the storage.

Expanded Topology for VM: vx-vsc
Compute

=csils3 =csill =csil:0 =csilo2

or= p— s o=

p— e p— p—

[ eee
-
Crsuer
10117127
—
)
Metworkc
.
R,
Storage
infra_datastore_1 @
DPS
:
B
i 0.3ms
wr-wsc_lwmdke wie-wse_Zowmidk w-wsc_3owmdk wewscvmdk

Review Security Compliance with Active 1Q Unified Manager

Active 1Q Unified Manager identifies issues and makes recommendations to improve the security posture of ON-
TAP. Active IQ Unified Manager evaluates ONTAP storage based on recommendations made in the Security
Hardening Guide for ONTAP 9. Items are identified according to their level of compliance with the recommenda-
tions. All events identified do not inherently apply to all environments, for example, FIPS compliance. Review
the Security Hardening Guide for NetApp ONTAP 9 (TR-4569) for additional information and recommendations
for securing ONTAP 9.


https://www.netapp.com/us/media/tr-4569.pdf

The status icons in the security cards have the following meanings in relation to their compliance:
. 0 - The parameter is configured as recommended.

. - The parameter is not configured as recommended.

. © _Either the functionality is not enabled on the cluster, or the parameter is not configured as
recommended, but this parameter does not contribute to the compliance of the object.

Note that volume encryption status does not contribute to whether the cluster or SVM are considered
compliant.

To identify security events in Active 1Q Unified Manager, follow these steps:
1. Navigate to the URL of the Active 1Q Unified Manager installation and login.
2. Choose the Dashboard from the left menu bar in Active IQ Unified Manager.

3. Select the individual cluster under Dashboard.

DASHBOARD Dashboard @

All Clusters

Management Actic |bb03-a300-2

PROVISIONING There are no management actions available at this

time.

WORKLOAD ANALYSIS

EVENT MANAGEMENT

4. Locate the Security card and note the compliance level of the cluster and SVM. Click the blue arrow to ex-
pand the findings.



DASHBOARD Performance Capacity Workload Performance
Q No new events O Mo new events
DAYS TO Value [
PROVISIONING CLUSTER USED FULL
a . Performance [
bb08-a300-2 1% Le z
WORKLOAD ANALYSIS : aming
Extreme
Performance ‘
EVENT MANAGEMENT -
Extreme for R
Database Logs
Unassigned 12
STORAGE B conforming Mon-canforming Il Unavailable
NETWORK
PROTECTION TP e e
Security > Usage Cverview
VMWARE
7 i A i 3 ~
A\ 8 events (8 new in past 24 hours) Top clusters by 10PS o
vCenter
Virtual Machines CLUSTER COMPLIANCE STORAGE VM COMPLIANCE
0% 0%
M compliant Mot Compliant
5. From the drop-down list choose View All.
Security: A\ bb09-a300-2
Cluster Compliance pro tips for Cluster compliance Storage VM Compliance
Pro tips for Storage VM compliance
SELECTED CLUSTER AND ALL STORAGE VM EVENTS
All Sstorage VMs
A\ 8 events (8 new in past 24 hours) b 0%
COMPLIANT
A ssHis using insecure ciphers
nfra-SWM
0% 20% 40% 60% 80% 100%
A .-—I;ldlrtjl_]Og Biahled B compliznt Storage WMs: 0
nira-sh i
Mot Compliant Storage WMs=: 1
A\ Login Banner Disabled
e Individual Storage VM
A\ FIPS Mode Disabled
bb03-5300-2 A Infra-SUM v
1 view all
~ A\ General Settings
0%
ENCRYPTED ~ @ isCSI Settings
0% 20% 40% 60% 80% 100% v @ NFS Settings

6. Choose an event from the list and click the name of the event to view the remediation steps.



- Event Management o Last updated: Nov 2, 2020, 2:16 AM
VIEW v Search Events Q= Filter
- AssignTo Vv v Acknowledge @ Mark as Resolved A Add Alert 3 @ Show /Hide Vv

PROVISIONING

Triggered Time | State Severity Impact Level Impact Area Name
WORKLOAD ANALYSIS

Nov 2,2020,12:58AM  New Risk Security l SSH is using insecure ciphers I
EVENT MANAGEMENT

Nov 2, 2020, 12:58 AM New Risk Security Audit Log Disabled

Nov 2, 2020, 12:58 AM New Risk Security Login Banner Disabled

7. Remediate the risk if desired and perform the suggested actions to fix the issue.

Event: SSH is using insecure ciphers @ | s | ‘ = Actions v

S55H is using insecure ciphers.

Suggested Actions to Fix The Issue @
* Ciphers with the suffix CBC are considered insecure.

= To remowve the CBC ciphers, run the ONTAP command

sacurity ssh remove -vsarver {vsarver named ciphers ass256-che,aes192-che, aesl1lE-che, Sdes -che

Event: Login Banner Disabled @ ‘ s ‘ ‘Emim -

The Login Banmner is disabled.

Suggested Actions to Fix The Issue @
= Login banners should be configured for storage VMs to make access restrictions clear.

= To configure the login banner for a storage VM, run the ONTAP command

security login banmer modify -wserwer <vserver name> -message "Access restricted to suthorized users”

Remediate Security Compliance Findings

Active IQ identifies several security compliance risks after installation that can be immediately corrected to im-
prove the security posture of ONTAP.

Correct Cluster Risks

To correct cluster risks, follow these steps:

1. Remove insecure SSH ciphers from the cluster administrative SVM:

security ssh remove -vserver <clus-adm-svm> -ciphers aes256-cbc,aesl92-cbc,aesl28-cbc, 3des-cbc

2. Enable the login banner on the cluster:



security login banner modify -vserver <clustername> -message "Access restricted to authorized users"

Correct Infrastructure Storage VM Risks

To correct infrastructure storage VM risks, follow these steps:

1. Remove insecure SSH ciphers from the cluster administrative SVM:

‘security ssh remove -vserver <infra-data-svm> -ciphers aes256-cbc,aesl92-cbc,aesl28-cbc, 3des-cbc

2. Enable the login banner on the cluster:

‘Security login banner modify -vserver <infra-data-svm> -message "Access restricted to authorized users"

NetApp Active IQ

NetApp Active IQ is a data-driven service that leverages artificial intelligence and machine learning to provide
analytics and actionable intelligence for ONTAP storage systems. Active 1Q uses AutoSupport data to deliver
proactive guidance and best practices recommendations to optimize storage performance and minimize risk.

Additional Active IQ documentation is available on the Active IQ Documentation Resources web page.

Active IQ is automatically enabled when you configure AutoSupport on the ONTAP storage controllers. To get
started with Active 1Q follow these steps:

1. Obtain the controller serial numbers from your ONTAP system with the following command:

system node show -fields serialnumber

2. Navigate to the Active IQ portal at https://activeiq.netapp.com/
3. Login with you NetApp support account ID.

4. At the welcome screen enter the cluster name or one of controller serial numbers in the search box. Active
IQ will automatically begin searching for the cluster and display results below.


https://www.netapp.com/us/documentation/active-iq.aspx
https://activeiq.netapp.com/

L e Active 1Q Digital Advisor

B3 Dashboard

Reports
Search

Wellness Review Sub... Search for syste ter, customer, site, or g
bb09-a300-2

NetApp Sales Tools
Filter Results by Tags

Acquire Dashboard

Discovery Dashboard
Asset Insights 3 Resu [ts

Hostname

Cluster

bb09-a300-2 (2)

5. Choose the cluster name to launch the main dashboard.

" NetApp A Q Q HH [&] Welcome, (1
bbog asoo 2 Search Support QuickLlinks AIQ Classic Sign Qut
!: Dashboard
Wellness & View All Actions
il Reports
e ¢ Performance & ¢ Availability & ¢ Capacity
B Wellness Review Sub... Efficiency Protection
A AutoSupport (V) 2 v
No Pending Actions Actions No Pending Actions
~/ Performance g ¢
N - -
(> storage Efficiency € Configuration € Security @ Renewals
NetApp Sales Tools l 1 ®
Acquire Dashboard Action Action
Discovery Dashboard
Configuration ClusterViewer
Asset Insights
Number of Nodes

Create Active 1Q Digital Advisor Dashboard

The system level dashboard is the default view for systems in Active 1Q. To create a dashboard, follow these
steps:

1. On the Create Dashboard page, click here to create a dashboard.



M8 NetApp Active 1Q Active IQ Digital Advisor e A |

B3 Dashboard

Support

+ Add New Dashboard

Search

Reports

Search for system, cluster, customer, site, or group
Wellness Review Sub...

NetApp Sales Tools

Acquire Dashboard Create a Dashboard

I you view a certain customer or a set of systems frequently, we

Discovery Dashboard .. recommend you create dashboards, You can create up to 50 dashboards
e lalall and each dashboard can contain up to 15,000 systems by category or 500
Asset Insights systems by serial numbers.

You can set a frequently viewed dashboard as your default dashboard,
which you will land an upon login. You can still access the search option
from the top banner of Active 1Q.

to creste & dashboard

2. Click Create Watchlist and enter a name for the watchlist.

Q HH @
Add DaShboa rd Search Support QuickLinks AIQ Classic
o Select or Create Watchlist o Create Dashboard
Create Watchlist * Mandatory fields

FlexPod Performance

Add Systems by @

O Category @ Serial Number

Serial Nu... =

aste Senal Numbers (Max

7216510 72165100

3. Choose the radio button to add systems by serial number and enter the cluster serial numbers to the watch-
list.

4. Check the box for Make this my default dashboard and click Create.



Add Dashboard Q H ]

Search Support QuicklLinks AIQ Classic

o Select or Create Watchlist a Create Dashboard

Create Dashboard using watchlist FlexPod Performance * Mandatory fields

e (E

FlexPod Performance

Add widgets

Inventory Upgrades Planning

Make this my default dashboard

Pravious

5. Review the enhanced dashboard including the Wellness Score and any recommended actions or risks.

Il NetApp Acti Q = - @ Welcome, |
Flexp°d Performance ° Sesrch  Support  QuickLinks  AIQ Classic Sign Out
== Dashboard b
Wellness m = View All Actions
FlexPod Performance
" Perfi vailabilit - ity figurati n i R |
+ Akl Hew Dashboard L E:ﬁ;i;er::n(e& L3 F‘rr:tleck:;olny& % Capacity 4 Configuration & Security % Renewal
il Reports ) 2 (V) 1 1 )
B Wellr Sub... Mo Pending Ac... Actions Mo Pandirg Ac.... Action Action No Pending z...
2 HNetAppSalesTools Inventory Planning Upgrades
Overview Upgrades Current Interoperability

Asset Insights

o ()
S >/

Capacity Addition Renewal Action

6. Switch between the Actions and Risks tabs to view the risks broken down by category or a list of all risks
with their impact and links to corrective actions.



Wellness o @ Update AFF and FAS Firmware il: Reports | Ansible Playbook Feedback
o All Performance & Efficiency Availability & Protection Capacity Configuration Security
Actions Unique Risks (3) Affected Systems
View Acknowledged Risks T All ¥  Search by Risk Name Q
Fix It Risk Name T Mitigation T Corrective Action Systems  Impact T Acknowledge Public Internallnfo
X Disk Qualification X
b ) sted Disk st Potentially Non- Packe 5 m pk v Signature:
3 alificatio... ackage c 25
This system requires an updated Disk Qualificatio, distuptive g A .
KB ID: 1363
Potentially Non- KB 1D: 20730 Signature:
Any vserver that has multiple default gateways wi... disruptive Bug ID: 920539 2 Ack No 2051
Backing up and
restoring cluster
configurations
Potentially Non- i Signature:
The node is not configured to save configuration ... Commands for 2 Ack No
disruptive i 3181
managing
configuration backup
schedules

7. Click the link in the Corrective Action column to read the bug information or knowledge base article about
how to remediate the risk.

‘& Additional tutorials and video walk-throughs of Active IQ features can be viewed on the Active 1Q docu-
mentation web page.

Cisco Intersight

Cisco Intersight™ is a management platform delivered as a service with embedded analytics for your Cisco and
third-party IT infrastructure. This platform offers an intelligent level of management that enables IT organizations
to analyze, simplify, and automate their environments in more advanced ways than the prior generations of tools.
Cisco Intersight provides an integrated and intuitive management experience for resources in the traditional data
center and at the edge. With flexible deployment options to address complex security needs, getting started
with Intersight is quick and easy.

Cisco Intersight offers flexible deployment either as Software as a Service (SaaS) on Intersight.com or running

on your premises as Cisco Intersight Virtual Appliance. The virtual appliance provides the benefits of Cisco Inter-
sight while allowing more flexibility for those with additional data locality and security requirements. The remain-
der of this section details Intersight deployment as SaaS on Intersight.com. To learn more about the virtual appli-

ance, see the Cisco Intersight Virtual Appliance Getting Started Guide.

To configure Cisco Intersight, follow these steps:

1. If you do not already have a Cisco Intersight account, to claim your Cisco UCS system into a new account on
Cisco Intersight, connect to https://Intersight.com.

2. Click Create an account.

3. Click Continue. Complete the Sign in process with your Cisco ID.


https://tv.netapp.com/category/videos/active-iq
https://tv.netapp.com/category/videos/active-iq
https://www.cisco.com/c/en/us/support/servers-unified-computing/intersight/products-installation-guides-list.html
https://intersight.com/

Read the Offer Description carefully and accept it. Click Next.

Enter an Account Name, Device ID, and Claim Code. The Device ID and Claim Code can be obtained by con-
necting to Cisco UCS Manager and selecting Admin > All > Device Connector. The Device ID and Claim
Code are on the right. Click Claim.

Click Create. After the account has been created, click Log me in to log into Cisco Intersight.

To claim your Cisco UCS system into an existing Intersight account, log into the account at
https://Intersight.com. Choose Administration > Devices. Click Claim a New Device. Under Direct Claim, fill
in the Device ID and Claim Code. The Device ID and Claim Code can be obtained by connecting to Cisco
UCS Manager and selecting Admin > All > Device Connector. The Device ID and Claim Code are on the right.

All / Device Connector

The Device Connector is an embedded management controlier that enables the capabilities of Cisco Intersight, a cloud-based management platform. For detailed
information about configuring the device connector, please visit Help Center

Device Connector &5 Settings | ) Refresh

£ ALLOW CONTROL
Device ID

FD0241415F2&FD0241415LB E

l;l e e 0000000 @ Claim Code
Device Connector Internet Intersight
F1615971733F £
o
Not Claimed

The connection to the Cisco Intersight Portal is successful, but device is still not claimed. To claim
the device open Cisco Intersight, create a new account and follow the guidance or go 1o the Devices
page and click Claim a New Device for existing account, Open Intersight

1.0.9-3286

From the Cisco Intersight window, click - and then click Licensing. If this is a new account, all servers
connected to the UCS Domain will appear under the Base license Tier. If you have purchased Cisco Inter-
sight licenses and have them in your Cisco Smart Account, click Register and follow the prompts to register
this Cisco Intersight account to your Cisco Smart Account. Cisco Intersight also offers a one-time 90-day
trial of Premier licensing for new accounts. Click Start Trial and then Start to begin this evaluation. The re-
mainder of this section will assume Premier licensing.

From the Licensing Window, click Set Default Tier. From the drop-down list choose Premier for Tier and
click Set.


https://intersight.com/

Set Default Tier

Ter*

Premier

10. To set all Cisco UCS Servers to Premier licensing, click Servers. Click E to the left of the Name heading

to choose all servers. Click . above the headings and click Set License Tier. From the drop-down list
choose Premier for the Tier and click Set License Tier.

Set License Tier (16 Servers)

Selected servers will be updated with new license tiers.
Tier

Premier

11. Click Refresh to refresh the Intersight window with Premier, Advantage, and Essentials features added.

12. Click H in the Intersight window and click Take a Site Tour. Follow the prompts for a tour of Cisco Inter-
sight.

13. The Essentials tier of Cisco Intersight includes a Cisco driver check against the Cisco Hardware Compatibility
List (HCL). In the Servers list, choose one of the servers in your VMware FlexPod-Management cluster by
clicking the server name. Review the detailed General and Inventory information for the server. Click the HCL
tab. Review the server information, the version of VMware ESXi, and the Cisco VIC driver versions and RAID
card if present.



14.

16.

17.

18.

19.

20.

21.

Validated

Validated

Using the Intersight Assist personality of the Cisco Intersight Virtual Appliance VMware vCenter currently can
be monitored (Advantage Licensing Tier) and configured (Premier Licensing Tier Tech Preview not to be
used in production environments). To install Intersight Assist from an Open Virtual Appliance (OVA) in your
VMware FlexPod-Management Cluster, first download the latest release of the OVA from

https://software.cisco.com/download/home/286319499/type/286323047/release/1.0.9-148.

cisco-intersight-assist.html and set up the DNS entries for the Intersight
Assist hostname as specified under Before you begin.

From Hosts and Clusters in the VMware vCenter HTML5 client, right-click the FlexPod-Management cluster
and click Deploy OVF Template.

Specify a URL or either browse to the intersight-virtual-appliance-1.0.9-148.ova or latest release file. Click
NEXT.

Name the Intersight Assist VM and choose the location. Click NEXT.
Choose the FlexPod-Management cluster and click NEXT.
Review details and click NEXT.

Choose a deployment configuration (Tiny recommended) and click NEXT.


https://software.cisco.com/download/home/286319499/type/286323047/release/1.0.9-148
https://www.cisco.com/c/en/us/td/docs/unified_computing/Intersight/cisco-intersight-assist-getting-started-guide/m-installing-cisco-intersight-assist.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/Intersight/cisco-intersight-assist-getting-started-guide/m-installing-cisco-intersight-assist.html
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23.

24.

25.

26.

27.

Deploy OVF Template

+ 15elect an OVF template Configuration

+ 2 Select a name and folder Select a deployment configuration

+ 3 Select a compute resource

+ 4 Review details 2 small{16 wCPU, 32 Gi RAM) Description
5 Configuration Deployment size suppoaris
' Medium(24 vCPU. 64 GI RAM) Intersight Assist only.

6 Select storage

7 Select networks @ Tiny(g vCPU, 16 Gi RAM)
& Customize template

9 Ready to complete

3 ltems

CANCEL BACK NEXT

. Choose infra_datastore_1 for storage and choose the Thin Provision virtual disk format. Click NEXT.

Choose Common-Services for the VM Network. Click NEXT.

Fill in all values to customize the template. Click NEXT.

Review the deployment information and click FINISH to deploy the appliance.

Once the OVA deployment is complete, right-click the Intersight Assist VM and click Edit Settings.

Expand CPU and adjust the Cores per Socket so that the number of Sockets matches your server CPU con-
figuration. In this example 2 Sockets are shown. Click OK.



Edit Settlng S vx-intersight-assist %
ad
Virtual Hardware VM QOptions
ADD NEW DEVICE ]
~ CPU 8 ~ [ ]
Cores per Socket 4 w Sockets: 2
CPU Hot Plug [v Enable CPU Hot Add
Reservation 0 v MHz v
Limit Unlimited v MHz v
Shares Normal 8000 =
Hardware virtualization O Expose hardware assisted virtualization to the guest OS
Performance Counters [J Enable virtualized CPU performance counters
CPU/MMU Virtualization Automatic v i )
> Memory 16 v GB v
» Hard disks 8 total | 500 GB
» SCSI| controller O LS| Logic SAS
» Metwork adapter 1 Common-Services - ¥ connect...
» CD/DVD drive 1 Client Device v
» Video card Specify custom settings -~
v

28. Right-click the Intersight Assist VM and choose Open Remote Console.

29. Click ’ to power on the VM.

30. When you see the login prompt, close the Remote Console, and connect to https://<intersight-assist-fgdn>.

‘& It may take a few minutes for https://<intersight-assist-fqdn> to respond.

31. Navigate the security prompts and select Intersight Assist. Click Proceed.



What would you like to Install ?

Intersight Connected Virtual Appliance

Intersight Private Virtual Appliance

(*) Intersignt Assist

@ Recover from backup

32. From Cisco Intersight, click ADMIN > Devices. Click Claim a New Device. Copy and paste the Device ID and
Claim Code shown in the Intersight Assist web interface to the Cisco Intersight Device Claim Direct Claim
window. In Cisco Intersight, click Claim. Intersight Assist will now appear as a claimed device.

33. In the Intersight Assist web interface, reload if necessary to reflect the connection, then click Continue.

34. The Intersight Assist software will now be downloaded and installed into the Intersight Assist VM. This can
take up to an hour to complete.

‘& The Intersight Assist VM will reboot during the software download process. It will be necessary to re-
fresh the Web Browser after the reboot is complete to follow the status of the download process.

35. When the software download is complete, an Intersight Assist login screen will appear. Log into Intersight
Assist with the admin@local user and the password supplied in the OVA installation. Check the Intersight As-
sist status and log out of Intersight Assist.

36. To claim the vCenter, from Cisco Intersight, click ADMIN > Devices. Click Claim a New Device. In the Device
Claim window, choose Claim Through Intersight Assist. Fill in the vCenter information and click Claim.



Claim a New Device

administrator @vsphere local

37. After a few minutes, the VMware vCenter will appear in the Devices list. It also can be viewed by clicking
Intersight Assist in the Devices list.

38. Detailed information obtained from the vCenter can now be viewed by clicking Virtualization from the menu.




Solution Deployment - Sample Tenant Provisioning

Provision a Sample Application Tenant

This section describes a sample procedure for provisioning an application tenant. The procedure here refers to
previous sections of this document and can be used as a guide and modified as needed when provisioning an
application tenant.

Plan your application tenant and determine what storage protocols will be provided in the tenant. In the architec-
ture covered in this document, NFS, iSCSI, and CIFS/SMB can be provided to the tenant. Also, plan what net-
work VLANSs the tenant will use. It is recommended to have a VLAN for SVM management traffic. The tenant ap-
plication VLAN can be used for SVM management. One or two VLANSs (iSCSI needs two if VMware RDM LUNSs or
iSCSI datastores will be provisioned) are also needed for each storage protocol used. If the infrastructure NFS
VLAN will be used in the tenant, consider migrating the infrastructure NFS VMkernel port on each host to the
vDS to take advantage of Ethernet adapter policy queuing.

In the DCNM, create the necessary application and application storage VLANs and enable them on the access-
layer vPC connections to Cisco UCS and NetApp storage. Also, for some networks, the fabric can be used for
strictly Layer 2 forwarding (for example, storage networks) and for others the VXLAN fabric can serve as the de-
fault gateway to reach other networks connected to the same shared fabric or for connectivity outside the fabric.
See Solution Deployment - Network section for more details on provisioning the network fabric to support the
Application Tenant and associated networks.

Once the fabric is provisioned, configure the VLANs on Cisco UCS and NetApp storage systems and enable
them on the uplinks to the VXLAN fabric.

In the storage cluster:
o Create a broadcast domain with MTU 1500 for the tenant SVM management interface. Create a broadcast

domain with MTU 9000 for each tenant storage protocol.

« Create VLAN interface ports on the node interface group on each node for tenant SVM management (VM
VLAN) and for the VLAN for each storage protocol. Add these VLAN ports to the appropriate broadcast
domains.

o Create the tenant SVM and follow all procedures in that section.

o Create Load-Sharing Mirrors for the tenant SVM.

e Create the iSCSI service for the tenant SVM if iSCSI is being deployed in this tenant.
o Optionally, create a self-signed security certificate for the tenant SVM.

o Configure NFSv3 for the tenant SVM.

o Create a VM datastore volume in the tenant SVM.

e For iSCSI configure four iSCSI LIFs in the tenant SVM on the iSCSI VLAN interfaces.
e Create one NFS LIF in the tenant SVM on each storage node.

¢ Create a boot LUN in the esxi_boot volume in the Infra-SVM for each tenant VMware ESXi host.



e Add the tenant SVM Administrator, SVM management LIF on the SVM management VLAN port, and de-
fault route for the SVM.

In Cisco UCS, one method of tenant setup is to dedicate a VMware ESXi cluster and set of UCS servers to each
tenant. Service profiles will be generated for at least two tenant ESXi hosts. These hosts can boot from LUNs
from the esxi_boot volume in the Infra-SVM but will also have access to iSCSI storage in the tenant SVM.

e Create a Server Pool for the tenant ESXi host servers.
¢ Create all tenant VLANSs in the LAN Cloud.
e Add the tenant VLANSs to the vDS vNIC templates.

« Generate service profiles from the service profile template with the vMedia policy for the tenant ESXi
hosts. Remember to bind these service profiles to the service profile template without the vMedia policy
after VMware ESXi installation.

In the storage cluster:

o Create igroups for the tenant ESXi hosts in both the Infra-SVM and tenant SVM. Also, create an igroup in
the tenant SVM that includes the IQNs for all tenant ESXi hosts to support shared storage from the tenant
SVM.

o InInfra-SVM, map the boot LUNs created earlier to the tenant ESXi hosts. Tenant iSCSI storage can be
created later using NetApp VSC.

« Install and configure VMware ESXi on all tenant host servers. Optionally, if needed then in-
fra_datastore_1/_2 datastores can be mapped to the tenant hosts.

« In VMware vCenter, create a cluster for the tenant ESXi hosts. Add the hosts to the cluster.

o Using the vCenter HTMLS5 Client, add the tenant hosts to vDSO0 or create a tenant vDS (using the vDS0
vNICs) and add the hosts to it. In vDSO or the tenant vDS, add port-profiles for the tenant VLANSs.

« Back in vCenter, add in any necessary VMkernel ports for storage interfaces remembering to set the MTU
correctly on these interfaces. Mount the tenant NFS datastore on the tenant cluster if one was created.
Tenant iSCSI VMkernel ports can be created on the vDS with the port groups pinned to the appropriate
fabric. Add the tenant iSCSI LIF IP addresses as Dynamic Targets on the VMware ESXi hosts in the
vCenter HTML5 Client.

o Using the NetApp VSC plugin to the vCenter HTML5 Client, set recommended values for all tenant ESXi
hosts. Ensure the NetApp NFS Plug-in for VMware VAAI is installed on all tenant hosts and reboot each
host.

You can now begin provisioning virtual machines on the tenant cluster. The NetApp VSC plugin can be used to
provision iSCSI and NFS datastores. Optionally, use NetApp SnapCenter to provision backups of tenant virtual
machines.



Appendix

The leaf and spine configurations deployed in the environment by DCNM are provided below. The FlexPod com-
pute and storage infrastructure connect to the Leaf switches included in this section. The configuration for the
optional Border Leaf switches are not included here.

Leaf A

version 9.3(5) Bios:version 05.42

switchname AA01-9336C-FX2-1

vdc AA01-9336C-FX2-1 id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum O maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource u6route-mem minimum 96 maximum 96
limit-resource md4route-mem minimum 58 maximum 58
limit-resource mé6route-mem minimum 8 maximum 8
limit-resource vni bd minimum 4096 maximum 4096

feature nxapi

cfs ipv4 distribute

nv overlay evpn
feature ospf

feature bgp

feature pim

feature interface-vlan
feature vn-segment-vlan-based
feature lacp

feature dhcp

feature vpc

feature 1ldp

feature nv overlay
feature ngoam

username admin password 5 $5$LL7Z.BYySU6AAWL60OVWLAVJI6SB5HUL.UCZ2I5EskdSKoubMKKvm
1 role network-admin
ip domain-lookup
copp profile strict
configure profile FPV-Foundation VRF
vlan 3500
name FPV_Foundation_ VRF_VLAN
vn-segment 30000
interface V1an3500
description FPV_Foundation VRF Interface
vrf member fpv-foundation vrf
ip forward
ipvé address use-link-local-only
no ip redirects
no ipvé redirects
mtu 9216
no shutdown
vrf context fpv-foundation vrf
description FPV_Foundation VRF
vni 30000
rd auto
address-family ipv4 unicast
route-target both auto
route-target both auto evpn
address-family ipv6 unicast
route-target both auto
route-target both auto evpn
router bgp 65001
vrf fpv-foundation vrf
address-family ipv4 unicast
advertise 12vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet




maximum-paths ibgp 2
address-family ipv6 unicast
advertise 1l2vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet
maximum-paths ibgp 2
interface nvel
member vni 30000 associate-vrf
configure terminal
configure profile FPV-iSCSI-A Network
vlan 3010
vn-segment 20000
name FPV-iSCSI-A VLAN
interface nvel
member vni 20000
mcast-group 239.1.1.0
evpn
vni 20000 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-iSCSI-B Network
vlan 3020
vn-segment 20001
name FPV-iSCSI-B_VLAN
interface nvel
member vni 20001
mcast-group 239.1.1.0
evpn
vni 20001 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-InfraNFS Network
vlan 3050
vn-segment 20002
name FPV-InfraNFS_ VLAN
interface nvel
member vni 20002
mcast-group 239.1.1.0
evpn
vni 20002 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-InBand-SiteA Network
vlan 122
vn-segment 20003
name FPV-InBand-SiteA VLAN
interface Vlanl22
description FPV-InBand-SiteA Interface
vrf member fpv-foundation vrf
no ip redirects
no ipv6 redirects
ip address 10.1.171.254/24 tag 12345
mtu 9216
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 20003
mcast-group 239.1.1.0
suppress-arp
evpn
vni 20003 12
rd auto
route-target import auto
route-target export auto




configure terminal
configure profile FPV-vMotion Network
vlan 3000
vn-segment 20004
name FPV-vMotion VLAN
interface nvel
member vni 20004
mcast-group 239.1.1.0
evpn
vni 20004 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-CommonServices Network
vlan 322
vn-segment 20005
name FPV-CommonServices VLAN
interface Vl1an322
description FPV-CommonServices Interface
vrf member fpv-foundation vrf
no ip redirects
no ipv6 redirects
ip address 10.3.171.254/24 tag 12345
mtu 9216
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 20005
mcast-group 239.1.1.0
suppress-arp
evpn
vni 20005 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-Application VRF
vlan 3501
name FPV-Application VRF VLAN
vn-segment 30001
interface V1an3501
description FPV-Application VRF Interface
vrf member fpv-application vrf
ip forward
ipv6 address use-link-local-only
no ip redirects
no ipv6 redirects
mtu 9216
no shutdown
vrf context fpv-application vrf
description FPV-Application VRF
vni 30001
rd auto
address-family ipv4 unicast
route-target both auto
route-target both auto evpn
address-family ipv6 unicast
route-target both auto
route-target both auto evpn
router bgp 65001
vrf fpv-application vrf
address-family ipv4 unicast
advertise 12vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet
maximum-paths ibgp 2
address-family ipv6 unicast
advertise 1l2vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet




maximum-paths ibgp 2
interface nvel
member vni 30001 associate-vrf
configure terminal
configure profile FPV-App-1 Network
vlan 1001
vn-segment 21001
name FPV-App-1 VLAN
interface V1anl001
description FPV-App-1 Interface
vrf member fpv-application vrf
no ip redirects
no ipvé6 redirects
ip address 172.22.1.254/24 tag 12345
mtu 9216
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 21001
mcast-group 239.1.1.0
suppress-arp
evpn
vni 21001 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-App-2 Network
vlan 1002
vn-segment 21002
name FPV-App-2 VLAN
interface V1anl002
description FPV-App-2 Interface
vrf member fpv-application vrf
no ip redirects
no ipv6 redirects
ip address 172.22.2.254/24 tag 12345
mtu 9216
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 21002
mcast-group 239.1.1.0
suppress-arp
evpn
vni 21002 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-App-3 Network
vlan 1003
vn-segment 21003
name FPV-App-3 VLAN
interface V1anl003
description FPV-App-3 Interface
vrf member fpv-application vrf
no ip redirects
no ipvé6 redirects
ip address 172.22.3.254/24 tag 12345
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 21003
mcast-group 239.1.1.0
suppress-arp
evpn
vni 21003 12
rd auto




route-target import auto

route-target export auto
configure terminal
snmp-server user admin network-admin auth md5 0xba043903263cde0a9%023£130b0aabfal
priv 0xba043903263cde0a9%b23f130b0aabfal localizedkey
snmp-server host 172.26.163.142 traps version 2c public udp-port 2162
rmon event 1 log trap public description FATAL (1) owner PMONQ@FATAL
rmon event 2 log trap public description CRITICAL(2) owner PMONQ@CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMON@ERROR
rmon event 4 log trap public description WARNING(4) owner PMON@WARNING
rmon event 5 log trap public description INFORMATION (5) owner PMON@INFO
ntp server 172.26.163.254 use-vrf management
ntp server 172.26.164.254 use-vrf management

fabric forwarding anycast-gateway-mac 2020.0000.00aa
ipv6 switch-packets 1lla

ip pim rp-address 10.11.254.1 group-list 239.1.1.0/25
ip pim ssm range 232.0.0.0/8

vlan 1,122,322,1001-1003,3000,3010,3020,3050,3500-3501

route-map fabric-rmap-redist-subnet permit 10
match tag 12345
service dhcp
ip dhcp relay
ip dhcp relay information option
ip dhcp relay information option vpn
ipvé dhcp relay
vrf context management
ip route 0.0.0.0/0 172.26.163.254
hardware access-list tcam region ing-racl 1792
hardware access-list tcam region ing-flow-redirect 512
vpc domain 1
peer-switch
peer-keepalive destination 172.26.163.224 source 172.26.163.223
virtual peer-link destination 10.11.0.4 source 10.11.0.3 dscp 56
delay restore 150
peer-gateway
auto-recovery reload-delay 360
ipvé nd synchronize
ip arp synchronize
ngoam install acl

nxapi http port 80

interface Vlanl
no ip redirects
no ipv6 redirects

interface port-channell
description To FXV-AAQ01-UCS6454FI-A: el/53
switchport
switchport mode trunk
switchport trunk allowed vlan 122,322,1001-1003,3000,3010,3020,3050
spanning-tree port type edge trunk
spanning-tree bpduguard enable
mtu 9216
vpc 1

interface port-channel?
description To FXV-AA01-UCS6454FI-B: el1/53
switchport
switchport mode trunk
switchport trunk allowed vlan 122,322,1001-1003,3000,3010,3020,3050
spanning-tree port type edge trunk
spanning-tree bpduguard enable
mtu 9216
vpc 2




interface port-channel3
description To FXV-BB09-A300-2-01: e2a
switchport
switchport mode trunk
switchport trunk allowed vlan 122,1001-1003,3010,3020,3050
spanning-tree port type edge trunk
spanning-tree bpduguard enable
mtu 9216
vpc 3

interface port-channel4
description To FXV-BB09-A300-2-02: e2a
switchport
switchport mode trunk
switchport trunk allowed vlan 122,1001-1003,3010,3020,3050
spanning-tree port type edge trunk
spanning-tree bpduguard enable
mtu 9216
vpc 4

interface port-channel500
description "vpc-peer-link"
switchport
switchport mode trunk
spanning-tree port type network
vpc peer-link

interface nvel
no shutdown
host-reachability protocol bgp
advertise virtual-rmac
source-interface loopbackl

interface Ethernetl/1
switchport
switchport mode trunk
switchport trunk allowed vlan 122,322,1001-1003,3000,3010,3020,3050
mtu 9216
channel-group 1 mode active
no shutdown

interface Ethernetl/2
switchport
switchport mode trunk
switchport trunk allowed vlan 122,322,1001-1003,3000,3010,3020,3050
mtu 9216
channel-group 2 mode active
no shutdown

interface Ethernetl/3
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/4
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/5
switchport
switchport mode trunk
switchport trunk allowed vlan 122,1001-1003,3010,3020,3050




mtu 9216
channel-group 3 mode active
no shutdown

interface Ethernetl/6
switchport
switchport mode trunk
switchport trunk allowed vlan 122,1001-1003,3010,3020,3050
mtu 9216
channel-group 4 mode active
no shutdown

interface Ethernetl/7
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/8
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/9
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/10
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/11
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/12
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/13
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/14




switchport

switchport mode trunk

switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216

no shutdown

interface Ethernetl/15
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/16
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/17
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/18
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/19
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/20
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/21
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/22
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216




no shutdown

interface Ethernetl/23
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/24
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/25
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/26
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/27
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/28
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/29
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/30
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/31
switchport
switchport mode trunk




switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216

no

shutdown

interface Ethernetl/32
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216

no

shutdown

interface Ethernetl/33
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216

no

shutdown

interface Ethernetl/34
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216

no

shutdown

interface Ethernetl/35
description connected-to-AA01-9364C-1-Ethernetl/3
mtu 9216
port-type fabric

ip
ip
ip
ip
no

address 10.11.0.25/30

ospf network point-to-point

router ospf Site-A UNDERLAY area 0.0.0.0
pim sparse-mode

shutdown

interface Ethernetl/36
description connected-to-AA01-9364C-2-Ethernetl/3
mtu 9216
port-type fabric

ip
ip
ip
ip
no

address 10.11.0.33/30

ospf network point-to-point

router ospf Site-A UNDERLAY area 0.0.0.0
pim sparse-mode

shutdown

interface mgmtO
vrf member management

ip

address 172.26.163.223/24

interface loopbackO
description Routing loopback interface

ip
ip
ip

address 10.11.0.3/32
router ospf Site-A UNDERLAY area 0.0.0.0
pim sparse-mode

interface loopbackl
description VTEP loopback interface

ip
ip
ip
ip
icam

line
line

address 10.11.1.3/32

address 10.11.1.5/32 secondary

router ospf Site-A UNDERLAY area 0.0.0.0
pim sparse-mode

monitor scale

console
vty




boot nxos bootflash:/nxo0s.9.3.5.bin
router ospf Site-A UNDERLAY
router-id 10.11.0.3
router bgp 65001
router-id 10.11.0.3
address-family 12vpn evpn
advertise-pip
neighbor 10.11.0.1
remote-as 65001
update-source loopback0
address-family 12vpn evpn
send-community
send-community extended
neighbor 10.11.0.2
remote-as 65001
update-source loopback0
address-family 12vpn evpn
send-community
send-community extended

apply profile FPV-Foundation VRF

apply profile FPV-iSCSI-A Network
apply profile FPV-iSCSI-B Network
apply profile FPV-InfraNFS Network
apply profile FPV-InBand-SiteA Network
apply profile FPV-vMotion Network
apply profile FPV-CommonServices Network
apply profile FPV-Application VRF
apply profile FPV-App-1 Network

apply profile FPV-App-2 Network

apply profile FPV-App-3 Network

Leaf B

version 9.3(5) Bios:version 05.42

switchname AA01-9336C-FX2-2

vdc AA01-9336C-FX2-2 id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum O maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource u6route-mem minimum 96 maximum 96
limit-resource m4route-mem minimum 58 maximum 58
limit-resource mé6route-mem minimum 8 maximum 8
limit-resource vni_bd minimum 4096 maximum 4096

feature nxapi

cfs ipvé4 distribute

nv overlay evpn
feature ospf

feature bgp

feature pim

feature interface-vlan
feature vn-segment-vlan-based
feature lacp

feature dhcp

feature vpc

feature 1lldp

feature nv overlay
feature ngoam

username admin password 5 $5$kHQwAaVMSEhn5K/FQeT68s0Exah6QdS9T7F71Q0pEEgqmdmE 7pdiU

C role network-admin
ip domain-lookup
copp profile strict
configure profile FPV-Foundation VRF
vlan 3500
name FPV_Foundation VRF VLAN




vn-segment 30000
interface V1an3500
description FPV_Foundation VRF Interface
vrf member fpv-foundation vrf
ip forward
ipvé address use-link-local-only
no ip redirects
no ipvé redirects
mtu 9216
no shutdown
vrf context fpv-foundation vrf
description FPV_Foundation_ VRF
vni 30000
rd auto
address-family ipv4 unicast
route-target both auto
route-target both auto evpn
address-family ipv6 unicast
route-target both auto
route-target both auto evpn
router bgp 65001
vrf fpv-foundation vrf
address-family ipv4 unicast
advertise 12vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet
maximum-paths ibgp 2
address-family ipv6 unicast
advertise 12vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet
maximum-paths ibgp 2
interface nvel
member vni 30000 associate-vrf
configure terminal
configure profile FPV-iSCSI-A Network
vlan 3010
vn-segment 20000
name FPV-iSCSI-A VLAN
interface nvel
member vni 20000
mcast-group 239.1.1.0
evpn
vni 20000 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-iSCSI-B Network
vlan 3020
vn-segment 20001
name FPV-iSCSI-B VLAN
interface nvel
member vni 20001
mcast-group 239.1.1.0
evpn
vni 20001 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-InfraNFS Network
vlan 3050
vn-segment 20002
name FPV-InfraNFS_ VLAN
interface nvel
member vni 20002
mcast-group 239.1.1.0
evpn
vni 20002 12
rd auto




route-target import auto
route-target export auto
configure terminal
configure profile FPV-InBand-SiteA Network
vlan 122
vn-segment 20003
name FPV-InBand-SiteA VLAN
interface Vlanl22
description FPV-InBand-SiteA Interface
vrf member fpv-foundation vrf
no ip redirects
no ipvé redirects
ip address 10.1.171.254/24 tag 12345
mtu 9216
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 20003
mcast-group 239.1.1.0
suppress-arp
evpn
vni 20003 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-vMotion Network
vlan 3000
vn-segment 20004
name FPV-vMotion VLAN
interface nvel
member vni 20004
mcast-group 239.1.1.0
evpn
vni 20004 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-CommonServices Network
vlan 322
vn-segment 20005
name FPV-CommonServices VLAN
interface Vlan322
description FPV-CommonServices Interface
vrf member fpv-foundation vrf
no ip redirects
no ipv6 redirects
ip address 10.3.171.254/24 tag 12345
mtu 9216
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 20005
mcast-group 239.1.1.0
suppress-arp
evpn
vni 20005 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-Application VRF
vlan 3501
name FPV-Application VRF VLAN
vn-segment 30001
interface V1an3501
description FPV-Application VRF Interface
vrf member fpv-application vrf




ip forward
ipvé address use-link-local-only
no ip redirects
no ipvé6 redirects
mtu 9216
no shutdown
vrf context fpv-application vrf
description FPV-Application VRF
vni 30001
rd auto
address-family ipv4 unicast
route-target both auto
route-target both auto evpn
address-family ipv6 unicast
route-target both auto
route-target both auto evpn
router bgp 65001
vrf fpv-application vrf
address-family ipv4 unicast
advertise 12vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet
maximum-paths ibgp 2
address-family ipv6 unicast
advertise 12vpn evpn
redistribute direct route-map fabric-rmap-redist-subnet
maximum-paths ibgp 2
interface nvel
member vni 30001 associate-vrf
configure terminal
configure profile FPV-App-1 Network
vlan 1001
vn-segment 21001
name FPV-App-1 VLAN
interface V1anl001
description FPV-App-1 Interface
vrf member fpv-application vrf
no ip redirects
no ipvé6 redirects
ip address 172.22.1.254/24 tag 12345
mtu 9216
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 21001
mcast-group 239.1.1.0
suppress-—arp
evpn
vni 21001 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-App-2 Network
vlan 1002
vn-segment 21002
name FPV-App-2 VLAN
interface V1anl002
description FPV-App-2 Interface
vrf member fpv-application vrf
no ip redirects
no ipv6 redirects
ip address 172.22.2.254/24 tag 12345
mtu 9216
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 21002
mcast-group 239.1.1.0
suppress-arp




evpn
vni 21002 12
rd auto
route-target import auto
route-target export auto
configure terminal
configure profile FPV-App-3 Network
vlan 1003
vn-segment 21003
name FPV-App-3 VLAN
interface V1anl003
description FPV-App-3 Interface
vrf member fpv-application vrf
no ip redirects
no ipv6 redirects
ip address 172.22.3.254/24 tag 12345
fabric forwarding mode anycast-gateway
no shutdown
interface nvel
member vni 21003
mcast-group 239.1.1.0
suppress-arp
evpn
vni 21003 12
rd auto
route-target import auto
route-target export auto
configure terminal
snmp-server user admin network-admin auth md5 Oxe476741bdd531lefcbdb71ba42173560d
priv 0xed476741bdd531lefcbdb71bad42173560d localizedkey
snmp-server host 172.26.163.142 traps version 2c public udp-port 2162
rmon event 1 log trap public description FATAL (1) owner PMONQ@FATAL
rmon event 2 log trap public description CRITICAL(2) owner PMONQ@CRITICAL
rmon event 3 log trap public description ERROR(3) owner PMON@ERROR
rmon event 4 log trap public description WARNING(4) owner PMON@WARNING
rmon event 5 log trap public description INFORMATION (5) owner PMON@INFO
ntp server 172.26.163.254 use-vrf management
ntp server 172.26.164.254 use-vrf management

fabric forwarding anycast-gateway-mac 2020.0000.00aa
ipv6 switch-packets 1lla

ip pim rp-address 10.11.254.1 group-list 239.1.1.0/25
ip pim ssm range 232.0.0.0/8

vlan 1,122,322,1001-1003,3000,3010,3020,3050,3500-3501

route-map fabric-rmap-redist-subnet permit 10
match tag 12345
service dhcp
ip dhcp relay
ip dhcp relay information option
ip dhcp relay information option vpn
ipvé dhcp relay
vrf context management
ip route 0.0.0.0/0 172.26.163.254
hardware access-list tcam region ing-racl 1792
hardware access-list tcam region ing-flow-redirect 512
vpc domain 1
peer-switch
peer-keepalive destination 172.26.163.223 source 172.26.163.224
virtual peer-link destination 10.11.0.3 source 10.11.0.4 dscp 56
delay restore 150
peer-gateway
auto-recovery reload-delay 360
ipvé nd synchronize
ip arp synchronize
ngoam install acl

nxapi http port 80




interface Vlanl
no ip redirects
no ipvé6 redirects

interface port-channell
description To FXV-AA01-UCS6454FI-A: el/54
switchport
switchport mode trunk
switchport trunk allowed vlan 122,322,3000,3010,3020,3050
spanning-tree port type edge trunk
spanning-tree bpduguard enable
mtu 9216
vpc 1

interface port-channel2
description To FXV-AAQ1-UCS6454FI-B: el/54
switchport
switchport mode trunk
switchport trunk allowed vlan 122,322,3000,3010,3020,3050
spanning-tree port type edge trunk
spanning-tree bpduguard enable
mtu 9216
vpc 2

interface port-channel3
description To FXV-BB09-A300-2-01: e2e
switchport
switchport mode trunk
switchport trunk allowed vlan 3010,3020,3050
spanning-tree port type edge trunk
spanning-tree bpduguard enable
mtu 9216
vpc 3

interface port-channel4
description To FXV-BB09-A300-2-02: e2e
switchport
switchport mode trunk
switchport trunk allowed vlan 3010,3020,3050
spanning-tree port type edge trunk
spanning-tree bpduguard enable
mtu 9216
vpc 4

interface port-channel500
description "vpc-peer-link"
switchport
switchport mode trunk
spanning-tree port type network
vpc peer-link

interface nvel
no shutdown
host-reachability protocol bgp
advertise virtual-rmac
source-interface loopbackl

interface Ethernetl/1
switchport
switchport mode trunk
switchport trunk allowed vlan 122,322,1001-1003,3000,3010,3020,3050
mtu 9216
channel-group 1 mode active
no shutdown

interface Ethernetl/2
switchport
switchport mode trunk




switchport trunk allowed vlan 122,322,1001-1003,3000,3010,3020,3050
mtu 9216

channel-group 2 mode active

no shutdown

interface Ethernetl/3
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/4
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/5
switchport
switchport mode trunk
switchport trunk allowed vlan 122,1001-1003,3010,3020,3050
mtu 9216
channel-group 3 mode active
no shutdown

interface Ethernetl/6
switchport
switchport mode trunk
switchport trunk allowed vlan 122,1001-1003,3010,3020,3050
mtu 9216
channel-group 4 mode active
no shutdown

interface Ethernetl/7
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/8
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/9
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/10
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown




interface Ethernetl/11
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/12
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/13
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/14
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/15
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/16
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/17
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/18
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/19
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk




mtu 9216
no shutdown

interface Ethernetl/20
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/21
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/22
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/23
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/24
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/25
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/26
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/27
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/28
switchport




switchport mode trunk

switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216

no shutdown

interface Ethernetl/29
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/30
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/31
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/32
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/33
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/34
switchport
switchport mode trunk
switchport trunk allowed vlan none
spanning-tree port type edge trunk
mtu 9216
no shutdown

interface Ethernetl/35

description connected-to-AA01-9364C-1-Ethernetl/4

mtu 9216

port-type fabric

ip address 10.11.0.37/30

ip ospf network point-to-point

ip router ospf Site-A UNDERLAY area 0.0.0.0

ip pim sparse-mode
no shutdown

interface Ethernetl/36

description connected-to-AA01-9364C-2-Ethernetl/4

mtu 9216
port-type fabric
ip address 10.11.0.29/30




ip ospf network point-to-point

ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode

no shutdown

interface mgmtO
vrf member management
ip address 172.26.163.224/24

interface loopbackO
description Routing loopback interface
ip address 10.11.0.4/32
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode

interface loopbackl
description VTEP loopback interface
ip address 10.11.1.1/32
ip address 10.11.1.5/32 secondary
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode
line console
line vty
boot nxos bootflash:/nxos.9.3.5.bin
router ospf Site-A UNDERLAY
router-id 10.11.0.4
router bgp 65001
router-id 10.11.0.4
address-family 12vpn evpn
advertise-pip
neighbor 10.11.0.1
remote-as 65001
update-source loopback0
address-family 12vpn evpn
send-community
send-community extended
neighbor 10.11.0.2
remote-as 65001
update-source loopback0
address-family 12vpn evpn
send-community
send-community extended

apply profile FPV-Foundation VRF

apply profile FPV-iSCSI-A Network
apply profile FPV-iSCSI-B Network
apply profile FPV-InfraNFS Network
apply profile FPV-InBand-SiteA Network
apply profile FPV-vMotion Network
apply profile FPV-CommonServices Network
apply profile FPV-Application VRF
apply profile FPV-App-1 Network

apply profile FPV-App-2 Network

apply profile FPV-App-3 Network

Spine A

version 9.3(5) Bios:version 05.42

switchname AA01-9364C-1

vdc AA01-9364C-1 id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum O maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource u6route-mem minimum 96 maximum 96
limit-resource md4route-mem minimum 58 maximum 58
limit-resource méroute-mem minimum 8 maximum 8
limit-resource vni bd minimum 4096 maximum 4096




feature nxapi

nv overlay evpn
feature ospf
feature bgp
feature pim
feature 1ldp
feature nv overlay
feature ngoam

username admin password 5 $5$HNHHFMS$IbBvjXFU4PJAO38qyINz5gtai/hlc.ggRANcOeYU/44
role network-admin

ip domain-lookup

copp profile strict

snmp-server user admin network-admin auth md5 0x7f6f76fdded44e67a%9alclalab74af65d
priv Ox7f6f76fddeddeb67a%alclalab74af65d localizedkey

snmp-server host 172.26.163.142 traps version 2c public udp-port 2162

rmon event 1 log trap public description FATAL (1) owner PMONQ@FATAL

rmon event 2 log trap public description CRITICAL (2) owner PMONQ@CRITICAL

rmon event 3 log trap public description ERROR(3) owner PMONE@ERROR

rmon event 4 log trap public description WARNING(4) owner PMON@WARNING

rmon event 5 log trap public description INFORMATION (5) owner PMON@INFO

ntp server 172.26.163.254 use-vrf management

ipv6 switch-packets 1lla

ip pim rp-address 10.11.254.1 group-list 239.1.1.0/25
ip pim ssm range 232.0.0.0/8

ip pim anycast-rp 10.11.254.1 10.11.0.1

ip pim anycast-rp 10.11.254.1 10.11.0.2

vlan 1

vrf context management
ip route 0.0.0.0/0 172.26.163.254
ngoam install acl

nxapi http port 80

interface Ethernetl/1
description connected-to-AA01-93180LC-EX-1-Ethernetl/31
mtu 9216
ip address 10.11.0.9/30
ip ospf network point-to-point
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode
no shutdown

interface Ethernetl/2
description connected-to-AA01-93180LC-EX-2-Ethernetl/31
mtu 9216
ip address 10.11.0.18/30
ip ospf network point-to-point
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode
no shutdown

interface Ethernetl/3
description connected-to-AA01-9336C-FX2-1-Ethernetl/35
mtu 9216
ip address 10.11.0.26/30
ip ospf network point-to-point
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode
no shutdown

interface Ethernetl/4
description connected-to-AA01-9336C-FX2-2-Ethernetl/35
mtu 9216
ip address 10.11.0.38/30




ip ospf network point-to-point

ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode

no shutdown

interface Ethernetl/5
mtu 9216
no shutdown

interface Ethernetl/6
mtu 9216
no shutdown

interface Ethernetl/7
mtu 9216
no shutdown

interface Ethernetl/8
mtu 9216
no shutdown

interface Ethernetl/9
mtu 9216
no shutdown

interface Ethernetl/10
mtu 9216
no shutdown

interface Ethernetl/11
mtu 9216
no shutdown

interface Ethernetl/12
mtu 9216
no shutdown

interface Ethernetl/13
mtu 9216
no shutdown

interface Ethernetl/14
mtu 9216
no shutdown

interface Ethernetl/15
mtu 9216
no shutdown

interface Ethernetl/16
mtu 9216
no shutdown

interface Ethernetl/17
mtu 9216
no shutdown

interface Ethernetl/18
mtu 9216
no shutdown

interface Ethernetl/19
mtu 9216
no shutdown

interface Ethernetl/20
mtu 9216
no shutdown




interface Ethernetl/21
mtu 9216
no shutdown

interface Ethernetl/22
mtu 9216
no shutdown

interface Ethernetl/23
mtu 9216
no shutdown

interface Ethernetl/24
mtu 9216
no shutdown

interface Ethernetl/25
mtu 9216
no shutdown

interface Ethernetl/26
mtu 9216
no shutdown

interface Ethernetl/27
mtu 9216
no shutdown

interface Ethernetl/28
mtu 9216
no shutdown

interface Ethernetl/29
mtu 9216
no shutdown

interface Ethernetl/30
mtu 9216
no shutdown

interface Ethernetl/31
mtu 9216
no shutdown

interface Ethernetl/32
mtu 9216
no shutdown

interface Ethernetl/33
mtu 9216
no shutdown

interface Ethernetl/34
mtu 9216
no shutdown

interface Ethernetl/35
mtu 9216
no shutdown

interface Ethernetl/36
mtu 9216
no shutdown

interface Ethernetl/37
mtu 9216
no shutdown

interface Ethernetl/38




mtu 9216
no shutdown

interface Ethernetl/39
mtu 9216
no shutdown

interface Ethernetl/40
mtu 9216
no shutdown

interface Ethernetl/41
mtu 9216
no shutdown

interface Ethernetl/42
mtu 9216
no shutdown

interface Ethernetl/43
mtu 9216
no shutdown

interface Ethernetl/44
mtu 9216
no shutdown

interface Ethernetl/45
mtu 9216
no shutdown

interface Ethernetl/46
mtu 9216
no shutdown

interface Ethernetl/47
mtu 9216
no shutdown

interface Ethernetl/48
mtu 9216
no shutdown

interface Ethernetl/49
mtu 9216
no shutdown

interface Ethernetl/50
mtu 9216
no shutdown

interface Ethernetl/51
mtu 9216
no shutdown

interface Ethernetl/52
mtu 9216
no shutdown

interface Ethernetl/53
mtu 9216
no shutdown

interface Ethernetl/54
mtu 9216
no shutdown

interface Ethernetl/55
mtu 9216




no shutdown

interface Ethernetl/56
mtu 9216
no shutdown

interface Ethernetl/57
mtu 9216
no shutdown

interface Ethernetl/58
mtu 9216
no shutdown

interface Ethernetl/59
mtu 9216
no shutdown

interface Ethernetl/60
mtu 9216
no shutdown

interface Ethernetl/61
mtu 9216
no shutdown

interface Ethernetl/62
mtu 9216
no shutdown

interface Ethernetl/63
mtu 9216
no shutdown

interface Ethernetl/64
mtu 9216
no shutdown

interface Ethernetl/65
mtu 9216
no shutdown

interface Ethernetl/66
mtu 9216
no shutdown

interface mgmtO
vrf member management
ip address 172.26.163.231/24

interface loopback0
description Routing loopback interface
ip address 10.11.0.1/32
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode

interface loopback254
description RP loopback interface
ip address 10.11.254.1/32
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode
line console
line vty
boot nxos bootflash:/nxos.9.3.5.bin
router ospf Site-A UNDERLAY
router-id 10.11.0.1
router bgp 65001
router-id 10.11.0.1
neighbor 10.11.0.3




remote-as 65001
update-source loopbackO
address-family 12vpn evpn
send-community
send-community extended
route-reflector-client
neighbor 10.11.0.4
remote-as 65001
update-source loopback0
address-family 12vpn evpn
send-community
send-community extended
route-reflector-client
neighbor 10.11.0.5
remote-as 65001
update-source loopback0
address-family 12vpn evpn
send-community
send-community extended
route-reflector-client
neighbor 10.11.0.6
remote-as 65001
update-source loopback0
address-family 12vpn evpn
send-community
send-community extended
route-reflector-client

Spine B

version 9.3(5) Bios:version 05.42

switchname AA01-9364C-2

vdc AA01-9364C-2 id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum O maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource u6route-mem minimum 96 maximum 96
limit-resource md4route-mem minimum 58 maximum 58
limit-resource méroute-mem minimum 8 maximum 8
limit-resource vni bd minimum 4096 maximum 4096

feature nxapi

nv overlay evpn
feature ospf
feature bgp
feature pim
feature 1ldp
feature nv overlay
feature ngoam

username admin password 5 $5$JFLHLISF14yAUx3SBPYIMG3JQkgDJ7R58UVIW167CIjP6ELIROOC
role network-admin

ip domain-lookup

copp profile strict

snmp-server user admin network-admin auth md5 0x380cfbb28eafe6263adbb5e5cel8a630
priv 0x380cfbb28eafe6263adbb5e5cel8a630 localizedkey

snmp-server host 172.26.163.142 traps version 2c public udp-port 2162

rmon event 1 log trap public description FATAL (1) owner PMONQ@FATAL

rmon event 2 log trap public description CRITICAL(2) owner PMONQ@CRITICAL

rmon event 3 log trap public description ERROR (3) owner PMON@ERROR

rmon event 4 log trap public description WARNING(4) owner PMON@WARNING

rmon event 5 log trap public description INFORMATION (5) owner PMON@INFO

ntp server 172.26.163.254 use-vrf management

ipvé switch-packets 1lla
ip pim rp-address 10.11.254.1 group-list 239.1.1.0/25
ip pim ssm range 232.0.0.0/8




ip pim anycast-rp 10.11.254.1 10.11.0.1
ip pim anycast-rp 10.11.254.1 10.11.0.2
vlan 1

vrf context management
ip route 0.0.0.0/0 172.26.163.254
ngoam install acl

nxapi http port 80

interface Ethernetl/1
description connected-to-AA01-93180LC-EX-1-Ethernetl/32
mtu 9216
ip address 10.11.0.13/30
ip ospf network point-to-point
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode
no shutdown

interface Ethernetl/2
description connected-to-AA01-93180LC-EX-2-Ethernetl/32
mtu 9216
ip address 10.11.0.22/30
ip ospf network point-to-point
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode
no shutdown

interface Ethernetl/3
description connected-to-AA01-9336C-FX2-1-Ethernetl/36
mtu 9216
ip address 10.11.0.34/30
ip ospf network point-to-point
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode
no shutdown

interface Ethernetl/4
description connected-to-AA01-9336C-FX2-2-Ethernetl/36
mtu 9216
ip address 10.11.0.30/30
ip ospf network point-to-point
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode
no shutdown

interface Ethernetl/5
mtu 9216
no shutdown

interface Ethernetl/6
mtu 9216
no shutdown

interface Ethernetl/7
mtu 9216
no shutdown

interface Ethernetl/8
mtu 9216
no shutdown

interface Ethernetl/9
mtu 9216
no shutdown

interface Ethernetl/10
mtu 9216




no shutdown

interface Ethernetl/11
mtu 9216
no shutdown

interface Ethernetl/12
mtu 9216
no shutdown

interface Ethernetl/13
mtu 9216
no shutdown

interface Ethernetl/14
mtu 9216
no shutdown

interface Ethernetl/15
mtu 9216
no shutdown

interface Ethernetl/16
mtu 9216
no shutdown

interface Ethernetl/17
mtu 9216
no shutdown

interface Ethernetl/18
mtu 9216
no shutdown

interface Ethernetl1/19
mtu 9216
no shutdown

interface Ethernetl/20
mtu 9216
no shutdown

interface Ethernetl/21
mtu 9216
no shutdown

interface Ethernetl/22
mtu 9216
no shutdown

interface Ethernetl/23
mtu 9216
no shutdown

interface Ethernetl/24
mtu 9216
no shutdown

interface Ethernetl/25
mtu 9216
no shutdown

interface Ethernetl/26
mtu 9216
no shutdown

interface Ethernetl/27
mtu 9216
no shutdown




interface Ethernetl/28
mtu 9216
no shutdown

interface Ethernetl/29
mtu 9216
no shutdown

interface Ethernetl1/30
mtu 9216
no shutdown

interface Ethernetl/31
mtu 9216
no shutdown

interface Ethernetl/32
mtu 9216
no shutdown

interface Ethernetl/33
mtu 9216
no shutdown

interface Ethernetl/34
mtu 9216
no shutdown

interface Ethernetl/35
mtu 9216
no shutdown

interface Ethernetl/36
mtu 9216
no shutdown

interface Ethernetl/37
mtu 9216
no shutdown

interface Ethernetl/38
mtu 9216
no shutdown

interface Ethernetl/39
mtu 9216
no shutdown

interface Ethernetl/40
mtu 9216
no shutdown

interface Ethernetl/41
mtu 9216
no shutdown

interface Ethernetl/42
mtu 9216
no shutdown

interface Ethernetl/43
mtu 9216
no shutdown

interface Ethernetl/44
mtu 9216
no shutdown




interface Ethernetl/45
mtu 9216
no shutdown

interface Ethernetl/46
mtu 9216
no shutdown

interface Ethernetl/47
mtu 9216
no shutdown

interface Ethernetl/48
mtu 9216
no shutdown

interface Ethernetl/49
mtu 9216
no shutdown

interface Ethernetl/50
mtu 9216
no shutdown

interface Ethernetl/51
mtu 9216
no shutdown

interface Ethernetl/52
mtu 9216
no shutdown

interface Ethernetl/53
mtu 9216
no shutdown

interface Ethernetl/54
mtu 9216
no shutdown

interface Ethernetl/55
mtu 9216
no shutdown

interface Ethernetl/56
mtu 9216
no shutdown

interface Ethernetl/57
mtu 9216
no shutdown

interface Ethernetl/58
mtu 9216
no shutdown

interface Ethernetl/59
mtu 9216
no shutdown

interface Ethernetl/60
mtu 9216
no shutdown

interface Ethernetl/61
mtu 9216
no shutdown

interface Ethernetl/62




mtu 9216
no shutdown

interface Ethernetl/63
mtu 9216
no shutdown

interface Ethernetl/64
mtu 9216
no shutdown

interface Ethernetl/65
mtu 9216
no shutdown

interface Ethernetl/66
mtu 9216
no shutdown

interface mgmtO
vrf member management
ip address 172.26.163.232/24

interface loopbackO
description Routing loopback interface
ip address 10.11.0.2/32
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode

interface loopback254
description RP loopback interface
ip address 10.11.254.1/32
ip router ospf Site-A UNDERLAY area 0.0.0.0
ip pim sparse-mode
line console
line vty
boot nxos bootflash:/nxos.9.3.5.bin
router ospf Site-A UNDERLAY
router-id 10.11.0.2
router bgp 65001
router-id 10.11.0.2
neighbor 10.11.0.3
remote-as 65001
update-source loopbackO
address-family 12vpn evpn
send-community
send-community extended
route-reflector-client
neighbor 10.11.0.4
remote-as 65001
update-source loopback0
address-family 12vpn evpn
send-community
send-community extended
route-reflector-client
neighbor 10.11.0.5
remote-as 65001
update-source loopback0
address-family 12vpn evpn
send-community
send-community extended
route-reflector-client
neighbor 10.11.0.6
remote-as 65001
update-source loopbackO
address-family 12vpn evpn
send-community
send-community extended
route-reflector-client
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