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About the Cisco Validated Design Program

The Cisco Validated Design (CVD) program consists of systems and solutions designed, tested, and
documented to facilitate faster, more reliable, and more predictable customer deployments. For more

information, go to: http://www.cisco.com/go/designzone.
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Executive Summary

Cisco Validated Designs (CVDs) consist of systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address the business needs of our customers.

This document details the design of the FlashStack© Virtual Desktop Infrastructure for VMware Horizon 8
VMware vSphere 8.0 U1 Design Guide, which describes a validated Converged Infrastructure (Cl) jointly
developed by Cisco and Pure Storage®©

The solution covers the deployment of a predesigned, best-practice data center architecture with:
¢ VMware Horizon and VMware vSphere.
« Cisco Unified Computing System (Cisco UCS) incorporating the Cisco B-Series modular platform.
o Cisco Nexus 9000 family of switches.
o Cisco MDS 9000 family of Fibre Channel switches.

o Pure Storage FlashArray//X70 R3 all flash array supporting Fibre Channel storage access.
Additionally, this FlashStack solution is also delivered as Infrastructure as Code (IaC) to eliminate error-prone
manual tasks, allowing quicker and more consistent solution deployments. Cisco Intersight cloud platform
delivers monitoring, orchestration, workload optimization and lifecycle management capabilities for the
FlashStack solution.

When deployed, the architecture presents a robust infrastructure viable for a wide range of application
workloads implemented as a Virtual Desktop Infrastructure (VDI).

If you’re interested in understanding the FlashStack design and deployment details, including the configuration
of various elements of design and associated best practices, refer to our Cisco Validated Designs for

FlashStack, here: Data Center Design Guides - FlashStack Platforms
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Solution Overview
This chapter contains the following:

o Audience

e Purpose of this Document

e What's New in this Release?
The current industry trend in data center design is towards shared infrastructures. By using virtualization along
with pre-validated IT platforms, enterprise customers have embarked on the journey to the cloud by moving
away from application silos and toward shared infrastructure that can be quickly deployed, thereby increasing
agility, and reducing costs. Cisco, Pure Storage and VMware have partnered to deliver this Cisco Validated
Design, which uses best of breed storage, server, and network components to serve as the foundation for
desktop virtualization workloads, enabling efficient architectural designs that can be quickly and confidently
deployed.

Audience

The intended audience for this document includes, but is not limited to IT architects, sales engineers, field
consultants, professional services, IT managers, IT engineers, partners, and customers who are interested in
learning about and deploying the Virtual Desktop Infrastructure (VDI).

Purpose of this Document

This document provides a step-by-step design, configuration, and implementation guide for the Cisco Validated
Design for:

o Large-scale VMware Horizon 8 VDI.
e Pure Storage FlashArray//X70 R3 Storage array.
e Cisco UCS X210c M7 Blade Servers running VMware vSphere 8.0 U1.
o Cisco Nexus 9000 Series Ethernet Switches.
e Cisco MDS 9100 Series Multilayer Fibre Channel Switches.
What’s New in this Release?
Highlights for this design include:
e Support for Cisco UCS 9508 blade server chassis with Cisco UCS X210c M7 compute nodes.
e Support for Pure Storage FlashArray//X70 R3 with Purity //FA version 6.3.14.
e VMware Horizon 8 2306 (Horizon 8 version-8.10).
¢ Support for VMware vSphere 8.0 U1.
e Support for the Cisco UCS Manager 4.2.

e Support for VMware vCenter 8.0 U1 to set up and manage the virtual infrastructure as well as integration
of the virtual environment with Cisco Intersight software.

o Support for Cisco Intersight platform to deploy, maintain, and support the FlashStack components.

o Support for Cisco Intersight Assist virtual appliance to help connect the Pure Storage FlashArray and
VMware vCenter with the Cisco Intersight platform.
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o Fully automated solution deployment describing the FlashStack infrastructure and VMware vSphere

virtualization and VMware vSphere virtualization.
These factors have led to the need for a predesigned computing, networking and storage building blocks
optimized to lower the initial design cost, simplify management, and enable horizontal scalability and high levels

of utilization.
The use cases include:
o Enterprise Data Center
o Service Provider Data Center

o Large Commercial Data Center
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Technology Overview
This chapter contains the following:
o FlashStack
o Cisco Unified Computing System
e Cisco UCS Fabric Interconnect
o Cisco UCS Virtual Interface Cards (VICs)
o Cisco Switches
e VMware Horizon
» VMware Horizon Remote Desktop Server Hosted (RDSH) Sessions and Windows 10 Desktops
o VMware vSphere 8.0 Update 1
e Red Hat Ansible

o Cisco Intersight Assist Device Connector for VMware vCenter and Pure Storage FlashArray

e Pure Storage for VDI

e Purity for FlashArray

e Purel
Cisco and Pure Storage have partnered to deliver several Cisco Validated Designs, which use best-in-class
storage, server, and network components to serve as the foundation for virtualized workloads such as Virtual
Desktop Infrastructure (VDI), enabling efficient architectural designs that you can deploy quickly and confidently.

FlashStack

The FlashStack architecture was jointly developed by Cisco and Pure Storage. All FlashStack components are
integrated, al-lowing customers to deploy the solution quickly and economically while eliminating many of the
risks associated with researching, designing, building, and deploying similar solutions from the foundation. One
of the main benefits of FlashStack is its ability to maintain consistency at scale. Each of the component families
shown in Figure 1 (Cisco UCS, Cisco Nexus, Cisco MDS, and Pure Storage FlashArray systems) offers platform
and resource options to scale up or scale out the infrastructure while supporting the same features and
functions.
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Figure 1. FlashStack components
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Cisco Unified Computing System

Cisco Unified Computing System (Cisco UCS) is a next-generation data center platform that integrates
computing, networking, storage access, and virtualization resources into a cohesive system designed to reduce
total cost of ownership and increase business agility. The system integrates a low-latency, lossless 10-100
Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. The system is an
integrated, scalable, multi-chassis platform with a unified management domain for managing all resources.

Cisco Unified Computing System consists of the following subsystems:

Compute: The compute piece of the system incorporates servers based on the third-generation Intel
Xeon Scalable processors. Servers are available in blade and rack form factor, managed by Cisco UCS
Manager.

Network: The integrated network fabric in the system provides a low-latency, lossless, 10/25/40/100
Gbps Ethernet fabric. Networks for LAN, SAN and management access are consolidated within the fabric.
The unified fabric uses the innovative Single Connect technology to lower costs by reducing the number
of network adapters, switches, and cables. This in turn lowers the power and cooling needs of the
system.

Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnostic features are now extended into virtual environments to support evolving business needs.

Storage access: Cisco UCS system provides consolidated access to both SAN storage and Network
Attached Storage over the unified fabric. This provides customers with storage choices and investment
protection. Also, the server administrators can pre-assign storage-access policies to storage resources,
for simplified storage connectivity and management leading to increased productivity.

Management: The system uniquely integrates compute, network, and storage access subsystems,
enabling it to be managed as a single entity through Cisco UCS Manager software. Cisco UCS Manager
increases IT staff productivity by enabling storage, network, and server administrators to collaborate on
Service Profiles that define the desired physical configurations and infrastructure policies for applications.
Service Profiles increase business agility by enabling IT to automate and provision re-sources in minutes
instead of days.
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Cisco UCS Differentiators

Cisco Unified Computing System is revolutionizing the way servers are managed in the datacenter. The
following are the unique differentiators of Cisco Unified Computing System and Cisco UCS Manager:

Embedded Management: In Cisco UCS, the servers are managed by the embedded firmware in the Fabric
Interconnects, eliminating the need for any external physical or virtual devices to manage the servers.

Unified Fabric: In Cisco UCS, from blade server chassis or rack servers to Fl, there is a single Ethernet
cable used for LAN, SAN, and management traffic. This converged I/O results in reduced cables, SFPs
and adapters - reducing capital and operational expenses of the overall solution.

Auto Discovery: By simply inserting the blade server in the chassis or connecting the rack server to the
fabric interconnect, discovery and inventory of compute resources occurs automatically without any
management intervention. The combination of unified fabric and auto-discovery enables the wire-once
architecture of Cisco UCS, where compute capability of Cisco UCS can be extended easily while keeping
the existing external connectivity to LAN, SAN, and management networks.

Policy Based Resource Classification: Once Cisco UCS Manager discovers a compute resource, it can be
automatically classified to a given resource pool based on policies defined. This capability is useful in
multi-tenant cloud computing. This CVD showcases the policy-based resource classification of Cisco
UCS Manager.

Combined Rack and Blade Server Management: Cisco UCS Manager can manage Cisco UCS B-series
blade servers and Cisco UCS C-series rack servers under the same Cisco UCS domain. This feature,
along with stateless computing makes compute resources truly hardware form factor agnostic.

Model based Management Architecture: The Cisco UCS Manager architecture and management database
is model based, and data driven. An open XML API is provided to operate on the management model.
This enables easy and scalable integration of Cisco UCS Manager with other management systems.

Policies, Pools, Templates: The management approach in Cisco UCS Manager is based on defining
policies, pools, and templates, instead of cluttered configuration, which enables a simple, loosely
coupled, data driven approach in managing compute, network, and storage resources.

Loose Referential Integrity: In Cisco UCS Manager, a service profile, port profile or policies can refer to
other policies or logical resources with loose referential integrity. A referred policy cannot exist at the time
of authoring the referring policy or a referred policy can be deleted even though other policies are
referring to it. This provides different subject matter experts to work independently from each other. This
provides great flexibility where different experts from different domains, such as network, storage,
security, server, and virtualization work together to accomplish a complex task.

Policy Resolution: In Cisco UCS Manager, a tree structure of organizational unit hierarchy can be created
that mimics the re-al-life tenants and/or organization relationships. Various policies, pools and templates
can be defined at different levels of organization hierarchy. A policy referring to another policy by name is
resolved in the organizational hierarchy with closest policy match. If no policy with specific name is found
in the hierarchy of the root organization, then the special policy named “default” is searched. This policy
resolution practice enables automation friendly management APIs and provides great flexibility to owners
of different organizations.

Service Profiles and Stateless Computing: A service profile is a logical representation of a server, carrying
its various identities and policies. This logical server can be assigned to any physical compute resource as
far as it meets the resource requirements. Stateless computing enables procurement of a server within
minutes, which used to take days in legacy server management systems.
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o Built-in Multi-Tenancy Support: The combination of policies, pools and templates, loose referential
integrity, policy resolution in the organizational hierarchy and a service profiles-based approach to
compute resources makes Cisco UCS Manager inherently friendly to multi-tenant environments typically
observed in private and public clouds.

« Extended Memory: The enterprise-class Cisco UCS Blade server extends the capabilities of the Cisco
Unified Computing System portfolio in a half-width blade form factor. It harnesses the power of the latest
Intel Xeon Scalable Series processor family CPUs and Intel Optane DC Persistent Memory (DCPMM) with
up to 18TB of RAM (using 256GB DDR4 DIMMs and 512GB DCPMM).

o Simplified QoS: Even though Fibre Channel and Ethernet are converged in the Cisco UCS fabric, built-in
support for QoS and lossless Ethernet makes it seamless. Network Quality of Service (QoS) is simplified in
Cisco UCS Manager by representing all system classes in one GUI panel.

Cisco Intersight

Cisco Intersight is a lifecycle management platform for your infrastructure, regardless of where it resides. In your
enterprise data center, at the edge, in remote and branch offices, at retail and industrial sites—all these locations
present unique management challenges and have typically required separate tools. Cisco Intersight Software as
a Service (SaaS) unifies and simplifies your experience of the Cisco Unified Computing System (Cisco UCS).

Cisco Intersight software delivers a new level of cloud-powered intelligence that supports lifecycle management
with continuous improvement. It is tightly integrated with the Cisco Technical Assistance Center (TAC).

Expertise and information flow seamlessly between Cisco Intersight and IT teams, providing global management
of Cisco infrastructure, anywhere. Remediation and problem resolution are supported with automated upload of
error logs for rapid root-cause analysis.

Figure 2.  Cisco Intersight
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percent programmable. Cisco Intersight simply moves the control plane from the network into the cloud.
Now you can manage your Cisco UCS and infrastructure wherever it resides through a single interface.

e Deploy your way.

If you need to control how your management data is handled, comply with data locality regulations, or
consolidate the number of outbound connections from servers, you can use the Cisco Intersight Virtual
Appliance for an on-premises experience. Cisco Intersight Virtual Appliance is continuously updated just
like the SaaS version, so regardless of which approach you implement, you never have to worry about
whether your management software is up to date.

e DevOps ready.

If you are implementing DevOps practices, you can use the Cisco Intersight APl with either the cloud-
based or virtual appliance offering. Through the APl you can configure and manage infrastructure as
code—you are not merely configuring an abstraction layer; you are managing the real thing. Through the
API and support of cloud-based RESTful API, Terraform providers, Microsoft PowerShell scripts, or
Python software, you can automate the deployment of settings and software for both physical and virtual
layers. Using the API, you can simplify infrastructure lifecycle operations and increase the speed of
continuous application delivery.

o Pervasive simplicity.
Simplify the user experience by managing your infrastructure regardless of where it is installed.

e Actionable intelligence.

« Use best practices to enable faster, proactive IT operations.

« Gain actionable insight for ongoing improvement and problem avoidance.

¢ Manage anywhere.

o Deploy in the data center and at the edge with massive scale.

o Get visibility into the health and inventory detail for your Intersight Managed environment on-the-go with
the Cisco Inter-sight Mobile App.
For more information about Cisco Intersight and the different deployment options, go to: Cisco Intersight -
Manage vour systems anywhere.

Cisco UCS Fabric Interconnect

The Cisco UCS Fabric Interconnect (Fl) is a core part of the Cisco Unified Computing System, providing both
network connectivity and management capabilities for the system. Depending on the model chosen, the Cisco
UCS Fabric Interconnect offers line-rate, low-latency, lossless 10 Gigabit, 25 Gigabit, 40 Gigabit, or 100 Gigabit
Ethernet, Fibre Channel over Ethernet (FCoE) and Fibre Channel connectivity. Cisco UCS Fabric Interconnects
provide the management and communication backbone for the Cisco UCS C-Series, S-Series and HX-Series
Rack-Mount Servers, Cisco UCS B-Series Blade Servers, and Cisco UCS 9500 Series Blade Server Chassis. All
servers and chassis, and therefore all blades, attached to the Cisco UCS Fabric Interconnects become part of a
single, highly available management domain. In addition, by supporting unified fabrics, the Cisco UCS Fabric
Interconnects provide both the LAN and SAN connectivity for all servers within its domain.

For networking performance, the Cisco UCS 6536 Series uses a cut-through architecture, supporting
deterministic, low latency, line rate 10/25/40/100 Gigabit Ethernet ports, 3.82 Tbps of switching capacity, and
320 Gbps bandwidth per Cisco 9508 blade chassis when connected through the IOM 2208/2408 model. The
product family supports Cisco low-latency, lossless 10/25/40/100 Gigabit Ethernet unified network fabric
capabilities, which increase the reliability, efficiency, and scalability of Ethernet networks. The Fabric
Interconnect supports multiple traffic classes over the Ethernet fabric from the servers to the uplinks. Significant
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TCO savings come from an FCoE-optimized server design in which network interface cards (NICs), host bus
adapters (HBAs), cables, and switches can be consolidated.

Cisco UCS 6536 Fabric Interconnects

The Cisco UCS Fabric Interconnects (FIs) provide a single point for connectivity and management for the entire
Cisco Unified Computing System. Typically deployed as an active/active pair, the system’s Fls integrate all
components into a single, highly available management domain controlled by Cisco Intersight. Cisco UCS Fls
provide a single unified fabric for the system, with low-latency, lossless, cut-through switching that supports
LAN, SAN, and management traffic using a single set of cables.

Figure 3. Cisco UCS 6536 Fabric Interconnects

The Cisco UCS 6536 utilized in the current design is a 36-port Fabric Interconnect. This single RU device
includes up to 36 10/25/40/100 Gbps Ethernet ports, 16 8/16/32-Gbps Fibre Channel ports via 4 128 Gbps to
4x32 Gbps breakouts on ports 33-36. All 36 ports support breakout cables or QSA interfaces.

Figure 4. Cisco UCS X210c M7 Compute Node

The Cisco UCS X210c M7 features:

e« CPU: Up to 2x 4th Gen Intel Xeon Scalable Processors with up to 60 cores per processor and up to 2.625
MB Level 3 cache per core and up to 112.5 MB per CPU.

e« Memory: Up to 8TB of main memory with 32x 256 GB DDR5-4800 DIMMs.

« Disk storage: Up to six hot-pluggable, solid-state drives (SSDs), or non-volatile memory express (NVMe)
2.5-inch drives with a choice of enterprise-class redundant array of independent disks (RAIDs) or
passthrough controllers, up to two M.2 SATA drives with optional hardware RAID.

¢ Optional front mezzanine GPU module: The Cisco UCS front mezzanine GPU module is a passive PCle
Gen 4.0 front mezzanine option with support for up to two U.2 NVMe drives and two HHHL GPUs.

¢ mLOM virtual interface cards:

o Cisco UCS Virtual Interface Card (VIC) 15420 occupies the server's modular LAN on motherboard
(mLOM) slot, enabling up to 50 Gbps of unified fabric connectivity to each of the chassis intelligent
fabric modules (IFMs) for 100 Gbps connectivity per server.

o Cisco UCS Virtual Interface Card (VIC) 15231 occupies the server's modular LAN on motherboard
(mLOM) slot, enabling up to 100 Gbps of unified fabric connectivity to each of the chassis intelligent
fabric modules (IFMs) for 100 Gbps connectivity per server.

¢ Optional mezzanine card:

o Cisco UCS 5th Gen Virtual Interface Card (VIC) 15422 can occupy the server's mezzanine slot at the
bottom rear of the chassis. This card's I/O connectors link to Cisco UCS X-Fabric technology. An
included bridge card extends this VIC's 2x 50 Gbps of network connections through IFM connectors,
bringing the total bandwidth to 100 Gbps per fabric (for a total of 200 Gbps per server).
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o Cisco UCS PCI Mezz card for X-Fabric can occupy the server's mezzanine slot at the bottom rear of
the chassis. This card's I/O connectors link to Cisco UCS X-Fabric modules and enable connectivity to
the Cisco UCS X440p PCle Node.

¢ All VIC mezzanine cards also provide 1/O connections from the Cisco UCS X210c M7 compute node to
the X440p PCle Node.

o Security: The server supports an optional Trusted Platform Module (TPM). Additional security features
include a secure boot FPGA and ACT2 anticounterfeit provisions.

Cisco UCS Virtual Interface Cards (VICs)

The Cisco UCS VIC 15000 series is designed for Cisco UCS X-Series M6/M7 Blade Servers, Cisco UCS B-
Series M6 Blade Servers, and Cisco UCS C-Series M6/M7 Rack Servers. The adapters are capable of
supporting 10/25/40/50/100/200-Gigabit Ethernet and Fibre Channel over Ethernet (FCoE). They incorporate
Cisco’s next-generation Converged Network Adapter (CNA) technology and offer a comprehensive feature set,
providing investment protection for future feature software releases.

Cisco UCS VIC 15231

The Cisco UCS VIC 15231 (Figure 6) is a 2x100-Gbps Ethernet/FCoE-capable modular LAN on motherboard
(mLOM) designed exclusively for the Cisco UCS X210 Compute Node. The Cisco UCS VIC 15231 enables a
policy-based, stateless, agile server infrastructure that can present to the host PCle standards-compliant
interfaces that can be dynamically configured as either NICs or HBAs.

Figure 5. Cisco UCS VIC 15231
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Figure 6. Cisco UCS VIC 15231
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Cisco Switches

Cisco Nexus 93180YC-FX Switches

The Cisco Nexus 93180YC-EX Switch provides a flexible line-rate Layer 2 and Layer 3 feature set in a compact
form factor. Designed with Cisco Cloud Scale technology, it supports highly scalable cloud architectures. With
the option to operate in Cisco NX-OS or Application Centric Infrastructure (ACI) mode, it can be deployed
across enterprise, service provider, and Web 2.0 data centers.

o Architectural Flexibility

o Includes top-of-rack or middle-of-row fiber-based server access connectivity for traditional and leaf-
spine architectures.

o Leaf node support for Cisco ACI architecture is provided in the roadmap.

o Increase scale and simplify management through Cisco Nexus 2000 Fabric Extender support.

o Feature Rich

o Enhanced Cisco NX-OS Software is designed for performance, resiliency, scalability, manageability,
and programmability.

o ACIl-ready infrastructure helps users take advantage of automated policy-based systems

management.

o Virtual Extensible LAN (VXLAN) routing provides network services.

o Rich traffic flow telemetry with line-rate data collection.

o Real-time buffer utilization per port and per queue, for monitoring traffic micro-bursts and application
traffic patterns.

o Highly Available and Efficient Design
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o High-density, non-blocking architecture.
o Easily deployed into either a hot-aisle and cold-aisle configuration.
o Redundant, hot-swappable power supplies and fan trays.

« Simplified Operations

o Power-On Auto Provisioning (POAP) support allows for simplified software upgrades and
configuration file installation.

o An intelligent API offers switch management through remote procedure calls (RPCs, JSON, or XML)
over a HTTP/HTTPS infra-structure.

o Python Scripting for programmatic access to the switch command-line interface (CLI).
o Hot and cold patching, and online diagnostics.

¢ Investment Protection
A Cisco 40 Gbe bidirectional transceiver allows reuse of an existing 10 Gigabit Ethernet multimode cabling plant
for 40 Giga-bit Ethernet Support for 1 Gbe and 10 Gbe access connectivity for data centers migrating access
switching infrastructure to faster speed. The following is supported:

e 1.8 Tbps of bandwidth in a 1 RU form factor.

o 48 fixed 1/10/25-Gbe SFP+ ports.

o 6 fixed 40/100-Gbe QSFP+ for uplink connectivity.

« Latency of less than 2 microseconds.

« Front-to-back or back-to-front airflow configurations.

¢ 1+1 redundant hot-swappable 80 Plus Platinum-certified power supplies.

¢ Hot swappable 3+1 redundant fan trays.

Figure 7.  Cisco Nexus 93180YC-EX Switch
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Cisco MDS 9132T 32-Gb Fiber Channel Switch

The next-generation Cisco MDS 9132T 32-Gb 32-Port Fibre Channel Switch (Figure 8) provides high-speed
Fibre Channel connectivity from the server rack to the SAN core. It empowers small, midsize, and large
enterprises that are rapidly deploying cloud-scale applications using extremely dense virtualized servers,
providing the dual benefits of greater bandwidth and consolidation.

Small-scale SAN architectures can be built from the foundation using this low-cost, low-power, non-blocking,
line-rate, and low-latency, bi-directional airflow capable, fixed standalone SAN switch connecting both storage
and host ports.

Medium-size to large-scale SAN architectures built with SAN core directors can expand 32-Gb connectivity to
the server rack using these switches either in switch mode or Network Port Virtualization (NPV) mode.

Additionally, investing in this switch for the lower-speed (4- or 8- or 16-Gb) server rack gives you the option to
upgrade to 32-Gb server connectivity in the future using the 32-Gb Host Bus Adapter (HBA) that are available
today. The Cisco MDS 9132T 32-Gb 32-Port Fibre Channel switch also provides unmatched flexibility through a
unique port expansion module (Figure 9) that provides a robust cost-effective, field swappable, port upgrade
option.
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This switch also offers state-of-the-art SAN analytics and telemetry capabilities that have been built into this
next-generation hardware platform. This new state-of-the-art technology couples the next-generation port
ASIC with a fully dedicated Network Processing Unit designed to complete analytics calculations in real time.
The telemetry data extracted from the inspection of the frame headers are calculated on board (within the
switch) and, using an industry-leading open format, can be streamed to any analytics-visualization platform.
This switch also includes a dedicated 10/100/1000BASE-T telemetry port to maximize data delivery to any
telemetry receiver including Cisco Data Center Network Manager.

Figure 8. Cisco MDS 9132T 32-Gb Fibre Channel Switch

Figure 9. Cisco MDS 9132T 32-Gb 16-Port Fibre Channel Port Expansion Module

o« Features

o High performance: Cisco MDS 9132T architecture, with chip-integrated nonblocking arbitration,
provides consistent 32-Gb low-latency performance across all traffic conditions for every Fibre
Channel port on the switch.

o Capital Expenditure (CapEx) savings: The 32-Gb ports allow users to deploy them on existing 16- or
8-Gb transceivers, reducing initial CapEx with an option to upgrade to 32-Gb transceivers and
adapters in the future.

o High availability: Cisco MDS 9132T switches continue to provide the same outstanding availability and
reliability as the previous-generation Cisco MDS 9000 Family switches by providing optional
redundancy on all major components such as the power supply and fan. Dual power supplies also
facilitate redundant power grids.

o Pay-as-you-grow: The Cisco MDS 9132T Fibre Channel switch provides an option to deploy as few
as eight 32-Gb Fibre Channel ports in the entry-level variant, which can grow by 8 ports to 16 ports,
and thereafter with a port expansion module with sixteen 32-Gb ports, to up to 32 ports. This
approach results in lower initial investment and power consumption for entry-level configurations of
up to 16 ports compared to a fully loaded switch. Upgrading through an expansion module also
reduces the overhead of managing multiple instances of port activation licenses on the switch. This
unique combination of port upgrade options allow four possible configurations of 8 ports, 16 ports, 24
ports and 32 ports.

o Next-generation Application-Specific Integrated Circuit (ASIC): The Cisco MDS 9132T Fibre Channel
switch is powered by the same high-performance 32-Gb Cisco ASIC with an integrated network
processor that powers the Cisco MDS 9700 48-Port 32-Gb Fibre Channel Switching Module. Among
all the advanced features that this ASIC enables, one of the most notable is inspection of Fibre
Channel and Small Computer System Interface (SCSI) headers at wire speed on every flow in the
smallest form-factor Fibre Channel switch without the need for any external taps or appliances. The
recorded flows can be analyzed on the switch and also exported using a dedicated
10/100/1000BASE-T port for telemetry and analytics purposes.
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o Intelligent network services: Slow-drain detection and isolation, VSAN technology, Access Control
Lists (ACLs) for hardware-based intelligent frame processing, smartzoning and fabric wide Quality of
Service (QoS) enable migration from SAN islands to enterprise-wide storage networks. Traffic
encryption is optionally available to meet stringent security requirements.

o Sophisticated diagnostics: The Cisco MDS 9132T provides intelligent diagnostics tools such as Inter-
Switch Link (ISL) diagnostics, read diagnostic parameters, protocol decoding, network analysis tools,
and integrated Cisco Call Home capability for greater reliability, faster problem resolution, and
reduced service costs.

o Virtual machine awareness: The Cisco MDS 9132T provides visibility into all virtual machines logged
into the fabric. This feature is available through HBAs capable of priority tagging the Virtual Machine
Identifier (VMID) on every FC frame. Virtual machine awareness can be extended to intelligent fabric
services such as analytics[1] to visualize performance of every flow originating from each virtual
machine in the fabric.

o Programmable fabric: The Cisco MDS 9132T provides powerful Representational State Transfer
(REST) and Cisco NX-API capabilities to enable flexible and rapid programming of utilities for the SAN
as well as polling point-in-time telemetry data from any external tool.

o Single-pane management: The Cisco MDS 9132T can be provisioned, managed, monitored, and
troubleshot using Cisco Data Center Network Manager (DCNM), which currently manages the entire
suite of Cisco data center products.

o Self-contained advanced anticounterfeiting technology: The Cisco MDS 9132T uses on-board
hardware that protects the entire system from malicious attacks by securing access to critical
components such as the bootloader, system image loader and Joint Test Action Group (JTAG)
interface.

VMware Horizon

VMware Horizon is a modern platform for running and delivering virtual desktops and apps across the hybrid
cloud. For administrators, this means simple, automated, and secure desktop and app management. For users,
it provides a consistent experience across devices and locations.

For more information, go to: VMware Horizon.

VMware Horizon Remote Desktop Server Hosted (RDSH) Sessions and Windows 10
Desktops

The virtual app and desktop solution is designed for an exceptional experience.

Today's employees spend more time than ever working remotely, causing companies to rethink how IT services
should be delivered. To modernize infrastructure and maximize efficiency, many are turning to desktop as a
service (DaaS) to enhance their physical desktop strategy, or they are updating on-premises virtual desktop
infrastructure (VDI) deployments. Managed in the cloud, these deployments are high-performance virtual
instances of desktops and apps that can be delivered from any datacenter or public cloud provider.

Daa$S and VDI capabilities provide corporate data protection as well as an easily accessible hybrid work solution
for employees. Because all data is stored securely in the cloud or datacenter, rather than on devices, end-users
can work securely from anywhere, on any device, and over any network—all with a fully IT-provided experience.
IT also gains the benefit of centralized management, so they can scale their environments quickly and easily. By
separating endpoints and corporate data, resources stay protected even if the devices are compromised.

As a leading VDI and Daa$S provider, VMware provides the capabilities organizations need for deploying virtual
apps and desktops to reduce downtime, increase security, and alleviate the many challenges associated with
traditional desktop management.
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For more information, go to:

https://docs.vmware.com/en/VMware-Horizon/8-2306/rn/vmware-horizon-8-2306-release-notes/index.html

https://customerconnect.vmware.com/en/downloads/info/slug/desktop _end user computing/vmware horizon

[2306

VMware Horizon 8 2306

VMware Horizon 8 version 2306 includes the following new features and enhancements. This information is
grouped by installable component.

This release adds support for the following Linux distributions:
o Red Hat Enterprise Linux (RHEL) Workstation 8.8 and 9.2
o Red Hat Enterprise Linux (RHEL) Server 8.8 and 9.2

o Rocky Linux 8.8 and 9.2

o Debian 11.6 and 11.7

This release drops support for the following Linux distributions:
o RHEL Workstation 8.4
o RHEL Server 8.4

This release adds support for VMware Horizon Recording. This feature allows administrators to record
desktop and application sessions to monitor user behavior for Linux remote desktops and applications.

VMware Integrated Printing now supports the ability to add a watermark to printed jobs. Administrators
can enable this feature using the printSvc.watermarkEnabled property in /etc/vmware/config.

Administrators can store the VMwareBlastServer CA-signed certificate and private key in a BCFKS
keystore. Two new configuration options in /etc/vmware/viewagent-

custom.conf, SSLCertName and SSLKeyName, can be used to customize the names of the certificate
and private key.

Horizon Client

o For client certificates, Horizon 8 administrators can set the Connection Server enforcement state for
Windows Client sessions and specify the minimum desired security setting to restrict client
connections.

o The Unlock a Desktop with True SSO and Workspace ONE feature is now supported on Horizon Mac
and Linux clients.

Horizon RESTful APIs

o New REST APIs for Application pool, Application icon, Virtual Center summary statistics,
UserOrGroupsSummary, Datastore usage, Session statistics, Machines etcetera are available along
with existing APl updates to create robust automations. For more details, refer to APl documentation.

o Horizon Agent for Linux now supports Real-Time Audio-Video redirection, which includes both audio-
in and webcam redirection of locally connected devices from the client system to the remote session.

o VMware Integrated Printing now supports printer redirection from Linux remote desktops to client
devices running Horizon Client for Chrome or HTML Access.

o Session Collaboration is now supported on the MATE desktop environment.

o A vGPU desktop can support a maximum resolution of 3840x2160 on one, two, three, or four
monitors configured in any arrangement.
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o

o

A non-vGPU desktop can support a maximum resolution of 3840x2160 on a single monitor only.
Agent and Agent RDS levels are now supported for Horizon Agent for Linux.

o Virtual Desktops

o

Option to create multiple custom compute profiles (CPU, RAM, Cores per Socket) for a single golden
image snapshot during desktop pool creation.

VMware Blast now detects the presence of a vGPU system and applies higher quality default settings.

VMware vSphere Distributed Resource Scheduler (DRS) in vSphere 7.0 U3f and later can now be
configured to automatically migrate vGPU desktops when entering ESXi host maintenance mode. For

more information, see https://kb.vmware.com/s/article/87277

Forensic quarantine feature that archives the virtual disks of selected dedicated or floating Instant
Clone desktops for forensic purposes.

The VMware Blast CPU controller feature is now enabled by default in scale environments.

Removed pop-up for suggesting best practices during creation of an instant clone. The information
now appears on the first tab/screen of the creation wizard.

Help Desk administrator roles are now applicable to all access groups, not just to the root access
group as with previous releases.

Administrators can encrypt a session recording file into a .bin format so that it cannot be played from
the file system.

If using an older Web browser, a message appears when launching the Horizon Console indicating
that using a modern browser will provide a better user experience.

Added Support for HW encoding on Intel GPU for Windows:

- Supports Intel 11th Generation Integrated Graphics and above (Tigerlake+) with a minimum
required driver version of: 30.0.101.1660
https://www.intel.com/content/www/us/en/download/19344/727284/intel-graphics-windows-
dch-drivers.html.

VVC-based USB-R is enabled by default for non-desktop (Chrome/HTML Access/Android) Blast
clients.

Physical PC (as Unmanaged Pool) now supports Windows 10 Education and Pro (20H2 and later) and
Windows 11 Education and Pro (21H2) with the VMware Blast protocol.

Storage Drive Redirection (SDR) is now available as an alternative option to USB or CDR redirection
for better I/O performance.

« Horizon Connection Server

o

o

Horizon Connection Server now enables you to configure a customized timeout warning and set the
timer for the warning to appear before a user is forcibly disconnected from a remote desktop or
published application session. This warning is supported with Horizon Client for Windows 2306 and
Horizon Client for Mac 2306 or later.

Windows Hello for Business with certificate authentication is now supported when you Log In as
Current User on the Horizon Client for Windows.

Added limited support for Hybrid Azure AD.

e Horizon Agent

o

The Horizon Agent Installer now includes a pre-check to confirm that .NET 4.6.2 is installed if Horizon
Performance Tracker is selected.
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e Horizon Client
o For information about new features in a Horizon client, including HTML Access, review the release
notes for that Horizon client.
« General

o The View Agent Direct-Connection Plug-In product name was changed to Horizon Agent Direct-
Connection Plug-In in the documentation set.

o Customers are automatically enrolled in the VMware Customer Experience Improvement Program
(CEIP) during installation.

For more information about VMware vSphere and its components, see:
https://www.vmware.com/products/vsphere.html.

VMware vSphere 8.0 Update 1

VMware vSphere is an enterprise workload platform for holistically managing large collections of infrastructures
(resources including CPUs, storage, and networking) as a seamless, versatile, and dynamic operating
environment. Unlike traditional operating systems that manage an individual machine, VMware vSphere
aggregates the infrastructure of an entire data center to create a single powerhouse with resources that can be
allocated quickly and dynamically to any application in need.

Note: VMware vSphere 8 became generally available in November of 2022.

The VMware vSphere 8 Update 1 release delivered enhanced value in operational efficiency for admins,
supercharged performance for higher-end Al/ML workloads, and elevated security across the environment.
VMware vSphere 8 Update 1 has now achieved general availability.

For more information about VMware vSphere 8 Update 1 three key areas of enhancements, go to the VMware
blog.

VMware vSphere vCenter

VMware vCenter Server provides unified management of all hosts and VMs from a single console and
aggregates performance monitoring of clusters, hosts, and VMs. VMware vCenter Server gives administrators
deep insight into the status and configuration of compute clusters, hosts, VMs, storage, the guest OS, and other
critical components of a virtual infrastructure. VMware vCenter manages the rich set of features available in a
VMware vSphere environment.

Red Hat Ansible

Ansible is simple and powerful, allowing users to easily manage various physical devices within FlashStack
including the provisioning of Cisco UCS servers, Cisco Nexus switches, Pure Storage FlashArray storage and
VMware vSphere. Using Ansible’s Playbook-based automation is easy and integrates into your current
provisioning infrastructure.

Cisco Intersight Assist Device Connector for VMware vCenter and Pure Storage
FlashArray

Cisco Intersight integrates with VMware vCenter and Pure Storage FlashArray as follows:

o Cisco Intersight uses the device connector running within Cisco Intersight Assist virtual appliance to
communicate with the VMware vCenter.

« Cisco Intersight uses the device connector running within a Cisco Intersight Assist virtual appliance to
integrate with all Pure Storage FlashArray models.

For further information:
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Figure 10. Cisco Intersight and vCenter and Pure Storage Integration
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The device connector provides a safe way for connected targets to send information and receive control
instructions from the Cisco Intersight portal using a secure Internet connection. The integration brings the full
value and simplicity of Cisco Intersight infrastructure management service to VMware hypervisor and Pure
Storage FlashArray storage environments. The integration architecture enables FlashStack customers to use
new management capabilities with no compromise in their existing VMware or Pure Storage FlashArray
operations. IT users will be able to manage heterogeneous infrastructure from a centralized Cisco Intersight
portal. At the same time, the IT staff can continue to use VMware vCenter and the Pure Storage dashboard for
comprehensive analysis, diagnostics, and reporting of virtual and storage environments. The next section
addresses the functions that this integration provides.

Pure Storage for VDI

Pure Storage helps organizations—of all sizes and across multiple industries—overcome the most common
reasons for disappointing results from a VDI. All-flash storage delivers:

e Always-on, always fast and always secure VDI, ensuring a consistently superior end-user experience.
« Efficiency with up to 2x better data-reduction rates, lowering capital and operating costs.
o Effortless storage management, sharply reducing the demands on IT staff.

o Evergreen growth and scalability, incorporating non-disruptive upgrades and clearly defined costs known
well in advance.
Whether you’re planning a VDI rollout or have already implemented VDI that’s delivering sub-par results, this
white paper will provide valuable guidance—citing actual end-user deployments—that clearly illustrates how
deploying flash storage can optimize your end user productivity and experience with VDI.

Purity //FA

The essential element of every Pure Storage FlashArray is the Purity //FA Operating Environment software.
Purity //FA implements advanced data reduction, storage management, and flash management features,
enabling organizations to enjoy Tier 1 data services for all workloads, proven 99.9999% availability over multiple
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years (inclusive of maintenance and generational upgrades), completely non-disruptive operations, 2X better
data reduction versus alternative all-flash solutions, and - with FlashArray//X - the power and efficiency of
DirectFlash™.

Moreover, Purity includes enterprise-grade data security, modern data protection options, and complete
business continuity and global disaster recovery through ActiveCluster multi-site stretch cluster and ActiveDR*
for continuous replication with near zero RPO. All these features are included with every array.

Pure Storage FlashArray File Services

Pure Storage FlashArray File Services is a peer of volume services; both utilize the same underlying virtual and
physical storage management. Pure Storage FlashArray File Services extends the FlashArray block architecture
to deliver the same reliability, performance, security, ease of use, and Evergreen™ longevity for shared file
systems. Pure Storage FlashArray File Services adds the ability to host shared file systems such as home
directories, project shares, VDI profiles, and so forth. Purity//FA therefore delivers the same performance,
resiliency, and data reduction properties for both files and volumes.

The SMB and NFS protocols bring consolidated storage to the Purity//FA operating system, complementing its
block capabilities, while the file system offers features like directory snapshots and directory-level performance
and space monitoring. For the purposes of this reference architecture, we will be focusing on using File
Services for User Profile management.

Figure 11. FlashArray//X Specifications

//X90
3.3PB

/IX10 //IX20 /XS0 //X70
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CAPACITY

Up to 73TB / 66.2TIB effective capacity**

PHYSICAL

3U; 640 - 845 Watts (nominal - peak)

”)(10 Up to 22TB [ 19.2TiB raw capacity 95 Ibs (43.1 kg) fully loaded; 512" x 18.94" x 29.72"
Ifxzo Up to 314TB / 285.4TiB effective capacity** 3U; 741 - 973 Watts (nominal — peak)

Up to 94TB / BETIB raw capacityt 95 Ibs (43.1 kg) fully loaded; 512" x 18.94" x 29.72"
”xso Up to 663TB | 602.9TIB effective capacity** 3U; 868 - 1114 Watts (nominal - peak)

Up to 185TB / 171TiB raw capacityt 95 Ibs (43.1 kg) fully loaded; 512" x 18.94" x 29.72"
HX?O Up to 2286TB / 2078.9TiB effective capacity** 3U; 1084 - 1344 Watts (nominal - peak)

Up to 622TB [ 544.2TiB raw capacityt 97 Ibs (44.0 kg) fully loaded; 512" x 18.94" x 29.72"
JIX90 Up to 3.3PB [ 3003.1TiB effective capacity** 3U - BU; 1160 - 1446 Watts (nominal — peak)

Up to 878TB | 768.3TiB raw capacityt 97 Ibs (44 kg) fully loaded; 512" x 18.94" x 29.72"

M Up to 1.9PB effective capacity** 3U; 460 - 500 Watts (nominal - peak)
DirectFlash Shelf Up to 512TB / 448.2TiB raw capacity 877 Ibs (39.8kg) fully loaded; 512" x 18.94" x 29.72"
//X Connectivity

ONBOARD PARTS (PER CONTROLLER)

= 2 % 10/25Gb Ethernet

HOST IJO CARDS (3 SLOTS/CONTROLLER)

= 2-port 10GBase-T Ethernet

= 2-port 25/50Gb NVMe/RoCE

* 2 % 1/10/25Gb Ethernet Replication
= 2 x1Gb Management Ports

* 2-port 1/10/25Gb Ethernet
= 2-port 40Gb Ethernet

* 2-port 16/32Gb Fibre Channel (NVMe-oF Ready)
* 4d-port 16/32Gb Fibre Channel (NVMe-oF Ready)

** Effective capacity assumes HA, RAID, and metadata overhead, GB-to-GiB conversion, and includes the
benefit of data reduction with always-on inline deduplication, compression, and pattern removal. Average data
reduction is calculated at 5-to-1 and does not include thin provisioning or snapshots.

T Array accepts Pure Storage DirectFlash Shelf and/or Pure Storage SAS-based expansion shelf.

Evergreen Storage

Customers can deploy storage once and enjoy a subscription to continuous innovation through Pure’s
Evergreen© Storage ownership model: expand and improve performance, capacity, density, and/or features for
10 years or more - all without downtime, performance impact, or data migrations. Pure Storage has disrupted
the industry’s 3-5-year rip-and-replace cycle by engineering compatibility for future technologies right into its
products, notably nondisruptive capability to upgrade from //M to //X with NVMe, DirectMemory, and NVMe-oF
capability.
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Pure1

Pure1©, our cloud-based management, analytics, and support platform, expands the self-managing, plug-n-
play design of Pure Storage all-flash arrays with the machine learning predictive analytics and continuous
scanning of Pure1 Meta to enable an effortless, worry-free data platform.

Pure1 Manage

In the Cloud IT operating model, installing, and deploying management software is an oxymoron: you simply
login. Pure1 Manage is SaaS-based, allowing you to manage your array from any browser or from the Pure1
Mobile App - with nothing extra to purchase, deploy, or maintain. From a single dashboard you can manage all
your arrays, with full visibility on the health and performance of your storage.

Pure1 Analyze

Pure1 Analyze delivers true performance forecasting - giving customers complete visibility into the performance
and capacity needs of their arrays - now and in the future. Performance forecasting enables intelligent
consolidation and unprecedented workload optimization.

Pure1 Support

Pure Storage combines an ultra-proactive support team with the predictive intelligence of Pure1 Meta to deliver
unrivaled support that’s a key component in our proven FlashArray 99.9999% availability. Customers are often
surprised and delighted when we fix issues they did not even know existed.

Pure1 META

The foundation of Pure1 services, Pure1 Meta is global intelligence built from a massive collection of storage
array health and performance data. By continuously scanning call-home telemetry from Pure’s installed base,
Pure1 Meta uses machine learning predictive analytics to help resolve potential issues and optimize workloads.
The result is both a white glove customer support experience and breakthrough capabilities like accurate
performance forecasting.

Meta is always expanding and refining what it knows about array performance and health, moving the Data
Platform toward a future of self-driving storage.
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Energy Savings

The new Pure1 Sustainability Assessment is all about providing transparency in how your Pure Storage all-flash
appliances are operating. Choosing Pure Storage as your storage platform is a fantastic first step toward
reducing your overall carbon footprint, and the Sustainability Assessment is designed to help you get the most
out of it.

Streamline

Elevate your data services experience with Pure1’s built-in AlIOps powered by Pure1 Meta. This industry-
leading, Al-driven platform for predictive service management ensures a higher level of data availability and
performance. You can see all your data service platforms, whether on-premises Pure Storage FlashArray, Cloud
Block Store in Azure or Amazon Web Services, or the Portworx® container storage platform from one place.

Pure1 VM Analytics

Pure1 helps you narrow down the troubleshooting steps in your virtualized environment. VM Analytics provides
you with a visual representation of the IO path from the VM all the way through to the FlashArray. Other tools
and features guide you through identifying where an issue might be occurring in order to help eliminate potential
candidates for a problem.

VM Analytics doesn’t only help when there’s a problem. The visualization allows you to identify which volumes
and arrays particular applications are running on. This brings the whole environment into a more manageable
domain.

VM Analytics doesn’t only help when there’s a problem. The visualization allows you to identify which volumes
and arrays particular applications are running on. This brings the whole environment into a more manageable
domain.
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CloudSnap

Pure portable snapshots provide simple, built-in, local and cloud protection for Pure Storage FlashArrays. Purity
Snapshots enable free movement of space-efficient copies between FlashArrays, to FlashBlade, to 3rd party
NFS servers, and to the cloud. Pure’s portable snapshot technology encapsulates metadata along with data into
the snapshot, making the snapshot portable, so it can be offloaded from a FlashArray to the cloud in a format
that is recoverable to any FlashArray.

Benefits
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CloudSnap is a self-backup technology built into FlashArray. It does not require the purchase of additional
backup software or hardware, nor is there a need to learn and use an additional management interface.
CloudSnap is natively managed via Pure Storage FlashArray’s GUI, CLI, and REST interfaces and is integrated
with the Pure1 Snapshot Catalog. Since FlashArray connects to AWS via https, data is encrypted in transit and
stored in an encrypted format in the S3 bucket using server-side encryption. Since CloudSnap was built from
scratch for FlashArray, it is deeply integrated with the Purity Operating Environment, resulting in highly efficient
operation. A few examples of the efficiency of CloudSnap:

o CloudSnap preserves data compression on the wire, and in the S3 bucket, saving network bandwidth and
increasing storage space efficiency.

« CloudSnap preserves data reduction across snapshots of a volume. After offloading the initial baseline
snapshot of a volume, it only sends delta changes for subsequent snaps of the same volume. The
snapshot differencing engine runs within the Purity Operating Environment in FlashArray and uses a local
copy of the previous snapshot to compute the delta changes. Therefore, there is no back and forth
network traffic between FlashArray and the cloud to compute deltas between snapshots, further reducing
network congestion and data access costs in the cloud.

o CloudSnap knows which data blocks already exist on FlashArray, so during restores it only pulls back
missing data blocks to rebuild the complete snapshot on FlashArray. In addition, CloudSnap uses dedupe
preserving restores, so when data is restored from the offload target to FlashArray, it is deduped to save
space on FlashArray.

The highly efficient operation of CloudSnap provides the following benefits:

o Less space is consumed in the S3 bucket
¢ Network utilization is minimized
o Backup windows are much smaller

o Data retrieval costs from the S3 bucket are lower
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Solution Design

This chapter contains the following:

o Design Considerations for Desktop Virtualization

o Understanding Applications and Data

e Project Planning and Solution Sizing Sample Questions
e Hypervisor Selection

o Storage Considerations

o Desktop Virtualization Design Fundamentals

o VMware Horizon Design Fundamentals

Design Considerations for Desktop Virtualization

There are many reasons to consider a virtual desktop solution such as an ever growing and diverse base of user
devices, complexity in management of traditional desktops, security, and even Bring Your Own Device (BYOD)
to work programs. The first step in designing a virtual desktop solution is to understand the user community and
the type of tasks that are required to successfully execute their role. The following user classifications are
provided:

« Knowledge Workers today do not just work in their offices all day - they attend meetings, visit branch
offices, work from home, and even coffee shops. These anywhere workers expect access to all of their
same applications and data wherever they are.

o External Contractors are increasingly part of your everyday business. They need access to certain
portions of your applications and data, yet administrators still have little control over the devices they use
and the locations they work from. Consequently, IT is stuck making trade-offs on the cost of providing
these workers a device vs. the security risk of allowing them access from their own devices.

e Task Workers perform a set of well-defined tasks. These workers access a small set of applications and
have limited requirements from their PCs. However, since these workers are interacting with your
customers, partners, and employees, they have access to your most critical data.

« Mobile Workers need access to their virtual desktop from everywhere, regardless of their ability to
connect to a network. In addition, these workers expect the ability to personalize their PCs, by installing
their own applications and storing their own data, such as photos and music, on these devices.

« Shared Workstation users are often found in state-of-the-art university and business computer labs,
conference rooms or training centers. Shared workstation environments have the constant requirement to
re-provision desktops with the latest operating systems and applications as the needs of the organization
change, tops the list.

After the user classifications have been identified and the business requirements for each user classification
have been defined, it becomes essential to evaluate the types of virtual desktops that are needed based on user
requirements. There are essentially five potential desktops environments for each user:

« Traditional PC: A traditional PC is what typically constitutes a desktop environment: physical device with a
locally installed operating system.

« Remote Desktop Server Hosted Sessions: A hosted; server-based desktop is a desktop where the user
interacts through a delivery protocol. With hosted, server-based desktops, a single installed instance of a
server operating system, such as Microsoft Windows Server 2019, is shared by multiple users
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simultaneously. Each user receives a desktop " session" and works in an isolated memory space. Remote
Desktop Server Hosted Server sessions: A hosted virtual desktop is a virtual desktop running on a
virtualization layer (ESX). The user does not work with and sit in front of the desktop, but instead the user
interacts through a delivery protocol.

o Published Applications: Published applications run entirely on the VMware RDS server virtual machines
and the user interacts through a delivery protocol. With published applications, a single installed instance
of an application, such as Microsoft Office, is shared by multiple users simultaneously. Each user receives
an application " session" and works in an isolated memory space.

« Streamed Applications: Streamed desktops and applications run entirely on the user‘s local client device
and are sent from a server on demand. The user interacts with the application or desktop directly, but the
resources may only be available while they are connected to the network.

o Local Virtual Desktop: A local virtual desktop is a desktop running entirely on the users local device and
continues to operate when disconnected from the network. In this case, the user’s local device is used as
a type 1 hypervisor and is synced with the data center when the device is connected to the network.

Note: For the purposes of the validation represented in this document, both Single-session OS and Multi-
session OS VDAs were validated.

Understanding Applications and Data

When the desktop user groups and sub-groups have been identified, the next task is to catalog group
application and data requirements. This can be one of the most time-consuming processes in the VDI planning
exercise but is essential for the VDI project’s success. If the applications and data are not identified and co-
located, performance will be negatively affected.

The process of analyzing the variety of application and data pairs for an organization will likely be complicated
by the inclusion of cloud applications, for example, SalesForce.com. This application and data analysis is
beyond the scope of this Cisco Validated Design but should not be omitted from the planning process. There
are a variety of third-party tools available to assist organizations with this crucial exercise.

Project Planning and Solution Sizing Sample Questions
The following key project and solution sizing questions should be considered:

« Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications, and
data?

« Is there infrastructure and budget in place to run the pilot program?

e Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
« Do we have end user experience performance metrics identified for each desktop sub-group?

e How will we measure success or failure?

¢ What is the future implication of success or failure?
Below is a short, non-exhaustive list of sizing questions that should be addressed for each user sub-group:

¢ What is the Single-session OS version?

e 32-bit or 64-bit desktop OS?

¢« How many virtual desktops will be deployed in the pilot? In production?
e« How much memory per target desktop group desktop?

« Are there any rich media, Flash, or graphics-intensive workloads?
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e Are there any applications installed? What application delivery methods will be used, Installed, Streamed,
Layered, Hosted, or Local?

¢ What is the Multi-session OS version?

« What is a method be used for virtual desktop deployment?

e What is the hypervisor for the solution?

o What is the storage configuration in the existing environment?

o Are there sufficient IOPS available for the write-intensive VDI workload?
o Will there be storage dedicated and tuned for VDI service?

¢ Is there a voice component to the desktop?

e Is there a 3rd party graphics component?

e Is anti-virus a part of the image?

« What is the SQL server version for database?

« Is user profile management (for example, non-roaming profile based) part of the solution?
« What is the fault tolerance, failover, disaster recovery plan?

« Are there additional desktop sub-group specific questions?

Hypervisor Selection

VMware vSphere 8.0 1 has been selected as the hypervisor for this VMware Horizon Virtual Desktops and
Remote Desktop Server Hosted (RDSH) Sessions deployment.

VMware vSphere: VMware vSphere comprises the management infrastructure or virtual center server software
and the hypervisor software that virtualizes the hardware resources on the servers. It offers features like
Distributed Resource Scheduler, vMotion, high availability, Storage vMotion, VMFS, and a multi-pathing storage
layer. More information on vSphere can be obtained at the VMware website.

Storage Considerations

Boot from SAN

When utilizing Cisco UCS Server technology, it is recommended to configure Boot from SAN and store the boot
partitions on remote storage, this enabled architects and administrators to take full advantage of the stateless
nature of service profiles for hardware flexibility across lifecycle management of server hardware generational
changes, Operating Systems/Hypervisors, and overall portability of server identity. Boot from SAN also removes
the need to populate local server storage creating more administrative overhead.

Pure Storage FlashArray Considerations
Make sure Each FlashArray Controller is connected to BOTH storage fabrics (A/B).

Within Purity, it’s best practice to map Hosts to Host Groups and then Host Groups to Volumes, this ensures the
Volume is presented on the same LUN ID to all hosts and allows for simplified management of ESXi Clusters
across multiple nodes.

How big should a Volume be? With the Purity Operating Environment, we remove the complexities of
aggregates, RAID groups, and so on. When managing storage, you just create a volume based on the size
required, availability and performance are taken care of through RAID-HD and DirectFlash Software. As an
administrator you can create 1 10TB volume or 10 1TB Volumes and their performance/availability will be the
same, so instead of creating volumes for availability or performance you can think about recoverability,
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manageability, and administrative considerations. For example, what data do | want to present to this
application or what data do | want to store together so | can replicate it to another site/system/cloud, and so on.

Port Connectivity

10/25/40/100 Gbe connectivity support - while both 10 and 25 Gbe is provided through 2 onboard NICs on
each FlashArray controller, if more interfaces are required or if 40/100Gbe connectivity is also required, then
make sure additional NICs have been included in the original FlashArray BOM.

16/32Gb Fiber Channel support (N-2 support) - Pure Storage offers up to 32Gb FC support on the latest
FlashArray//X arrays. Always make sure the correct number of HBAs and the speed of SFPs are included in the
original FlashArray BOM.

Oversubscription

To reduce the impact of an outage or maintenance scheduled downtime it Is good practice when designing
fabrics to provide oversubscription of bandwidth, this enables a similar performance profile during component
failure and protects workloads from being impacted by a reduced number of paths during a component failure
or maintenance event. Oversubscription can be achieved by increasing the number of physically cabled
connections between storage and compute. These connections can then be utilized to deliver performance and
reduced latency to the underlying workloads running on the solution.

Topology

When configuring your SAN, it’s important to remember that the more hops you have, the more latency you will
see. For best performance, the ideal topology is a “Flat Fabric” where the FlashArray is only one hop away from
any applications being hosted on it.

VMware Virtual Volumes Considerations

Note: VMware Horizon 8 only supports VVols with full-clone virtual machines. Virtual Volumes datastores
are not supported for instant clone desktop pools.

vCenters that are in Enhanced Linked Mode will each be able to communicate with the same FlashArray,
however vCenters that are not in Enhanced Linked Mode must use CA-Signed Certificates using the same
FlashArray. If multiple vCenters need to use the same FlashArray for vVols, they should be configured in
Enhanced Linked Mode.

Ensure that the Config vVol is either part of an existing FlashArray Protection Group, Storage Policy that includes
snapshots, or manual snapshots of the Config vVol are taken. This will help with the VM recovery process if the
VM is deleted.

There are some FlashArray limits on Volume Connections per Host, Volume Count, and Snapshot Count. For
more information about FlashArray limits, review this:
https://support.purestorage.com/FlashArray/PurityFA/General Troubleshooting/Pure Storage FlashArray Limit
S

When a Storage Policy is applied to a vWol VM, the volumes associated with that VM are added to the
designated protection group when applying the policy to the VM. If replication is part of the policy, be mindful of
the amount of VMs using that storage policy and replication group. A large amount of VMs with a high change
rate could cause replication to miss its schedule due to increased replication bandwidth and time needed to
complete the scheduled snapshot. Pure Storage recommends vVol VMs that have Storage Policies applied be
balanced between protection groups.

Pure Storage FlashArray Best Practices for VMware vSphere 8.0
The following Pure Storage best practices for VMware vSphere should be followed as part of a design:
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FlashArray Volumes are automatically presented to VMware vSphere using the Round Robin Path
Selection Policy (PSP) and appropriate vendor Storage Array Type Plugin (SATP) for vSphere 8.0.

vSphere 8.0 also uses the Latency SATP that was introduced in vSphere 6.7U1 (This replaces the 1/O
Operations Limit of 1 SATP, which was the default from vSphere 6.5U1).

When using iSCSI connected FlashArray volumes, it is recommended to set DelayedAck to false
(disabled) and LoginTimeout to 30 seconds. Jumbo Frames are optional when using iSCSI.

For VMFS-6, keep automatic UNMAP enabled.

DataMover.HardwareAcceleratedMove, DataMover.HardwareAcceleratedInit, and
VMFS3.HardwareAcceleratedLocking should all be enabled.

Ensure all ESXi hosts are connected to both FlashArray controllers. A minimum of two paths to each in
order to achieve total redundancy.

Install VMware tools or Open VM tools whenever possible.

Queue depths should be left at the default. Changing queue depths on the ESXi host is a tweak and
should only be examined if a performance problem (high latency) is observed.

When mounting snapshots, use the ESXi resignature option and avoid force-mounting.

Configure Host Groups on the FlashArray identically to clusters in vSphere. For example, if a cluster has
four hosts in it, create a corresponding Host Group on the relevant FlashArray with exactly those four
hosts—no more, no less.

When possible, use Paravirtual SCSI adapters for virtual machines.

Atomic Test and Set (ATS) is required on all Pure Storage volumes. This is a default configuration, and no
changes should normally be needed.

For more information about the VMware vSphere Pure Storage FlashArray Best Practices, go to:
https://support.purestorage.com/Solutions/VMware Platform Guide/001VMwareBestPractices/hhhWeb Guide
%3A_ FlashArray VMware Best Practices

Pure Storage FlashArray Best Practices for VMware Virtual Volumes (vVols)

Note: VMware Horizon 8 only supports VVols with full-clone virtual machines. Virtual Volumes datastores
are not supported for instant clone desktop pools.

Along with the Pure Storage Best Practices for VMware vSphere, the following should be considered as part of
a design that includes the implementation of vWols as part of the solution:

Create a Local FlashArray Array Admin user to register the storage provider with vs using the local
pureuser account, vvols-admin for example.

Use the Round Robin pathing policy (default) for the Protocol Endpoint.

Use the Pure Storage Plugin for the vSphere Client to register the FlashArray storage provider and mount
the vVols Datastore if possible.

If manually registering the storage providers, Register both controllers' storage providers with CTO.ETHO
and CT1.ETHO. It is supported to use Eth1 if a customer certificate is used.

If manually mounting the vVol datastore, you will need to connect the protocol endpoint.

A single PE should be enough for the design utilizing the default device queue depth for the PE.
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« Keep VM Templates on vVols when deploying new vVol VMs from a template.

e When resizing a VM’s VMDK that resides on a vVol, complete the task from vSphere Client and not the
FlashArray GUI.

« vCenter Server should not reside on a vVol

o All ESXi Hosts, vCenter Server and FlashArray should have the same NTP Server synchronization
configuration and be configured to send their logs to a syslog target.

e TCP port 8084 must be open and accessible from vCenter Servers and ESXi hosts to the FlashArray that
will be used for vVol.

« The FlashArray Protocol Endpoint object 'pure-protocol-endpoint' must exist. The FlashArray admin must
not rename, delete, or otherwise edit the default FlashArray Protocol Endpoint.
For more information about vVols best practices, go to:
https://support.purestorage.com/Solutions/VMware Platform Guide/Quick Reference by VMware Product a
nd Integration/Virtual Volumes Quick Reference

Desktop Virtualization Design Fundamentals

An ever growing and diverse base of user devices, complexity in management of traditional desktops, security,
and even Bring Your Own (BYO) device to work programs are prime reasons for moving to a virtual desktop
solution.

VMware Horizon Design Fundamentals

VMware Horizon 8 integrates Remote Desktop Server Hosted sessions users and VDI desktop virtualization
technologies into a unified architecture that enables a scalable, simple, efficient, mixed users and manageable
solution for delivering Windows applications and desktops as a service.

Users can select applications from an easy-to-use “store” that is accessible from tablets, smartphones, PCs,
Macs, and thin clients. VMware Horizon delivers a native touch-optimized experience via PColP or Blast Extreme
high-definition performance, even over mobile networks.

Several components must be deployed to create a functioning Horizon environment to deliver the VDI. These
components refer to as common services and encompass: Domain Controllers, DNS, DHCP, User Profile
managers, SQL, vCenters, VMware Horizon View Connection Servers.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 32 of 303


https://support.purestorage.com/Solutions/VMware_Platform_Guide/Quick_Reference_by_VMware_Product_and_Integration/Virtual_Volumes_Quick_Reference
https://support.purestorage.com/Solutions/VMware_Platform_Guide/Quick_Reference_by_VMware_Product_and_Integration/Virtual_Volumes_Quick_Reference

Figure 12. VMware Horizon Design Overview
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Horizon VDI Pool and RDSH Servers Pool

Collections of identical Virtual Machines (VMs) or physical computers are managed as a single entity called a
Desktop Pool. The VM provisioning relies on VMware Horizon Connection Server, vCenter Server and AD
components The Horizon Client then forms a session using PColP, Blast, or RDP protocols to a Horizon Agent
running in a virtual desktop, RDSH server, or physical computer. In this CVD, virtual machines in the Pools are
configured to run either a Windows Server 2019 OS (for RDS Hosted shared sessions using RDP protocol) and a
Windows 10 Desktop OS (for pooled VDI desktops using Blast protocol).

Figure 13. Horizon VDI and RDSH Desktop Delivery Based on Display Protocol (PcolP/Blast/RDP)
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Multiple-Site Configuration

If you have multiple regional sites, you can use any of the Load Balances Tools to direct the user connections to
the most appropriate site to deliver the desktops and application to users.

Figure 14 illustrates the logical architecture of the Horizon multisite deployment. Such architecture eliminates
any single point of failure that can cause an outage for desktop users.
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Figure 14. Multisite Configuration Overview
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Based on the requirement and the number of data centers or remote locations, you can choose any of the
available load balancing software to increases security and optimize the user experience.

Note: Multisite configuration is shown as the example and was not used as part of this CVD testing.

Designing a Virtual Desktop Environment for Different Workloads

With VMware Horizon, the method you choose to provide applications or desktops to users depends on the
types of applications and desktops you are hosting and available system resources, as well as the types of
users and user experience you want to provide.

Table 1. Desktop type and user experience

Server OS machines You want: Inexpensive server-based delivery to minimize the cost of delivering
applications to a large number of users, while providing a secure, high-
definition user experience.

Your users: Perform well-defined tasks and do not require personalization or
offline access to applications. Users may include task workers such as call
center operators and retail workers, or users that share workstations.

Application types: Any application.

Desktop OS machines You want: A client-based application delivery solution that is secure, provides
centralized management, and supports a large number of users per host server
(or hypervisor), while providing users with applications that display seamlessly
in high-definition.

Your users: Are internal, external contractors, third-party collaborators, and
other provisional team members. Users do not require off-line access to hosted
applications.

Application types: Applications that might not work well with other applications
or might interact with the operating system, such as .NET framework. These
types of applications are ideal for hosting on virtual machines.

Applications running on older operating systems such as Windows XP or
Windows Vista, and older architectures, such as 32-bit or 16-bit. By isolating
each application on its own virtual machine, if one machine fails, it does not
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impact other users.

Remote PC Access You want: Employees with secure remote access to a physical computer
without using a VPN. For example, the user may be accessing their physical
desktop PC from home or through a public WIFI hotspot. Depending upon the
location, you may want to restrict the ability to print or copy and paste outside
of the desktop. This method enables BYO device support without migrating
desktop images into the data center.

Your users: Employees or contractors that have the option to work from home
but need access to specific software or data on their corporate desktops to
perform their jobs remotely.

Host: The same as Desktop OS machines.

Application types: Applications that are delivered from an office computer and
display seamlessly in high definition on the remote user's device.

For the Cisco Validated Design described in this document, a Remote Desktop Server Hosted sessions (RDSH)
using RDS based Server OS and VMware Horizon pooled Instant and Full Clone Virtual Machine Desktops using
VDI based desktop OS machines were configured and tested.
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Deployment Hardware and Software

This chapter contains the following:

Architecture

Products Deployed
Physical Topology
Logical Architecture
Configuration Guidelines

Architecture

This FlashStack architecture delivers a Virtual Desktop Infrastructure that is redundant and uses the best
practices of Cisco and Pure Storage.

The architecture includes:

VMware vSphere 8.0.1 hypervisor installed on the Cisco UCS X210c M7 compute nodes configured for
stateless compute design using boot from SAN.

Pure Storage FlashArray//X70 R3 provides the storage infrastructure required for VMware vSphere
hypervisors and the VDI workload delivered by VMware Horizon 8 2306.

Cisco Intersight provides UCS infrastructure management with lifecycle management capabilities.

The architecture deployed is highly modular. While each customer’s environment might vary in its exact
configuration, the reference architecture contained in this document once built, can easily be scaled as
requirements, and demands change. This includes scaling both up (adding additional resources within a Cisco
UCS Domain) and out (adding additional Cisco UCS Domains and Pure Storage).

Products Deployed
The following are the products deployed in this solution:

VMware vSphere ESXi 8.0 1 hypervisor.

VMware vCenter 8.0.1 to set up and manage the virtual infrastructure as well as integration of the virtual
environment with Cisco Intersight software.

Microsoft SQL Server 2019.
Microsoft Windows Server 2019 and Windows 10 64-bit virtual machine Operating Systems.

VMware Horizon 8 2306 Remote Desktop Server Hosted (RDSH) Sessions provisioned as Instant Clone
RDS Servers and stored on the Pure Storage FlashArray//X70 R3.

VMware Horizon 8 2306 Non-Persistent Win 10 Virtual Desktops (VDI) provisioned as Instant Clones
virtual machines and stored on Pure Storage FlashArray//X70 R3.

VMware Horizon 8 2306 Persistent Win 10 Virtual Desktops (VDI) provisioned as Full Clones virtual
machines and stored on Pure Storage FlashArray//X70 R3.

Microsoft Office 2016 for Login VSI End User Measurement Knowledge worker workload test.
FSLogix for User Profile Management.

Cisco Intersight platform to deploy, maintain, and support the FlashStack components.
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o Cisco Intersight Assist virtual appliance to help connect the Pure Storage FlashArray and VMware vCenter
with the Cisco Intersight platform.

Physical Topology

FlashStack VDI with Cisco UCS X210c M7 Modular System is a Fibre Channel (FC) based storage access
design. Pure Storage FlashArray and Cisco UCS are connected through Cisco MDS 9132T switches and storage
access utilizes the FC network. For VDI IP based file share storage access Pure Storage FlashArray and Cisco
UCS are connected through Cisco Nexus C93180YC-FX switches. The physical connectivity details are
explained below.

Figure 15. FlashStack VDI - Physical Topology for FC
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Figure 15 details the physical hardware and cabling deployed to enable this solution:
o Two Cisco Nexus 93180YC-FX Switches in NX-OS Mode.
o Two Cisco MDS 9132T 32-Gb Fibre Channel Switches.
¢ One Cisco UCS 9508 Chassis with two Cisco UCS-IOM-2408 25GB IOM Modules.

« Eight Cisco UCS X210c M7 Blade Servers with Intel(R) Xeon(R) Gold 6448 CPU 2.40GHz 32-core
processors, 1TB 4800MHz RAM, and one Cisco VIC15231 mezzanine card, providing N+1 server fault
tolerance.

¢ One Pure Storage FlashArray//X70 R3 with dual redundant controllers, 3 RU with Twenty 1.92TB
DirectFlash NVMe drives.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 37 of 303



Note: The management components and LoginVSI Test infrastructure are hosted on a separate vSphere
cluster and are not a part of the physical topology of this solution.

The Pure Storage FlashArray//X70 R3 with dual redundant controllers
One Pure Storage FlashArray//X70 R3 with dual redundant controllers, with 20 1.92TB DirectFlash NVMe drives.
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Table 2 lists the software versions of the primary products installed in the environment.

Table 2. Software and Firmware Versions

Product/Component Version/Build/Code

Cisco UCS Component Firmware 4.2(3h)

Cisco UCS X210C M7Compute Node 5.3(1.280052)
Cisco VIC 15231 (Virtual Interface Card) 5.3(1.280046)
Cisco Cisco Nexus 93180YC-FX Switches 9.3(7a)

Cisco Cisco MDS 9132T 8.5(1a)

Pure Storage FlashArray//X70 R3 Purity//FA 6.3.14
VMware vCenter Server Appliance 8.0.1

VMware vSphere 8. 0. 1 8.0.1

VMware VMware Horizon 8 2306 Connection server 8.10.0-21972440
VMware VMware Horizon 8 2306 Agent 8.10.0-22012512
Cisco Intersight Assist 1.0.11-759
Microsoft FSLogix (User Profile Mgmt.) 29.8612.600056
VMware Tools 12.2.0.21223074

Logical Architecture

The logical architecture of the validated solution which is designed to run desktop and RDSH server VMs
supporting up to 2800 users on a single chassis containing 8 blades, with physical redundancy for the blade
servers for each workload type and have a separate vSphere cluster to host management services, is illustrated

in Figure 16.

Note: Separating management components and desktops is a best practice for the large environments.
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Figure 16. Logical Architecture Overview
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VMware Clusters
Two VMware Clusters in one vCenter datacenter were utilized to support the solution and testing environment:

¢ VDI Cluster Flashstack Datacenter with Cisco UCS.

o Infrastructure: Infra VMs (vCenter, Active Directory, DNS, DHCP, SQL Server, VMware Horizon
Connection Servers, VMware Horizon Replica Servers, VMware vSphere, VSMs, and required VMs or
plug in VMS so on).

> VDI Workload VMs (Windows Server 2019 streamed RDS Server VMs with VMware Horizon for
Remote Desktop Server Hosted (RDSH) Sessions, Windows 10 Streamed with VMware Horizon Instant
Cloned (non-persistent) and Full Cloned (persistent) desktops.

e VSI Launchers and Launcher Cluster.
For Example, the cluster(s) configured for running LoginVSI workload for measuring VDI End User Experience is
LVS-Launcher-CLSTR: (The Login VSI infrastructure cluster consists of Login VSI data shares, LVSI Web
Servers and LVSI Management Control VMs etc. were connected using the same set of switches and vCenter
instance but was hosted on separate local storage. LVS-Launcher-CLSTR configured and used for the purpose
of testing the LoginVSI End User Experience measurement for VMware RDSH multi server session and Win 10
VDI users.

Configuration Guidelines

The VMware Horizon solution described in this document provides details for configuring a fully redundant,
highly available configuration. Configuration guidelines are provided that refer to which redundant component is
being configured with each step, whether that be A or B. For example, Cisco Nexus A and Cisco Nexus B
identify the pair of Cisco Nexus switches that are configured. The Cisco UCS Fabric Interconnects are
configured similarly.
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Note: This document is intended to allow the reader to configure the VMware Horizon customer
environment as a stand-alone solution.

VLANs
The VLAN configuration recommended for the environment includes a total of six VLANs as outlined in Table 3.

Table 3. VLANs Configured in this study

VLAN Name VLAN ID VLAN Purpose

Default 1 Native VLAN

FS-InBand-Mgmt_70 60 In-Band management interfaces
FS-Infra-Mgmt_71 61 Infrastructure Virtual Machines
FS-VDI_72 64 RDSH, VDI Persistent and Non-Persistent
FS-vMotion_73 63 VMware vMotion

OOB-Mgmt_164 164 Out of Band management interfaces
VSANs

Table 4 lists the two virtual SANs that were configured for communications and fault tolerance in this design.

Table 4. VSANs Configured in this study

VSAN Name VSAN ID VSAN Purpose

VSAN 500 100 VSAN for Primary SAN communication

VSAN 501 101 VSAN for Secondary SAN communication
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Solution Configuration

This chapter contains the following:
o Solution Cabling

Solution Cabling

The following sections detail the physical connectivity configuration of the FlashStack VMware Horizon VDI
environment.

The information provided in this section is a reference for cabling the physical equipment in this Cisco Validated
Design environment. To simplify cabling requirements, the tables include both local and remote device and port
locations.

The tables in this section list the details for the prescribed and supported configuration of the Pure Storage
FlashArray//X70 R3 storage array to the Cisco 6536 Fabric Interconnects through Cisco MDS 9132T 32-Gb FC
switches.

Note: This document assumes that out-of-band management ports are plugged into an existing
management infrastructure at the deployment site. These interfaces will be used in various configuration
steps.

Note: Be sure to follow the cabling directions in this section. Failure to do so will result in problems with
your deployment.

Figure 17 details the cable connections used in the validation lab for FlashStack topology based on the Cisco
UCS 6536 fabric interconnect. Four 32Gb uplinks connect as port-channels to each Cisco UCS Fabric
Interconnect from the MDS switches, and a total of eight 32Gb links connect the MDS switches to the Pure
Storage FlashArray//X R3 controllers, four of these have been used for scsi-fc and the other four to support
nvme-fc. Also, the 25Gb links connect the Cisco UCS Fabric Interconnects to the Cisco Nexus Switches and the
Pure Storage FlashArray//X R3 controllers to the Cisco Nexus Switches. Additional 1Gb management
connections will be needed for an out-of-band network switch that sits apart from the FlashStack infrastructure.
Each Cisco UCS fabric interconnect and Cisco Nexus switch is connected to the out-of-band network switch,
and each FlashArray controller has a connection to the out-of-band network switch. Layer 3 network
connectivity is required between the Out-of-Band (OOB) and In-Band (IB) Management Subnets.
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Figure 17. FlashStack solution cabling diagram
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Configuration and Installation
This chapter contains the following:
o FlashStack Automated Deployment with Ansible
o FlashStack Manual Deployment
o Cisco UCS X210c M7Configuration - Intersight Managed Mode (IMM

o Cisco MDS 9132T 32-Gb FC Switch Configuration
o Pure Storage FlashArray//X70 R3 to MDS SAN Fabric Connectivity

o« Configure Pure Storage FlashArray//X70 R3

o Install and Configure VMware ESXi 8.0
e Cisco Intersight Orchestration
o Pure Storage CloudSnap

FlashStack Automated Deployment with Ansible

This solution offers Ansible Playbooks that are made available from a GitHub repository that customers can
access to automate the FlashStack deployment.

GitHub repository is available here: https://github.com/ucs-compute-solutions/FlashStack IMM Ansible.

This repository contains Ansible playbooks to configure all the components of FlashStack including:
« Cisco UCS in Intersight Managed Mode (IMM)
o Cisco Nexus and MDS Switches
o Pure Storage FlashArray
o VMware ESXi and VMware vCenter

Figure 18. High-Level FlashStack Automation
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FlashStack Manual Deployment

Cisco Intersight Managed Mode standardizes policy and operation management for Cisco UCS X210c M7. The
compute nodes in Cisco UCS X210c M7are configured using server profiles defined in Cisco Intersight. These
server profiles derive all the server characteristics from various policies and templates. At a high level,
configuring Cisco UCS using Cisco Intersight Managed Mode consists of the steps shown in Figure 19.

Figure 19. Configuration Steps for Cisco Intersight Managed Mode

7

Configure Cisco UCS Claim Cisco UCS fabric Configure Cisco Configure Server Derive and deploy
fabric interconnect for interconnect in Cisco UCS domain profile Profile template Server Profile
Cisco Intersight Intersight platform

managed mode

Cisco UCS X210c M7 Configuration - Intersight Managed Mode (IMM)

Procedure 1. Configure Cisco UCS Fabric Interconnects for IMM

Step 1. Verify the following physical connections on the fabric interconnect:

o The management Ethernet port (mgmt0) is connected to an external hub, switch, or router.
o The L1 ports on both fabric interconnects are directly connected to each other.

o The L2 ports on both fabric interconnects are directly connected to each other.
Step 2. Connect to the console port on the first Fabric Interconnect.

Step 3. Configure Fabric Interconnect A (FI-A). On the Basic System Configuration Dialog screen, set the
management mode to Intersight. All the remaining settings are similar to those for the Cisco UCS Manager
managed mode (UCSM-Managed).

Cisco UCS Fabric Interconnect A

Procedure 1. Configure the Cisco UCS for use in Intersight Managed Mode

Step 1. Connect to the console port on the first Cisco UCS fabric interconnect:

Enter the configuration method. (console/gui)? console

Enter the management mode. (ucsm/intersight)? intersight

You have chosen to setup a new Fabric interconnect in “intersight” managed mode. Continue? (y/n): y
Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin": <password>
Confirm the password for "admin": <password>

Enter the switch fabric (A/B) []: A
Enter the system name: <ucs-cluster-name>
Physical Switch Mgmt0 IP address : <ucsa-mgmt-ip>

Physical Switch MgmtO IPv4 netmask : <ucsa-mgmt-mask>
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IPv4 address of the default gateway : <ucsa-mgmt-gateway>
Configure the DNS Server IP address? (yes/no) [n]: y

DNS IP address: <dns-server-1l-ip>
Configure the default domain name? (yes/no) [n]: y

Default domain name: <ad-dns-domain-name>
<SNIP>

Verify and save the configuration.

Step 2. After applying the settings, make sure you can ping the fabric interconnect management IP address.
When Fabric Interconnect A is correctly set up and is available, Fabric Interconnect B will automatically discover
Fabric Interconnect A during its setup process as shown in the next step.

Step 3. Configure Fabric Interconnect B (FI-B). For the configuration method, choose console. Fabric
Interconnect B will detect the presence of Fabric Interconnect A and will prompt you to enter the admin
password for Fabric Interconnect A. Provide the management IP address for Fabric Interconnect B and apply the
configuration.

Cisco UCS Fabric Interconnect B
Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect will be added
to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect: <password>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <ucsa-mgmt-ip>
Peer Fabric interconnect MgmtO IPv4 Netmask: <ucsa-mgmt-mask>
Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address

Physical Switch Mgmt0 IP address: <ucsb-mgmt-ip>

Local fabric interconnect model (UCS-FI-6536)
Peer fabric interconnect is compatible with the local fabric interconnect. Continuing with the installer...

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Procedure 2. Claim a Cisco UCS Fabric Interconnect in the Cisco Intersight Platform

If you do not already have a Cisco Intersight account, you need to set up a new account in which to claim your
Cisco UCS deployment. Start by connecting to https://intersight.com.

All information about Cisco Intersight features, configurations can be accessed in the Cisco Intersight Help
Center.

Step 1. Click Create an account.
Step 2. Sign in with your Cisco ID.
Step 3. Read, scroll through, and accept the end-user license agreement. Click Next.

Step 4. Enter an account name and click Create.

Note: If you have an existing Cisco Intersight account, connect to https://intersight.com and sign in with
your Cisco ID, select the appropriate account.

Note: In this step, a Cisco Intersight organization is created where all Cisco Intersight managed mode
configurations including policies are defined.

Step 5. Log into the Cisco Intersight portal as a user with account administrator role.
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Step 6. From the Service Selector drop-down list, select System.
Step 7. Navigate to Settings > General > Resource Groups.

\uelt Intersight @ system -

<

Settings

GENERAL

Account Details

ations

AUTHENTICATION

Single Sign-On

S & PCRMISSIONS

IP Access Management

Security & Privacy

Users

Groups

Roles

Organizations

Step 8. On Resource Groups panel click + Create Resource Group in the top-right corner.

Resource Groups

Resource Groups are now available allowing you to logically group the resources. You can create multiple Resource Groups and associate with the Organizations. For more information,
see Resource Groups in

Step 9. Provide a name for the Resource Group (for example, FlashStack-L151-DMZ).
Step 10. Click Create.

Create ﬁ!esource Group

Create Resource Group

Craate a Rescu tg managa and 5 targats,

General

Memberships

All tha targats in the account will be Includad in this
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Step 11. Navigate to Settings > General > Organizations.

= duih Intersight B System v

Settings Settings

‘ Admin

AUTHENTICATION

Single Sign-On

Domain Names

Cisco ID

ACCESS & PERMISSIONS
IP Access Management
Security & Privacy
Users

Groups

Roles

Step 12. On Organizations panel click + Create Organization in the top-right corner.

Organizations

Use organizations to manage access to your infrastructure. Organization now includes Resource Group selection. You can create an Organization and associate with one or more
Resource Groups. For more information, see Organizations in

Step 13. Provide a name for the organization (FlashStack).
Step 14. Select the Resource Group created in the last step (for example, FlashStack-L151-DMZ).
Step 15. Click Create.

Create Organization

Create Organization

Create an organization to manage and a resources
General

Nz

Resource Groups
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Step 16. Use the management IP address of Fabric Interconnect A to access the device from a web browser
and the previously configured admin password to log into the device.

Step 17. Under DEVICE CONNECTOR, the current device status will show “Not claimed.” Note, or copy, the
Device ID, and Claim Code information for claiming the device in Cisco Intersight.

il i
cisco DEVICE CONSOLE  vdi-ime

YSTEM INF 10N DEVICE CONNECTC

embedded management controller that enables the capabiiities of Cisca Intersight, a cloud-based management platfarm. For detalied information sbout configuring the
ISt

Device Connector

ALLOW CONTROL

Devica ID

BRI T

=

Devica Connector Intarnat Intersight

Not Claimed

The connaction to the Cisco intersight Portal is successful, but 8 still not ciaimed. To claim the device open Cisco Intersight,
creste a new account and follow the guidance or go to the Targets page and click Claim a New Device for existing account

Step 18. Navigate to Admin > General > Targets.

il Intersight

Settings

Admin

Targets

Software Repository
Tech Support Bundles
Audit Logs

Sessions

Licensing

Step 19. On Targets panel click Claim a New Target in the top-right corner.

Step 20. Select Cisco UCS Domain (Intersight Managed) and click Start.
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« Targets

Claim a New Target

Select Target Type
L Search
8 Available for Claiming Compute | Fabric

Categories Cisco UCS Sarver Cisco UCS Domain
s ) ) HPE OneView
Al

Application Performance
Monioning (APM)

Application Server Cisco UCS Domain

{UCSM Managed) Clszo LGS CBI0 Redfish Server
Cloud
Cloud Native: Platform Services
Compule / Fabric
Database . .

Cisco Intersight Cisco Intersight

Hyperconvengad Appliance Assist
Hypervisor

Application Server
Network

& Eid

Apache Tomcat 1BM WebSphere

Step 21. Enter the Device ID and Claim Code captured from the Cisco UCS Fl.

Step 22. Select the previously created Resource Group and click Claim.

+ Targets

Claim a New Target

Claim Cisco UCS Domain (Intersight Managed) Target
To claim your target, provide the Device ID, Claim Code and select the appropriate Resource Groups.
General

Device ID * Claim Code *
T ] 3 a

Resourcs Groups

Select the Resource Groups if required. However, this selection is not mandatory s one or more Resource Group type is ‘Al The claimed target will be part of all
Organizations with the Resource Group type ‘AF.

1 items found B ~ perpage

Description

=

Selected 10f 1

Step 23. On successfully device claim, Cisco UCS Fl should appear as a target in Cisco Intersight.
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Targets

Q, Add Filter 4 items found 10 v per page
Connection 4 Top Targets by Types i) & Vendor 2 1 (1

Name = Status = Type = Vendor = Claimed Time = Claimed By

Connected Intersight Managed Domain Cisco Systems, Inc. Jan 4, 2023 1:38 PM -y

Configure a Cisco UCS Domain Profile

A Cisco UCS domain profile configures a fabric interconnect pair through reusable policies, allows configuration
of the ports and port channels, and configures the VLANs and VSANSs in the network. It defines the
characteristics of and configured ports on fabric interconnects. The domain-related policies can be attached to
the profile either at the time of creation or later. One Cisco UCS domain profile can be assigned to one fabric
interconnect domain.

After the Cisco UCS domain profile has been successfully created and deployed, the policies including the port
policies are pushed to Cisco UCS Fabric Interconnects. Cisco UCS domain profile can easily be cloned to install
additional Cisco UCS systems. When cloning the UCS domain profile, the new UCS domains utilize the existing
policies for consistent deployment of additional Cisco UCS systems at scale.

Procedure 1. Create a Domain Profile

Step 1. From the Service Selector drop-down list, select Infrastructure Service. Navigate to Configure >
Profiles, to launch the Profiles Table view.

' Intersight ok2 Infrastructure Servica

Profiles

€S Domain Profiles - er Profiles  Kubernetes Cluster Profiles

Create HyperFlex Clustar Profile

itemns fod 5 perpage

Assianed To Description S LastUpdate

Templates

Step 2. Navigate UCS Domain Profiles tab and click Create UCS Domain Profile.
Profiles

HyperFlex Cluster Profiles LI lles er Profiles {ube @ ter Profiles

1 items found 10+ per page

UCS Domain
Fabric Interconnect A Fabric Interconnect B

Last Update

Step 3. On the Create UCS Domain Profile screen, click Start.
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Create UCS Domain Profile

UCS Domain Assignment

Create a Fabric Intercannect pair and assign to a domain profile
immediately or later.

Do not show this page again

Step 4. On the General page, select the organization created before and enter a name for your profile (for
example, FS-L152-DMZ-K4). Optionally, include a short description and tag information to help identify the
profile. Tags must be in the key:value format. For example, Org: IT or Site: APJ. Click Next.

Create UCS Domain Profile

General
General

Add a name, description and tag for the UCS domain profile.

UCS Domain Assignment
Organization *

WLAN & VSAN Configuration Flashstack

Ports Configuration MNarme *
FSL152 DMZ KA

UCS Domain Configuration

Summary

Description

Step 5. On the Domain Assignment page, assign a switch pair to the Domain profile. Click Next.

Note: You can also click Assign Later and assign a switch pair to the Domain profile at a later time.
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Create UCS Domain Profile

UCS Domain Assignment
General

Choose to assign a fabric interconnect pair to the profile now or later.

UCS Domain Assignment

VLAN & VSAN Configuration
Choose to assign a fabric interconnect pair now or later. If you choose Assign Mow, selact a pair that you want to assign and click Next . If you choose Assign Later,
Ports Configuration click Next to proceed to policy selection,

UCS Domain Configuration (I show Assigned

Summary

1 items found 10~ per page 1 of1

Fabric Interconnect A Fabric Interconnect B
Model Serial Bundle Version Model Serial Bundle Version

UICS-FI-6454 FDO234400ZT 4.2(2d) UCS-FI-6454 FDOZ34400YH 4.2(2d)

Selected 1.0f 1 1 of1

Step 6. On the VLAN & VSAN Configuration page, attach VLAN and VSAN policies for each switch to the UCS
Domain Profile.

Note: In this step, a single VLAN policy is created for both fabric interconnects and two individual VSAN
policies are created because the VSAN IDs are unique for each fabric interconnect.

Step 7. Click Select Policy next to VLAN Configuration under Fabric Interconnect A.

Create UCS Domain Profile

VLAN & VSAN Configuration

Create or select a policy for the fabric interconnect pair.

General

UCS Domain Assignment
~ Fabric Interconnect A 0 of 2 Policies Configured

VLAN & VSAN Configuration

Ports Configuration VLAMN Configuration

VEAN Conflguration

UCS Domain Configuration

Summary

~ Fabric Interconnect B 0 of 2 Policies Configured

VLAM Configuration

VEAN Configuration

Step 8. In the pane on the right, click Create New.

Step 9. Verify correct organization is selected from the drop-down list and provide a name for the policy (for
example, FS-L152-DMZ-VLAN). Click Next.
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Create UCS Damain Profile

Create VLAN

1 General General

Add a name, description and tag for the policy.

2 | Policy Details

Organization *

Marme *
FEL152-DM7-VLAN

Description

Step 10. Click Add VLANSs.

Create UCS Damaln Profile

Create VLAN

Policy Details

Add policy details

2 Policy Details This policy is applicable only for UCS Domains

VLANs

(: Show VLAN Ranges

Q,  Add Fliter 1 items found 10~ per page 1 of1

VLANID - Mame - = - Primary .. - Multicast Policy Auto Allow On...

1 dafault ik

Sel Native VLAN ID

Step 11. Provide a name and VLAN ID for the VLAN from you list (for example, 70, 71, 72,73). Enable Auto
Allow On Uplinks. To create the required Multicast policy, click Select Policy under Multicast*.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 53 of 303




Create UCS Domain Profile

Create VLAN

Add VLANs
Add VLANS ta the policy

4 VLANs should have one Multicast poficy associated to it

Configuration
Name | Prefix *
FE-InBand-hgmt

Auto Allow On Uplinks

(P Fnable VI AN Sharing

Multicast Palicy *

Step 12. In the window on the right, click Create New to create a new Multicast Policy.

Step 13. Provide a Name for the Multicast Policy (for example, FS-L152-DMZ-McastPol). Provide optional
Description and click Next.

Create UCS Domain Profile Create VLAN

Create Multicast Policy

General
Add a name, description and tag for the policy.

1 General

Z | Policy Detaila

Marne ¢

F5-L152-DMZ-McastPol

Description

Step 14. Leave defaults selected and click Create.
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Create UCS Domain Profile Create VLAN

Create Multicast Policy

Policy Details
Add policy details

General

2 Policy Detaila
Multicast Policy

Snooping State

() Querier State

Source [P Proxy State

Step 15. Click Add to add the VLAN.

Create UCS Domain Profile

Create VLAN

Add VLANs
Add VLANS ta the policy

4 VLANs should have one Multicast policy associated to it
Configuration
Name | Prefix *
FE-InBand-hgmt
Auto Allow On Uplinks

(P Fnable VI AN Sharing

Multicast Palicy *

alected F5-L152-DMZ-
‘olicy McastPuol

Step 16. Add the remaining VLANs from you list by clicking Add VLANs and entering the VLANs one by one.
Reuse the previously created multicast policy for all the VLANSs.

The VLANSs created during this validation are shown below:
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Policy Details

Add policy details

This policy is applicable only for UCS Domains

VLANs

(D show VLAN Ranges

5 items found 8 per page 1 of1
Name - Sharing Type . Primary VLAN ID Multicast Policy Auto Allow On Uplinks
default None
None
FS-infra-Mgmt_ None
FS-VDI_72 None FS-L152-DMZ-McastP

FS-vMotion_73 None FS-L152-DMZ-McastP

Set Native VLAN ID

Note: A VSAN policy is only needed when configuring Fibre Channel and can be skipped when
configuring IP-only storage access.

Step 17. Click Select Policy next to VSAN Configuration under Fabric Interconnect A. Click Create New.

Create UCS Domain Profile

VLAN & VSAN Configuration

he fabric inten

General

UCS Domain Assignment

Fabric Interconnect A 1 of
WLAN & VSAN Configuration

VAN Conflguration

Ports Configuration

VSAN Configuratio
UCS Domain Conflguration SAN Configuration

Summary
-~ Fabric Interconnect B 0 of

VLAN Configuration

Step 18. Verify correct organization is selected from the drop-down list and provide a name for the policy (for
example, FS-L152-DMZ-VSAN-A). Click Next.
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ain Profile

Creat

Create VSAN

B coneral General

cription and tag for the policy.

2 | Policy Details

Step 19. Click Add VSAN.

Create UCS Domain Profile

Create VSAN

General Policy Details

Add policy details

2\ Policy Details This policy is applicable only for UCS Domains

C’ Uplink Trunking

Step 20. Provide a name (for example, VSAN-A), VSAN ID (for example, 500), and associated Fibre Channel
over Ethernet (FCoE) VLAN ID (for example, 500) for VSAN A.

Step 21. Set VLAN Scope as Uplink.
Step 22. Click Add.

Add VSAN

Name *
VSAN-A

VSAN Scope
Storage & Uplink Storage Uplink

VSAN ID *

100

FCoE VLAN ID *
100
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Step 23. Click Create to finish creating VSAN policy for fabric A.

Create UCS Domain Profile

Create VSAN

Policy Details

Add policy details

General

2 Policy Details This policy is applicable anly for UCS Domains

I Uplink Trunking

1 Items found 10~ per page 1 aof1

Name VSAN Scope FCoE VLAN ID

100 VSAN-A Uplink

Step 24. Repeat steps 7 - 23 for fabric interconnect B assigning the VLAN policy created previously and
creating a new VSAN policy for VSAN-B. Name the policy to identify the SAN-B configuration (for example, FS-
L152-DMZ-VSAN-B) and use appropriate VSAN and FCoE VLAN (for example, 501).

Step 25. Verify that a common VLAN policy and two unique VSAN policies are associated with the two fabric
interconnects. Click Next.

Create UCS Domain Profile

VLAN & VSAN Configuration

Create of select a policy for the fabric interconnect pair.

Goneral

UCS Domain Assignment
Fabric Interconnect A Z of 2 Policies Configured

VLAN & VSAN Configuration

Ports Configuration VLAN Configuration F5-L152-DMZ-VLANs (8

VSAN Configuration FS-L152-DMZ-VSAN-A (8

UCS Domain Configuration

5 | Summary
* Fabric Interconnect B 2 of 2 P

VLAN Configuration FS-L152-DM2-VLANs 2

VEAN Configuration FS-1152-DM7-VSAN-B 8

Step 26. On the Ports Configuration page, attach port policies for each switch to the UCS Domain Profile.

Note: Use two separate port policies for the fabric interconnects. Using separate policies provide
flexibility when port configuration (port numbers or speed) differs between the two Fls. When configuring
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Fibre Channel, two port policies are required because each fabric interconnect uses unique Fibre Channel
VSAN ID.

Step 27. Click Select Policy for Fabric Interconnect A.

Create UCS Domain Profile

Ports Configuration

Create of select a port policy for the fabric interconnect palr.

General

UCS Domain Assignment

Configure ports by creating or selecting a policy.
VLAN & VSAN Configuration

~ Fabric Interconnect A Net Configured
Ports Configuration

r 5 A Ports Configuration
UCS Domain Configuration

5 | Summary
~ Fabric Interconnect B Mot Conflgured

Ports Configuration

Step 28. Click Create New.

Step 29. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L152-DMZ-K4-FI-A). Click Next.

Create UCS Domain Profile

Create Port

General
Add a name, description and tag for the policy.

General
Unified Port Organization *
Breakout Options.
Name *
Port Roles FEL152-DMZKAFA
Switch Model *

UCSFHiA54

Set Tags

Description

Step 30. Move the slider to set up unified ports. In this deployment, the first four ports were selected as Fibre
Channel ports. Click Next.
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Create UCS Domain Profile

Create Port

Unified Port
Configure the port modes to carry FC or Fthernet traffic.
) Unified Port

Move slider to configure unified ports and select port to set breakout.
Breakout Options
Fibre Channel Ports

Port Roles @® . . + 4 Fibre Channel Ports (Port 1-4)

o[[e][e][e D R
T FEE Ry G A, S
3 o |[e][e o [[o]|[e ° o >

°

@ Ethemet Port Mades

Ports 1-4 Ethernet Ports 5-54

Step 31. On the breakout Options page click Next.

Note: No Ethernet/Fibre Channel breakouts were used in this validation.

Create UCS Domain Profile

Create Port

Breakout Options

Configure breakout ports on FC or Fthernet.

General
Unified Port
Fibre Channel

Breakout Options

Port Roles

@ Cthernet Bregkout Capable

Type

Ethemnet
Ethemet

Ethernet

Step 32. Select the ports that need to be configured as server ports by clicking the ports in the graphics (or
select from the list below the graphic). When all ports are selected, click Configure.
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Create UCS Domain Profile

Create Port

PortRoles

Configure port roles to define the traffic type carried through a unified port connection.

Port Channels Pin Groups
Breakout Options

- COnfgANe | SeiectedPorts  Port21,Port 22
|} Port Roles ~ = —

A Y ST AT, Y T M A S ==
I RSN T RTE ﬁn'ﬂmh!ﬁn'nrlﬁ'lJ RIS OROROROR I
“le|o| e o/ /o e /eo|/o oif@]/eo 0| o|/e|(o o e s o e e ol e || o ||e

@ Unconfigured

Role Connected Devic.. Device Number Port Channel

Unconfigured
Unconfigured

Unconfigured

Step 33. From the drop-down list, select Server as the role. Click Save.

Create UCS Domain Profile

Create Port

Configure (2 Ports)

Configuration

Selactad Ports Part 21, Port 22

Role
Server

M9K-C93180YC-FX3 requires CI74 FEC for 256 speed ports. Learn more at

FEC
Auto crra

I Manual Chassis/Server Numbering

Step 34. Configure the Ethernet uplink port channel by selecting the Port Channel in the main pane and then
clicking Create Port Channel.
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Create UCS Domain Profile

Create Port

Port Roles

Configure port roles to define the traffic type carried through a unified port connection.

General
Unified Port
Port Roles Pin Groups

Breakout Options

Port Roles

1 items found 10 per page

Role : Ports.

11 Fthemet Uplink Port Channe!

Step 35. Select Ethernet Uplink Port Channel as the role, provide a port-channel ID (for example, 11).

Note: You can create the Ethernet Network Group, Flow Control, Link Aggregation or Link control policy
for defining disjoint Layer-2 domain or fine tune port-channel parameters. These policies were not used in
this deployment and system default values were utilized.

Step 36. Scroll down and select uplink ports from the list of available ports (for example, port 49 and 50).
Step 37. Click Save.

Create UCS Damaln Profile

Create Port

Create Port Channel

Canfiguration

The combined maximum number of Ethernet Uplink, FCoE Uplink, and Appliance port channels permitted ks
12 and the maximum number of FC port channels permitted is 4.

Role
Ethernel Uplink Porl Channel

Port Channel ID * Admin Speed
n - Aty

Ethemet Network Group
Flow Control
Link Aggregation

Link Control

Step 38. Repeat steps 27 - 37 to create the port policy for Fabric Interconnect B. Use the following values for
various parameters:
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¢ Name of the port policy: FS-L152-DMZ-K4-FI-B

o Ethernet port-Channel ID: 12
Step 39. When the port configuration for both fabric interconnects is complete and looks good, click Next.

Create UCS Domain Profile

Ports Configuration

Create or select a port policy for the fabric intarconnect pair,

General

UCS Domain Assignment

Configure ports by creating or selecting a policy.
VLAN & VSAN Configuration

< Fabric Interconnect A Configurad
Ports Configuration
« Fabric Interconnect B Configured

UCS Domain Configuration

5 | Summary

Step 40. Under UCS domain configuration, additional policies can be configured to setup NTP, Syslog, DNS
settings, SNMP, QoS and UCS operating mode (end host or switch mode). For this deployment, System QoS
will be configured.

Step 41. Click Select Policy next to System QoS* and click Create New to define the System QOS policy.
Create UCS Domain Profile

UCS Domain Configuration

Select the compute and policies to be i with the fabric interconnect.

General

UCS Domain Assignment
(D show Attached Policies (D)
VLAN & VSAN Configuration
Ports Configuration ~ Management 0 of 4 Policies Configured
UCS Domain Configuration NTP
5 | Summary Syslog

Network Connectivity

SNMP

~ Network 0 of ? Policies Configured

System QoS *

Switch Control

Step 42. Verify correct organization is selected from the drop-down list and provide a name for the policy (for
example, FS-L152-DMZ-QosPol). Click Next.
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Create System QoS

General
1 General

Add a name, description and tag for the policy.

2 | Policy Details Organization *

Nama *

F5-L151-DMZ-QosPol

Description

Step 43. Change the MTU for Best Effort class to 9216. Keep the rest default selections. Click Create.

Create System QoS

Policy Details
Add policy detalls

General
2 Paolicy Details This policy is applicable only for UCS Domains
Configure Priorities
P Piatinim
O ook
I sitver
I wonze

Weight

f -
@D Best Effort . 5

Waight

Fibire CoS
[ & - .

Channel

Step 44. Click Next.
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Create UCS Domain Profile

S UCS Domain Configuration

Select the compute and t policias to ba i with the fabric interconnect

UCS Domain Assignment
(I show Attached Policles (1)
WLAN & VSAN Configuration

Ports Configuration ~ Management 0 of 4 Policias Configured

UCS Domain Configuration NTE
Summary Syslog
Netwark Connectivity

SNMP

“ Network 1 of 2 Policies Configured

System QoS * F5-1152-DMZ-QosPol (&

Switch Control

Step 45. From the UCS domain profile Summary view, verify all the settings including the fabric interconnect
settings, by expanding the settings and make sure that the configuration is correct. Click Deploy.

General Summary

Rewiew the UCS domain profile details, resolve configuration emars and deploy the profile.
UCS Domain Assignment

< General
VLAN & VSANM Configuration

VLAM & VSAM Configuration UCS Domain Configuration Errors [ Warnings
Ports Configuration

UCS Domain Configuration
Fabric Interconnect A

Summary
~ Fabrie Interconnect B

The system will take some time to validate and configure the settings on the fabric interconnects. Log into the
console servers to see when the Cisco UCS fabric interconnects have finished configuration and are
successfully rebooted.

When the Cisco UCS domain profile has been successfully deployed, the Cisco UCS chassis and the blades
should be successfully discovered.

It takes a while to discover the blades for the first time. Cisco Intersight provides an ability to view the progress
in the Requests page:

Q Search @ g D @ o
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Step 46. From the Service Selector drop-down list, select Infrastructure Service. Navigate to Configure >
Profiles, select UCS Domain Profiles, verify that the domain profile has been successfully deployed.

e Intersight 2 Infrastructure Sarviee -

o Profiles

Oparate
HyperFlex Cluster Profiles  UCS Chassis Profiles UCS Server Profiles  Kubemetes Cluster Profiles
Configure

Profiles

Templates
# ANLCS Domain Pr.. @
Policies 1ltems found

Paals E - Last Updats

a0 hour 390

Step 47. From the Service Selector drop-down list, select Infrastructure Service. Navigate to Operate > Chassis,
verify that the chassis has been discovered.

el ntersight e Infrastructure Service

S Chassis

Operata
Servers # AN Chassis @+

i £ e 18
Chassls titemsfound 18+ per page

Fabric Interconnects

HyperFlex Clusters

Healthy 1
Storage
Virtualizatian

Chassla ID Maodal . Sarial
Kubernetes

1 UCSX-9508 FOX2505PDIN
Integrated Systems ]

& Cconfigure

Step 48. From the Service Selector drop-down list, select Infrastructure Service. Navigate to Operate > Servers,
verify that the servers have been successfully discovered.

SreT Servers

Operate
Bervers 24 tems found 0 - perpage 1 of3[E 5

Chassis
HCL Status Profile Status Requests (Last
Fabric Intarconnacts
~ % Incomplate 14 \ Failed 3
o Warning 1 - UESX 2105-M7 22 ; « Inconsitent 3 NS
Netwarking e Hasitny 23 £ Wat Listod 10 745 MASY 2 a Hat Assignod 3 o Requests
K18

HyperFlex Clusters

Storage Contract Sta.. © E Model = @ : e 2 ucspem_ L 2 HCL Status

Mot Covered L. LCEX-210C-M7 £ Mot Listed
Virtualization

Mot Covered L. LUCSN-Z10C-M7 4 Mot Listed
Integratad Systems

MNat Covered .. UCSX-H0C-M7 1 Mot Listed
Analyze : Hat Covered .. UCSK-210C-M7 4 Wot Listed
Explorar Hat Covered e LCSK-HOC-M7 ¢ Hot Listed
Configure MNat Covered e UCEX-H0C-M7 £ Mot Listed
proflies Hat Covered e LCEN-M0C-M7 % Mo Listed
Hat Covered . LCEN-M0C-M7 % Mo Listed
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Configure Cisco UCS Chassis Profile

Cisco UCS Chassis profile in Cisco Intersight allows you to configure various parameters for the chassis,
including:

e IMC Access Policy: IP configuration for the in-band chassis connectivity. This setting is independent of
Server IP connectivity and only applies to communication to and from chassis.

¢ SNMP Policy, and SNMP trap settings.
« Power Policy to enable power management and power supply redundancy mode.

o Thermal Policy to control the speed of FANs (only applicable to Cisco UCS 9508).
A chassis policy can be assigned to any number of chassis profiles to provide a configuration baseline for a
chassis. In this deployment, chassis profile was created and attached to the chassis with the settings shown in

Figure 20.

Details Details

IMC Access Policy

Poser
Mamg
FS-L152-DMZ-K4-8508 Thermal

Figure 20. Chassis policy detail

IMC Access Details IMC Access Details Thermal Details

General General General

Mame

Policy Details

Zanfiguration Jut-Of-Band Configuration

Configure Server Profiles

Configure Server Profile Template

In the Cisco Intersight platform, a server profile enables resource management by simplifying policy alignment
and server configuration. The server profiles are derived from a server profile template. The server profile

template and its associated policies can be created using the server profile template wizard. After creating
server profile template, you can derive multiple consistent server profiles from the template.
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Note: The server profile captured in this deployment guide supports both Cisco UCS X210c M7blade
servers and Cisco UCS X210c M7compute nodes.

Procedure 1. Create vNIC and vHBA Placement for the Server Profile Template

In this deployment, four vNICs and two vHBAs are configured. These devices are manually placed as listed in
Table 5.

Table 5. vHBA and vNIC placement for FC connected storage

vHBA-A MLOM A 0
vHBA-B MLOM B 1
01-vSwitch0-A MLOM A 2
02-vSwitch0-B MLOM B 3
03-VDS0-A MLOM A 4
04-VDS0-B MLOM B 5

Note: Two vHBASs (VHBA-A and vHBA-B) are configured to support FC boot from SAN.

Step 1. Log into the Cisco Intersight portal as a user with account administrator role.

Step 2. Navigate to Configure > Templates and click Create UCS Server Profile Template.

tuta’ Intersight 8 Infrasiructurs Sarvice

Templates

Step 3. Select the organization from the drop-down list. Provide a name for the server profile template (for
example, FS-L151-DMZ-K4-X210c M7) for Fl-Attached UCS Server. Click Next.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 68 of 303



Ganeral General

Enter a name, description, tag and select a platform for the server profile template.

Compute Configuration

Organization *

Management Configuration

Marme *

Storage Configuration FE1L151-DM7-K4-X210CME

Natwork Configuration

Summary

Description

Step 4. Click Select Pool under UUID Pool and then click Create New.

General Compute Configuration

Create or sedect existing Compute policies that you want to associate with this template.
Compute Configuration uuID Ass'gnmem

Management Configuration UUID Poal

Storage Configuration BI0S

Network Configuration EBoot Order

Power
Summary
Wirtual Media

Step 5. Verify correct organization is selected from the drop-down list and provide a name for the UUID Pool
(for example, FS-L151-DMZ-UUID-Pool). Provide an optional Description and click Next.
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General
1 General

Pool reprasents a collaction of UUID itams that can be allocated to sarver profiles.

2 | Pool Datails Organization *

Mama *

F&-11571-DMZ-LUID-Poal

Descriptlon

Step 6. Provide a UUID Prefix (for example, a random prefix of A11A14B6-B193-49C7 was used). Add a UUID
block of appropriate size. Click Create.

Pool Detalls

Caollection of ULID suffix Blocks.

General

2 Pool Detail
D Configuration

Prefix ™
ATTAT4BG-B19340C7

UUID Blocks

From
2151-230000000001

Step 7. Click Select Policy next to BIOS and in the pane on the right, click Create New.

Step 8. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L151-DMZ-M6-BIOS-Perf).

Step 9. Click Next.
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B c ' General
aneral
Add a name, description and tag for the policy.

2 | Policy Details Organizaticn *

MName *
FE-L151-DMZ-ME-BI0S-Parf

General Policy Details

Add policy details

2 Policy Details All Plastarm: UGS Servar (Standalona] UCE Sarver (Fl-Attachad)

& The BIOS sattings will be applied only on next host reboaot.

Boot Options

Intel Directed 10

LOM And PCle Slots

Memory

Pawer And Performance

Processor

Note: In this deployment, the BIOS values were selected based on recommendations in the performance
tuning guide for Cisco UCS M6 BIOS: https://www.cisco.com/c/en/us/products/collateral/servers-unified-
computing/ucs-b-series-blade-servers/performance-tuning-quide-ucs-m6-servers.html.

Table 6. FS-L151-DMZ-M6-BIOS-Perf token values

Intel Directed 10

Intel VT for Directed IO enabled
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Memory

Memory RAS Configuration
Power And Performance
Core Performance Boost
Enhanced CPU Performance
LLC Deadline

UPI Link Enablement

UPI Power Management
Processor

Altitude

Boot Performance Mode
Core Multiprocessing

CPU Performance

Power Technology

Direct Cache Access Support

DRAM Clock Throttling

Enhanced Intel Speedstep(R) Technology

Execute Disable Bit
IMC Interleaving

Intel HyperThreading Tech
Intel Turbo Boost Tech
Intel(R) VT

DCU IP Prefetcher
Processor C1E
Processor C3 Report
Processor C6 Report
CPU C State

Sub Numa Clustering

DCU Streamer Prefetch

maximum-performance

Auto
Auto
disabled
1

enabled

auto

Max Performance
all

enterprise
performance
enabled
Performance
enabled

enabled

1-way Interleave
Enabled

enabled

enabled

enabled

disabled
disabled
disabled
disabled

enabled

enabled
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Step 11. Click Select Policy next to Boot Order and then click Create New.

Step 12. Verify correct organization is selected from the drop-down list and provide a name for the policy (for
example, FS-L151-DMZ-BootPol). Click Next.

General
1) General

Add a name, description and tag for the policy.

2 | Paolicy Details

Step 13. For Configured Boot Mode, select Unified Extensible Firmware Interface (UEFI).

Step 14. Turn on Enable Secure Boot.

Step 15. Click Add Boot Device drop-down list and select Virtual Media.

Step 16. Provide a device name (for example, vkVM-DVD) and then, for the subtype, select KVM Mapped DVD.

For Fibre Channel SAN boot, four connected FC ports on Pure Storage FlashArray//X70 R3 controllers will be
added as boot options. The four FC ports are as follows:

e CTO.FCO, CT1.FCO are connected to SAN-A
e CT1.FC2, CT0.FC2 are connected to SAN-B

Figure 21. Pure Storage FlashArray//X70 R3

Auray Ports

Step 17. From the Add Boot Device drop-down list, select SAN Boot (Repeat steps for all 4 FC ports)
Step 18. Provide the Device Name: CTOFCO and the Logical Unit Number (LUN) value (for example, 1).

Step 19. Provide an interface name vHBA-A. This value is important and should match the vHBA name.

Note: VHBA-A is used to access CT0.FCO, CT1.FCO and vHBA-B is used to access CT1.FC2, CT0.FC2.
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Step 20. Add the appropriate World Wide Port Name (WWPN) as the Target WWPN (for example,
52:4A:93:71:56:84:09:00).

Step 21. Provide bootloader name as BOOTX64.EFI.
Step 22. Provide bootloader name as \EF\BOOT.

Device Name *
CTOFCO

Interface Name * Target WWPN *
VHBA-A 52:4A:93:71:56:84:09:00

Bootloader Name

BOOTX64.EFI Bootloader Description

Bootloader Path
\EFINBOOT

Step 23. Verify the order of the boot policies and adjust the boot order as necessary using the arrows next to
delete icon. Click Create.

Policy Details
Add policy detalls

General

2 Policy Detalls Al Platform eS Standalane] ver (FI-Attached)

Configured Boot Mode

Unified Extensible Firmware Interface (UEF) Legacy

Enabile Secure Boot

Virtual Media (vKVM-DVD) Enabled

SAN Boot (CTOFCD) Enabled

SAN Boot (CTOFC2) Enabled

SAN Boot (CTIFC2) Enabled

Enabled

SAN Boot (CTIFCO)

Step 24. Click Select Policy next to Power and in the pane on the right, click Create New.

Step 25. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, UCS-PWR). Click Next.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 74 of 303



1 General [

scription and tag for the policy.

2| Policy Datails

Step 26. Enable Power Profiling and select High from the Power Priority drop-down list. Click Create.

Policy Detalls
General

Add policy details

2 policy Detalls

Configuration

Step 27. Click Select Policy next to Virtual Media and in the pane on the right, click Create New (Optional)

Step 28. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L151-DMZ-Vmedia-Pol). Click Next.
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General
Add 2 name, descriplion and 1ag for he policy

2 Policy Detaks

Step 29. Disable Lower Power USB and click Create.

[

@ Policy Detsils

Enasie Virtusl Meats Encryption

(B Enabie Low Power LSB

Step 30. Click Next to go to Management Configuration.

Cempute Configuration
General

Craate or select axisting Camgputa palices that you want to assaciate with this templata.

‘Computa Configunation UUID Assignment

3| Management Configuration ULID Foos
Selecied Fool FS-L151-DME-UUID-Pac
RS T RICS FE-1 151-DM7-ME-RIOS-Part
Hatwork Configuration Boat Order FE-L181-DMZ-BootPal

Pawsr UES-PWR
Summary
Virtual Mesdia 151-DME-Ymadia-Fal

Step 31. Click Select Policy next to IMC Access and then click Create New.

Step 32. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L152-DMZ-IMCAPol). Click Next.
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Note: You can select in-band management access to the compute node using an in-band management
VLAN (for example, VLAN 60) or out-of-band management access via the MgmtO interfaces of the Fls.
KVM Policies like SNMP, vMedia and Syslog are currently not supported via Out-Of-Band and will require
an In-Band IP to be configured.

Step 33. Click UCS Server (FI-Attached). Enable In-Band Configuration and type VLAN Id designated for the In-
Band management (for example, 70).

Policy Details

Add palicy details

Step 34. Under IP Pool, click Select IP Pool and then click Create New.

IP Pool *

Step 35. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L152-DMZ-ICMA-IP-Pool). Click Next.
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Genaral

Z | IPva Pool Detalis

3 IPv8 Pool Details

Step 36. Select Configure IPv4 Pool and provide the information to define a pool for KVM IP address assignment
including an IP Block.

IPv4 Pool Details

Network interface configuration data for IPv4 interfaces.

General

@) 1Pv4 Pool Details @D Configure IPv4 Pool

3 | IPv6 Pool Details Previously saved paramaters cannot be changed. You can find Cisco recommendations at

Configuration

Netmask * ateway

255.255.255.0 10.10.70.1

IP Blocks

From

10.10.70.100

Note: The management IP pool subnet should be accessible from the host that is trying to open the KVM
connection. In the example shown here, the hosts trying to open a KVM connection would need to be able
to route to 10.10.70.0/24 subnet.
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IPv6 Pool Details

Metwaork interface configuration data for IPvé interfaces.

General

IPv4 Pool Detalls (P configure I ]

3 IPvE Pool Details You can skip IPvE Pool configuration for now and configure it later

Step 37. Click Select Policy next to IPMI Over LAN and then click Create New.

Step 38. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, Enable-IPMIoLAN). Click Next.

3 ol General

Addl & name, descripticn and tag for the policy,

2 Policy Details

Enable- oMol AN

Step 39. Turn on Enable IPMI Over LAN.

Step 40. From the Privilege Level drop-down list, select admin.
Step 41. Click Create.
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Policy Details

General

Policy Detalls

Enable IPM| Ov

Step 42. Click Select Policy next to Local User and the, in the pane on the right, click Create New.

Step 43. Verify the correct organization is selected from the drop-down list and provide a name for the policy.
Step 44. Verify that UCS Server (FI-Attached) is selected.

Step 45. Verify that Enforce Strong Password is selected.

Step 2
Policy Details

Add pe 8

All Platforms LICS {Standalone S er (Fl-Attached)
Password Properties
- Enforce Strong Password @
@ @ Enable d Exp

rd H

@ Awa

Local Users

This policy will remove existing user accounts other than the ones configured with this policy. However, the default admin user
account is not deleted from the endpoint device. You can only enable/disable or change account password for the admin account by
creating a user with the user name and role as ‘admin’. If there are no users in the policy, only the admin user account will be available
on the endpoint device. By default, IPMI support is enabled for all users

Step 46. Click Add New User and then click + next to the New User.

Step 47. Provide the username (for example, fpadmin), choose a role for example, admin), and provide a
password.
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fpadmin (admin)

rmame *

fpadmin

ord Confirmation *

Note: The username and password combination defined here will be used to log into KVMs. The typical
Cisco UCS admin username and password combination cannot be used for KVM access.

Step 48. Click Create to finish configuring the user.
Step 49. Click Create to finish configuring local user policy.

Step 50. Click Next to move to Storage Configuration.

General Management Configuration

ing Management policies e 5 with this template.

Compute Configuration -
Certificate Management

Management Configuration M F5-1152-DM

IFMI Over LAN Enable-IPMIoLAN
Storage Conflguration

Local Us LocalUser-Pol

5 | Network Configuration

&) Summary

Step 51. Click Next on the Storage Configuration screen. No configuration is needed in the local storage
system.
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Step 52. Click Select Policy next to LAN Connectivity and then click Create New.

Note: LAN connectivity policy defines the connections and network communication resources between
the server and the LAN. This policy uses pools to assign MAC addresses to servers and to identify the
vNICs that the servers use to communicate with the network. For consistent vNIC placement, manual vNIC
placement is utilized.

The FC boot from SAN hosts uses 4 vNICs configured as listed in Table 7.

Table 7. vNICs for LAN Connectivity

vSwitch0-A MLOM A 2 FS-InBand-Mgmt_70
vSwitch0-B MLOM B 3 FS-InBand-Mgmt_70
VDS0-A MLOM A 4 FS-VDI_72, FS-vMotion_73
VDS0-B MLOM B 5 FS-VDI_72, FS-vMotion_73

Note: The PCI order 0 and 1 will be used in the SAN Connectivity policy to create vHBA-A and vHBA-B.

Step 53. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L151-DMZ-LAN-Conn-Pol). Click Next.

Step 54. Under vNIC Configuration, select Manual vNICs Placement.
Step 55. Click Add vNIC.
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Ganaral Policy Details

2) Policy Datails

This option ensures the [GN name is not associated with the policy

vNIC Configuration

For manual placement option you need to specify placement for sach WNIC. Leam mere at

Oitems found 10+ per page oof0

SlotlD  :  Switch. : PCIOrd. :  Fallover : PinGro.. - MACP. :

NO ITEMS AVAILABLE

Step 56. Click Select Pool under MAC Address Pool and then click Create New.

Note: When creating the first vNIC, the MAC address pool has not been defined yet, therefore a new MAC
address pool will need to be created. Two separate MAC address pools are configured for each Fabric.
MAC-Pool-A will be reused for all Fabric-A vNICs, and MAC-Pool-B will be reused for all Fabric-B vNICs.

Table 8. MAC Address Pools

FS-L151-DMZ-MAC-Pool-A  00:25: B5:04:0A:00 256* vSwitch0-A, VDSO0-A

FS-L151-DMZ-MAC-Pool-B  00:25: B5:04:0B:00 256* vSwitch0-B, VDS0-B

Step 57. Verify the correct organization is selected from the drop-down list and provide a name for the pool
from Table 8 depending on the VNIC being created (for example, FS-L151-DMZ-MAC-Pool-A for Fabric A).

Step 58. Click Next.

B Generst General

Pool represents a collection of MAC addresses that can be allocated to VNICs of a server profile.

2 | Pool Details Irganization *

Name
FSL151-DMZ-MAC Pool-A
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Step 59. Provide the starting MAC address from Table 8 (for example, 00:25:B5:04:0A:00) and the size of the
MAC address pool (for example, 256). Click Create to finish creating the MAC address pool.

Pool Details

Collection of MAC Biocks.

MAC Blocks

Step 60. From the Add vNIC window, provide vNIC Name, Slot ID, Switch ID, and PCI Order information from
Table 7.

General

MName *
vSwitchO-A Pin Group Name

MAC Pool *

Selected Pool FS-L151-DMZ-MAC-Pool-A

Placement

Slot ID * PCI Link
MLOM 0

Switch ID *

PCI Order
2

Step 61. For Consistent Device Naming (CDN), from the drop-down list, select vNIC Name.

Step 62. Verify that Failover is disabled because the failover will be provided by attaching multiple NICs to the
VMware vSwitch and VDS.
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Consistent Device Naming (CDN)

Source

YNIC Name

Failover

(D Enabled

Step 63. Click Select Policy under Ethernet Network Group Policy and then click Create New.

Note: The Ethernet Network Group policies will be created and reused on applicable vNICs as explained
below. The Ethernet Network Group policy defines the VLANs allowed for a particular vNIC, therefore
multiple network group policies will be defined for this deployment as listed in Table 9.

FS-L151-DMZ-vSwitchO-NetGrp-Pol Native-VLAN (1) vSwitch0-A, vSwitch0-B FS-InBand-Mgmt_70

Table 9. Ethernet Group Policy Values

Group Policy Name

FS-L151-DMZ-vSwitch1-NetGrp-Pol Native-VLAN (1) VDSO0-A, VDS0-B FS-VDI_72, FS-vMotion_73

Step 64. Verify the correct organization is selected from the drop-down list and provide a name for the policy
from Table 9 (for example, FS-L151-DMZ-vSwitchO-NetGrp-Pol). Click Next.

B oeesl General

Add a name, description and tag for the policy.

2 Policy Details

Name *
FS-1.151-DMZ-vSwitch0-NetGrp-Pol

Step 65. Enter the allowed VLANs from Table 7 (for example, 70) and the native VLAN ID from Table 9 (for
example, 1). Click Create.
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Policy Details
General

Add policy details

2 Policy Details

VLAN Settings

Note: When ethernet group policies are shared between two vNICs, the ethernet group policy only needs
to be defined for the first vNIC. For subsequent vNIC policy mapping, just click Select Policy and pick the
previously defined ethernet group policy from the list on the right.

Step 66. Click Select Policy under Ethernet Network Control Policy and then click Create New.

Note: The Ethernet Network Control Policy is used to enable Cisco Discovery Protocol (CDP) and Link
Layer Discovery Protocol (LLDP) for the vNICs. A single policy will be created and reused for all the vNICs.

Step 67. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L151-DMZ-NetCtrl-Pol).

Step 68. Click Next.

1) General S
Add a name, description and tag for the policy.

2 Policy Detalis

Step 69. Enable Cisco Discovery Protocol and both Enable Transmit and Enable Receive under LLDP. Click
Create.
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Palicy Details

General

Palicy Datallz (Fi-Attached)

All Hosl VLANS

Link Down (| Waming

A Important! If the Action on Uplink is set to Warning, the switch will not fail over if uplink connectivity is lost,

MAC Security

Forge
Allow Deny

Step 70. Click Select Policy under Ethernet QoS and click Create New.

Note: The Ethernet QoS policy is used to enable jumbo maximum transmission units (MTUs) for all the
VNICs. A single policy will be created and reused for all the vNICs.

Step 71. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L151-DMZ-QQOS).

Step 72. Click Next.

) cenenal Onnere

Add a name, description and tag for the policy.

2 | Policy Detalis 0 tion *

FS-L151-DMZ-Q0S

Step 73. Change the MTU Bytes value to 9000. Click Create.
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Step 74. Click Select Policy under Ethernet Adapter and then click Create New.

Note: The ethernet adapter policy is used to set the interrupts and the send and receive queues. The
values are set according to the best-practices guidance for the operating system in use. Cisco Intersight
provides default VMware Ethernet Adapter policy for typical VMware deployments. Optionally, you can
configure a tweaked ethernet adapter policy for additional hardware receive queues handled by multiple
CPUs in scenarios where there is a lot of vMotion traffic and multiple flows. In this deployment, a modified
ethernet adapter policy, FS-L151-DMZ-EthAdapt-VMware-HiTraffic, is created and attached to the VDSO-
A and VDSO0-B interfaces which handle vMotion.

Table 10. Ethernet Adapter Policy association to vNICs

Policy Name vNICS

FS-L151-DMZ-EthAdapt-VMware vSwitch0-A, vSwitch0-B

FS-L151-DMZ-EthAdapt-VMware-HiTraffic VDSO0-A, VDS0-B,

Step 75. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L151-DMZ-EthAdapt-VMware).

Step 76. Click Select Default Configuration under Ethernet Adapter Default Configuration.
Step 77. From the list, select VMware. Click Next.
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1 Genesal I

Add a name, description and tag for the policy.

2) Policy Details

n
Ethernet Adapter Default Configuration

VMWare

Step 78. For the FS-L151-DMZ-EthAdapt-VMware policy,
section.

Policy Details

Add policy detaits

General
2 Policy Details

(I Enable Virtual Extensibla LAN

(D Enable GENEVE Officad

RoCE Settings
(I Enable AOMA over Converged Ethemet

Interrupt Settings

Interrupts

L}

click Create and skip the rest of the steps in this

All Platforms

Step 79. For the optional FS-L151-DMZ-EthAdapt-VMware-HiTraffic policy used for VDS interfaces, make the

following modifications to the policy:
e Increase Interrupts to 11
e Increase Receive Queue Count to 8
¢ Increase Completion Queue Count to 9

« Enable Receive Side Scaling

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

Page 89 of 303



Interrupt Settings

Interrupts
1

Interrupt Co.
Min
Receive

Receive Queue Count
8

Transmit

Transmit Queue Count
1

Completion

Completion Queue Count

Interrupt Mode Interrupt Tim
MSix 125

Receive Ring Size
512

Transmit Ring Size
256

Completion Ring Size

9 . 1

Uplink Failback Timeol
5

Receive Side Scaling
Enable Receive Side Scaling

Enable IPv4 Hash

Step 80. Click Create.

Transmit
General

@) Policy Details

Completion

Enabile Large Receive Offload

Receive Side Scaling

Enable Rec

Enable IPud Hash

Step 81. Click Create to finish creating the vNIC.

Step 82. Repeat the VNIC creation steps for the rest of vNICs. Verify all four vNICs were successfully created.
Click Create.
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General

2 Policy Details

This option ensures the ION name is not associated with the policy

VNIC Configuration

For manual placement option you need to specify placement for each vNIC. Learn more at

4 items found
Slot ID S SwitchiD : PCIOrder -  Fallover
MLOM B 5 Disabled
MLOM B 3 Disabled
MLOM A 4
2

MLOM

Step 83. Click Select Policy next to SAN Connectivity and then click Create New.

Note: A SAN connectivity policy determines the network storage resources and the connections between
the server and the storage device on the network. This policy enables customers to configure the vHBAs
that the servers use to communicate with the SAN.

Table 11. vHBA for boot from FC SAN

VHBA-A MLOM A 0

vHBA-B MLOM B 1

Step 84. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L151-DMZ-FC-SAN-Conn-Pol).

ral
1) General Seneral

Acd  narme, description and tag for the pokcy

2| Policy Detslls

Step 85. Select Manual vHBAs Placement.
Step 86. Select Pool under WWNN.
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Policy Detalls

Add policy detais

Caneral

@ Policy Details

For manual placament optian you need to specity placement %o sach vHRA. L sar more at

Add VHBA

Note: The WWNN address pools have not been defined yet therefore a new WWNN address pool has to
be defined.

Step 87. Click Select Pool under WWNN Pool and then click Create New.

Carars

@ poiicy Dotais

WWHN Dol *

Step 88. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L151-DMZ-WWN-Pool).

Step 89. Click Next.
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General

1) General

esents a collection of WWH eddresses that can be allocated to VHEAS of a Server Profile

2| Pool Details

Step 90. Provide the starting WWNN block address and the size of the pool. Click Create.

Pool Detalls
General

Block of WWHNN dentifiers.

2 Pool Details
WWNN Blocks

Note: As a best practice, additional information should always be coded into the WWNN address pool for
troubleshooting. For example, in the address 20:00:00:25:B5:23:00:00, 23 is the rack ID.

Step 91. Click Add vHBA.

koL Wweung| bigcswens obsiow Aon uesq §o zbecih bIFCEWSUS JOL 69CH AHBY 691U LWIOLE 9§

Step 92. Enter vHBA-A for the Name and select fc-initiator from the drop-down list.
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General

Name * vHBA Type

VHBA-A fec-initiator

Pin Group Name

Note: The WWPN address pool has not been defined yet therefore a WWPN address pool for Fabric A will
be defined.

Step 93. Click Select Pool under WWPN Address Pool and then click Create New.

WWPN

'WWPN Poaol *

Step 94. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L151-DMZ-WWPN-Pool-A).

olection of WWN addresses that can be sfocated to VHBAS of & Server Profie

Step 95. Provide the starting WWPN block address for SAN A and the size. Click Create.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 94 of 303



Pool Detalls

Flock of WWPN Identilfiers

WWPN Blocks

Step 96. Provide the Switch ID (for example, A) and PCI Order (for example, 0) from Table 11.

Placement

Slot ID * PCI Link
MLOM 0

Switch ID *

A

PCI Order
]

Step 97. Click Select Policy under Fibre Channel Network and then click Create New.

Note: A Fibre Channel network policy governs the VSAN configuration for the virtual interfaces. In this
deployment, VSAN 100 will be used for vHBA-A and VSAN 101 will be used for vHBA-B.

Step 98. Verify the correct organization is selected from the drop-down list and provide a name for the policy
(for example, FS-L151-DMZ-K4-FCN-A). Click Next.
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General
3 General
Add a name, description and tag for the pabicy.

2 Policy Detaks

FSLIS1-OMZKATCNA

Step 99. For the scope, select UCS Server (FI-Attached).
Step 100. Under VSAN ID, provide the VSAN information (for example, 100).
Step 101. Click Create.

Policy Details

Addel pel

Genaral

2 Policy Details

Fibre Channel Network

100

Step 102. Click Select Policy under Fibre Channel QoS and then click Create New.

Note: The Fibre Channel QoS policy assigns a system class to the outgoing traffic for a vHBA. This system
class determines the quality of service for the outgoing traffic. The Fibre Channel QoS policy used in this
deployment uses default values and will be shared by all vHBAs.

Step 103. Verify the correct organization is selected from the drop-down list and provide a name for the
policy (for example, FS-L151-DMZ-FCQQOS-Pol). Click Next.
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A General

2 Policy Detals

Step 104. For the scope, select UCS Server (FI-Attached).
Note: Do not change the default values on the Policy Details screen.
Step 105. Click Create.

Palicy Details
Add tails

Fibre Channel GoS

Step 106. Click Select Policy under Fibre Channel Adapter and then click Create New.

Note: A Fibre Channel adapter policy governs the host-side behavior of the adapter, including the way
that the adapter handles traffic. This validation uses the default values for the adapter policy, and the policy
will be shared by all the vHBAs.

Step 107. Verify the correct organization is selected from the drop-down list and provide a name for the
policy (for example, FS-L151-DMZ-FC-Adapter-Pol).
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General

A} General
Acc a name, description and tag for the palicy

2 Policy Details

Step 108. For the scope, select UCS Server (FI-Attached).

Note: Do not change the default values on the Policy Details screen.

Step 1009. Click Create.

Policy Details

AGd policy detads

General
2 Policy Details

Error Recovery

D FcP Error Rec

10000

Error Detection

Resource Allocation

Step 110. Click Add to create vHBA-A.
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BA Typ
fe-initiator

ted Pool - F5-L151-DMZ-WWh-Pool

Placement

Step 111. Create the VHBA-B using the same steps from above using pools and Fibre Channel Network
policy for SAN-B.

Step 112. Verify both vHBAs are added to the SAN connectivity policy.

Q, Add Filter 2 items found 10 ~ per page

Switch ID = Pin Group

B -

A -

Step 113. When the LAN connectivity policy and SAN connectivity policy are created and assigned,
click Next to move to the Summary screen.

Network Configuration

Create or selact existing Network Configuration policles that you want 1o associate with this templats

[

Computes Configuration

LAN Connectivity FS-L151-DMZ-LAN-Conn-Pol

Management Configuration SAM Connectivity FS-1151-DMZ-FC-SAN-Conn-Pol

Storage Configuration

Network Configuration

3| Summary

Step 114. From the Server profile template Summary screen, click Derive Profiles.
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Note: This action can also be performed later by navigating to Templates, clicking “...” next to the
template name and selecting Derive Profiles.

General T
Verify details of the template and the les, resolve errors and deploy.

Compute Configuration o

Management Configuration Template Name
FS-L151-DMZ-K4-M&

Storage Configuration

UCS Server (Fi-Attached)

Network Configuration

Summary Management Configuration Storage Configuration Network Configuration

FS-L151-DM2Z-
FS-1151-DM
Powar
uuio FS-L151-DMZ-UUID-

Virtual Media FS-L151-DMZ-Vmedia-Pal

Step 115. Under the Server Assignment, select Assign Now and select Cisco UCS X210c M7Nodes.
You can select one or more servers depending on the number of profiles to be deployed. Click Next.

= b Intersight b infrastructure Service

Profiles

HyperFlex Cluster Profiles i files  UCS Domain Praofiles Kubernetes C|

Operate

Fabric In
27 items found 13+ per page 1 of3 [+ [4]

Networking
Status : Inconsistency Reason & Target Platform =

Hame . Status E w - UC5Server Template

Mot Agsignad

ox

gure

Prafiles

Templates

Cisco Intersight will fill the default information for the number of servers selected.
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Derive

Details
General
Edit the
2 Details

3| Summary

FELT51-DMZ-K4-ME_DERIVED-

L151-DMZ-HA-M8_DERIVED-2

Step 116. Adjust the Prefix and number as needed. Click Next.

L file Templates FS-L151-DMZ-K4-ME

Derive

Details
General
Edit the d ion, tags, and auto-generated names of the profiles

2 Details

Ganersl

3| Summary

Step 117. Verify the information and click Derive to create the Server Profiles.

Configure Cisco Nexus 93180YC-FX Switches
This section details the steps for the Cisco Nexus 93180YC-FX switch configuration.

Procedure 1. Configure Global Settings for Cisco Nexus A and Cisco Nexus B

Step 1. Log in as admin user into the Cisco Nexus Switch A and run the following commands to set global
configurations and jumbo frames in QoS:

conf terminal

policy-map type network-gos jumbo
class type network-gos class-default
mtu 9216

exit
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class type network-gos class-fcoe
pause no-drop

mtu 2158

exit

exit

system gos

service-policy type network-gos jumbo
exit

copy running-config startup-config

Step 2. Log in as admin user into the Cisco Nexus Switch B and run the same commands (above) to set global
configurations and jumbo frames in QoS.

Procedure 2. Configure VLANs for Cisco Nexus A and Cisco Nexus B Switches

Note: For this solution, we created VLAN 70, 71, 72, 73 and 76.

Step 1. Log in as admin user into the Cisco Nexus Switch A.
Step 2. Create VLAN 70:

config terminal

VLAN 70

name InBand-Mgmt

no shutdown

exit

copy running-config startup-config

Step 3. Log in as admin user into the Nexus Switch B and create VLANSs.

Virtual Port Channel (vPC) Summary for Data and Storage Network

In the Cisco Nexus 93180YC-FX switch topology, a single vPC feature is enabled to provide HA, faster
convergence in the event of a failure, and greater throughput. Cisco Nexus 93180YC-FX vPC configurations
with the vPC domains and corresponding vPC names and IDs for Oracle Database Servers is listed in Table 12.

Table 12. vPC Summary

50 Peer-Link 1 50
50 vPC Port-Channel to FI-A 11 50
50 vPC Port-Channel to FI-B 12 50

As listed in Table 12, a single vPC domain with Domain ID 50 is created across two Cisco Nexus 93180YC-FX
member switches to define vPC members to carry specific VLAN network traffic. In this topology, a total number
of 3 vPCs were defined:

« VPC ID 1 is defined as Peer link communication between two Nexus switches in Fabric A and B.

« VPC IDs 11 and 12 are defined for traffic from Cisco UCS fabric interconnects.

Cisco Nexus 93180YC-FX Switch Cabling Details
The following tables list the cabling information.

Table 13. Cisco Nexus 93180YC-FX-A Cabling Information

Cisco Nexus Eth1/51 100Gbe Cisco UCS fabric interconnect B Eth1/49
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93180YC-FX SWitch Ayt e 100Gbe

Eth1/1 25Gbe Cisco Nexus 93180YC-FX B
Eth1/2 25Gbe Cisco Nexus 93180YC-FX B
Eth1/3 25Gbe Cisco Nexus 93180YC-FX B
Eth1/4 25Gbe Cisco Nexus 93180YC-FX B

MGMTO 1Gbe Gbe management switch

Table 14. Cisco Nexus 93180YC-FX-B Cabling Information

Local Device

Cisco Nexus Eth1/51 100Gbe

93180YC-FX Switch B
Eth1/52 100Gbe

Eth1/1 25Gbe Cisco Nexus 93180YC-FX A
Eth1/2 25Gbe Cisco Nexus 93180YC-FX A
Eth1/3 25Gbe Cisco Nexus 93180YC-FX A
Eth1/4 25Gbe Cisco Nexus 93180YC-FX A

MGMTO 1Gbe Gbe management switch

Cisco UCS Fabric Interconnect 6536 Cabling
The following tables list the FI 6536 cabling information.

Table 15. Cisco UCS Fabric Interconnect (FI) A Cabling Information

Local Device Remote Device

Local Port | Connection

Cisco UCS FI-6536-A FC 1/1 32G FC Cisco MDS 9132T 32-Gb-A

FC1/2 32G FC Cisco MDS 9132T 32-Gb-A

Eth1/11-14 25Gbe UCS 9508 Chassis IFM-A

Chassis 1

Eth1/49 100Gbe Cisco Nexus 93180YC-FX

Switch A
Eth1/50 100Gbe
Mgmt O 1Gbe Management Switch
L1 1Gbe Cisco UCS FI - A

L2 1Gbe CiscoUCS FI - B
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Cisco UCS fabric interconnect A

Cisco UCS fabric interconnect B

Cisco UCS fabric interconnect A

Cisco Nexus 93180YC-FX Switch B

Eth1/49
Eth1/1
Eth1/2
Eth1/3
Eth1/4

Any

Eth1/50
Eth1/50
Eth1/1
Eth1/2
Eth1/3
Eth1/4

Any

Remote Port

FC 1/13
FC 1/14

Intelligent Fabric

Module 1 Port1-2

Eth1/52

Eth1/52
Any
L1

L2
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Table 16. Cisco UCS Fabric Interconnect (Fl) B Cabling Information

Cisco UCS FI-6536-B FC 1/1 32Gb FC Cisco MDS 9132T 32-Gb-B FC 1/13
FC 1/2 32Gb FC Cisco MDS 9132T 32-Gb-B FC 1/14
Eth1/17-18 25Gbe UCS 9508 Chassis Intelligent Fabric
IFM-B Chassis 1 Module 1 Port1-2
Eth1/49 100Gbe Cisco Nexus 93180YC-FX Eth1/51
Switch A
Eth1/50 100Gbe Cisco Nexus 93180YC-FX Eth1/51
Switch B
Mgmt 0 1Gbe Management Switch Any
L1 1Gbe Cisco UCS FI - A L1
L2 1Gbe Cisco UCSFI-B L2

Procedure 1. Create vPC Peer-Link Between the Two Cisco Nexus Switches

Step 1. Log in as “admin” user into the Cisco Nexus Switch A.

Note: For vPC 1 as Peer-link, we used interfaces 53-54 for Peer-Link. You may choose the appropriate
number of ports for your needs.

Step 2. Create the necessary port channels between devices by running these commands on both Cisco
Nexus switches:

config terminal

feature vpc

feature lacp

vpc domain 50

peer-keepalive destination 173.37.52.104 source 173.37.52.103
exit

interface port-channel 10

description VPC peer-link

switchport mode trunk

switchport trunk allowed VLAN 1,70-76
spanning-tree port type network

vpc peer-link

interface Ethernetl/1

description VPC to K23-N9K-A

switchport mode trunk

switchport trunk allowed vlan 1,70-76,132
channel-group 10 mode active

no shutdown

exit

interface Ethernetl/2

description VPC to K23-N9K-A

switchport mode trunk

switchport trunk allowed vlan 1,70-76,132
channel-group 10 mode active

no shutdown

exit
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interface Ethernetl/3

description VPC to K23-N9K-A

switchport mode trunk

switchport trunk allowed vlan 1,70-76,132
channel-group 10 mode active

no shutdown

exit

interface Ethernetl/4

description VPC to K23-N9K-A

switchport mode trunk

switchport trunk allowed vlan 1,70-76,132
channel-group 10 mode active

no shutdown

exit

copy running-config startup-config

Step 3. Log in as admin user into the Nexus Switch B and repeat the above steps to configure second Cisco
Nexus switch.

Step 4. Make sure to change the peer-keepalive destination and source IP address appropriately for Cisco
Nexus Switch B.

Procedure 2. Create vPC Configuration Between Cisco Nexus 93180YC-FX and Cisco Fabric Interconnects

Create and configure vPC 11 and 12 for the data network between the Cisco Nexus switches and fabric
interconnects.

Note: Create the necessary port channels between devices, by running the following commands on both
Cisco Nexus switches.

Step 1. Log in as admin user into Cisco Nexus Switch A and enter the following:

config terminal

interface port-channelll

description FI-A-Uplink

switchport mode trunk

switchport trunk allowed VLAN 1,70-76
spanning-tree port type edge trunk
vpc 11

no shutdown

exit

interface port-channell2

description FI-B-Uplink

switchport mode trunk

switchport trunk allowed VLAN 1,70-76
spanning-tree port type edge trunk
vpc 12

no shutdown

exit

interface Ethernetl/51

description FI-A-Uplink

switch mode trunk

switchport trunk allowed vlan 1,70-76
spanning-tree port type edge trunk
mtu 9216

channel-group 11 mode active

no shutdown

exit

interface Ethernetl/52

description FI-B-Uplink

switch mode trunk

switchport trunk allowed vlan 1,70-76
spanning-tree port type edge trunk
mtu 9216

channel-group 12 mode active

no shutdown

exit

copy running-config startup-config

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 105 of 303




Step 2. Log in as admin user into the Nexus Switch B and complete the following for the second switch
configuration:

config Terminal

interface port-channelll

description FI-A-Uplink

switchport mode trunk

switchport trunk allowed VLAN 1,70-76
spanning-tree port type edge trunk
vpc 11

no shutdown

exit

interface port-channell2

description FI-B-Uplink

switchport mode trunk

switchport trunk allowed VLAN 1,70-76
spanning-tree port type edge trunk
vpc 12

no shutdown

exit

interface Ethernetl/51

description FI-A-Uplink

switch mode trunk

switchport trunk allowed vlan 1,70-76
spanning-tree port type edge trunk
mtu 9216

channel-group 11 mode active

no shutdown

exit

interface Ethernetl/52

description FI-B-Uplink

switch mode trunk

switchport trunk allowed vlan 1,70-76
spanning-tree port type edge trunk
mtu 9216

channel-group 12 mode active

no shutdown

exit

copy running-config startup-config

Verify all vPC Status is up on both Cisco Nexus Switches
Figure 22 shows the verification of the vPC status on both Cisco Nexus Switches.

Figure 22. vPC Description for Cisco Nexus Switch A and B
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Cisco MDS 9132T 32-Gb FC Switch Configuration

Figure 17 illustrates the cable connectivity between the Cisco MDS 9132T 32-Gb switch and the Cisco 6536
Fabric Interconnects and Pure Storage FlashArray//X70 R3 storage.

Note: We used two 32Gb FC connections from each fabric interconnect to each MDS switch and two
32Gb FC connections from each Pure Storage FlashArray//X70 R3 array controller to each MDS switch.

Table 17. Cisco MDS 9132T-A Cabling Information

Cisco MDS 9132T-A  FC1/9 32Gb FC Pure Storage FlashArray//X70 R3 Controller 0 CTO0.FCO
FC1/10 32Gb FC Pure Storage FlashArray//X70 R3 Controller 1 CT1.FCO
FC1/13 32Gb FC Cisco 6536 Fabric Interconnect-A FC1/1
FC1/14 32Gb FC Cisco 6536 Fabric Interconnect-A FC1/2

Table 18. Cisco MDS 9132T-B Cabling Information

Cisco MDS 9132T-B  FC1/9 32Gb FC Pure Storage FlashArray//X70 R3 Controller 0 CTO0.FC2
FC1/10 32Gb FC Pure Storage FlashArray//X70 R3 Controller 1 CT1.FC2
FC1/13 32Gb FC Cisco 6536 Fabric Interconnect-B FC1/1
FC1/14 32Gb FC Cisco 6536 Fabric Interconnect-B FC1/2

Pure Storage FlashArray//X70 R3 to MDS SAN Fabric Connectivity

Pure Storage FlashArray//X70 R3 to MDS A and B Switches using VSAN 100 for Fabric A and
VSAN 101 Configured for Fabric B

In this solution, two ports (ports FC1/9 and FC1/10) of MDS Switch A and two ports (ports FC1/9 and FC1/10)
of MDS Switch B are connected to Pure Storage System as listed in Table 19. All ports connected to the Pure
Storage Array carry 32 Gb/s FC Traffic.

Table 19. MDS 9132T 32-Gb switch Port Connection to Pure Storage System

Cisco MDS 9132T-A  FC1/9 32Gb FC Pure Storage FlashArray//X70 R3 Controller 0 CTO0.FCO
FC1/10 32Gb FC Pure Storage FlashArray//X70 R3 Controller 1 CT1.FCO
Cisco MDS 9132T-B  FC1/9 32Gb FC Pure Storage FlashArray//X70 R3 Controller 0 CTO0.FC2
FC1/10 32Gb FC Pure Storage FlashArray//X70 R3 Controller 1 CT1.FC2

Procedure 1. Configure Features and name for MDS Switch A and MDS Switch B

Follow these steps on both MDS switches.
Step 1. Log in as admin user into MDS Switch A:
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config terminal

feature npiv

feature telnet

switchname FlashStack-MDS-A

copy running-config startup-config

Step 2. Log in as admin user into MDS Switch B. Repeat step 1 on MDS Switch B.

Procedure 2. Configure VSANs for MDS Switch A and MDS Switch B

Step 1. Log in as admin user into MDS Switch A. Create VSAN 100 for Storage Traffic:

config terminal

VSAN database

vsan 100

exit

zone smart-zoning enable vsan 100
vsan database

vsan 100 interface fc 1/9-16

exit

interface fc 1/9-16

switchport trunk allowed vsan 100
switchport trunk mode off
port-license acquire

no shutdown

exit

copy running-config startup-config

Step 2. Log in as admin user into MDS Switch B. Create VSAN 101 for Storage Traffic:

config terminal

VSAN database

vsan 101

exit

zone smart-zoning enable vsan 101
vsan database

vsan 101 interface fc 1/9-16

exit

interface fc 1/9-16

switchport trunk allowed vsan 101
switchport trunk mode off
port-license acquire

no shutdown

exit

copy running-config startup-config

Procedure 3. Create and Configure Fiber Channel Zoning

This procedure sets up the Fibre Channel connections between the Cisco MDS 9132T 32-Gb switches, the
Cisco UCS Fabric Interconnects, and the Pure Storage FlashArray systems.

Note: Before you configure the zoning details, decide how many paths are needed for each LUN and
extract the WWPN numbers for each of the HBAs from each server. We used 2 HBAs for each Server. One
of the HBAs (HBA-A) is connected to MDS Switch-A and other HBAs (HBA-B) is connected to MDS
Switch-B.

Step 1. Log into the Cisco Intersight portal as a user with account administrator role.

Step 2. From the Service Selector drop-down list, choose Infrastructure Service.

Step 3. Navigate to Configure > Pools. Filter WWPN type pools.
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' Intersight S8 Infrastructuns Service

e
erate
Canfigure
Profiles

Templates
% AllPools & 4

“dd Filter x H nd 21+ perpage

Resoure

Used 8 d 11 - Used 168
Avninble 248 = latle 8% Miable 112

: : Avallable Description : : ?
7 minutes ago
WWEN B ' 56 0 7 minutes ago

1 of1

Step 4. Select Usage tab and collect the WWPNs and profiles to which they are assigned.
FS-L151-DMZ-WWPN-Pool-A

Details Configuration & Usage

Name

a Add Filte Bl e
FS-L151-DMZ-WWEN-Pool-A 4, Add Filter gitemsfound 21~ per page

Server Profile

Step 5. Connect to the Pure Storage System Health and go to the Connections tab and extract the WWPN of
FC Ports connected to the Cisco MDS Switches from Array Ports section.

Note: We connected 4 FC ports from Pure Storage System to Cisco MDS Switches. FC ports CT0.FCO,
CT1.FCO are connected to MDS Switch-A and similarly FC ports CT1.FC2, CT0.FC2 are connected to MDS
Switch-B.

Array Ports
FC Port Name Speed Fallove FC Port Name Speed Failove

| CTOFCO 52:493:71:56:84:09.00 32Ghbls CTLFCO 52:4A9371:56:84:09:10 3260fs |
CcToFCH 52:4A9371:56:84:09.01 0 CTLFCY 52:4A93:7156:84:09M [

| CTOFC2 52:4K937156:84:09:02 32Ghis CTLFC2 52:4A93:71:56:84:09:12 3260/ |
CTOFC3 52:4A93:7156:84:09:03 0 CTLFC3 52:4A937156:84:09:13 o
CTOFCB 52:4/93:7156:84:09:08 0 CTLFCE 52:4A93:7156:84:09:18 [
CTOFCY 52:4A93:71:56:84:09:09 0 CTLFCY 52:4A9371:56:84:0919 [
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Procedure 4. Create Device Aliases for Fiber Channel Zoning for SAN Boot Paths and Datapaths on Cisco
MDS Switch A

Step 1. Log in as admin user and run the following commands from the global configuration mode:

configure terminal

device-alias mode enhanced

device-alias database

device-alias name Host-FCP-1-HBAO pwwn 20:00:00:25:B5:AA:17:00
device-alias name X70R3-CTO0-FCO pwwn 52:4A:93:71:56:84:09:00
device-alias name X70R3-CT1-FCO pwwn 52:4A:93:71:56:84:09:10
exit

device-alias commit

Procedure 5. Create Device Aliases for Fiber Channel Zoning for SAN Boot Paths and Datapaths on Cisco

MDS Switch B

Step 1. Log in as admin user and run the following commands from the global configuration mode:

configure terminal

device-alias mode enhanced

device-alias database

device-alias name Host-FCP-1-HBAl pwwn 20:00:00:25:b5:bb:17:00
device-alias name X70R3-CTO0-FC2 pwwn 52:4A:93:71:56:84:09:02
device-alias name X70R3-CT1-FC2 pwwn 52:4A:93:71:56:84:09:12
exit

device-alias commit

Procedure 6. Create Fiber Channel Zoning for Cisco MDS Switch A for each Service Profile

Step 1. Log in as admin user and create the zone:

configure terminal

zone name FlashStack-Fabric-A vsan 100
member device-alias X70R3-CTO0-FCO target
member device-alias X70R3-CT1-FCO target
member device-alias Host-FCP-1-HBAO init

Step 2. After the zone for the Cisco UCS service profile has been created, create the zone set and add the
created zones as members:

configure terminal
zoneset name VDI-Fabric-A vsan 100
member FlashStack-Fabric-A

Step 3. Activate the zone set by running following commands:

zoneset activate name VDI-Fabric-A vsan 100
exit
copy running-config startup-config

Procedure 7. Create Fiber Channel Zoning for Cisco MDS Switch B for each Service Profile

Step 1. Log in as admin user and create the zone as shown below:

configure terminal zone name FlashStack-Fabric-B vsan 101
member device-alias X70R3-CT0-FC2 target
mempber device-alias X70R3-CT1-FC2 target
member device-alias Host-FCP-1-HBAl init

Step 2. After the zone for the Cisco UCS service profile has been created, create the zone set and add the
necessary members:

zoneset name VDI-Fabric-B vsan 101
member FlashStack-Fabric-B

Step 3. Activate the zone set by running following commands:
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zoneset activate name VDI-Fabric-B vsan 101
exit
copy running-config startup-config

Configure Pure Storage FlashArray//X70 R3

The design goal of the reference architecture is to best represent a real-world environment as closely as
possible. The approach included the features of Cisco UCS to rapidly deploy stateless servers and use Pure
Storage FlashArray’s boot LUNs to provision the ESXi on top of Cisco UCS. Zoning was performed on the Cisco
MDS 9132T 32-Gb switches to enable the initiators to discover the targets during the boot process.

A Service Profile was created within Cisco UCS Manager to deploy the thirty-two servers quickly with a
standard configuration. SAN boot volumes for these servers were hosted on the same Pure Storage
FlashArray//X70 R3. Once the stateless servers were provisioned, the following process was performed to
enable rapid deployment of thirty-two blade servers.

Each Blade Server has dedicated single LUN to install operating system and all the thirty-two Blade Servers
configured to boot from SAN. For this solution, we installed VMware vSphere ESXi 8.0 Update 1 Cisco Custom
ISO on these LUNs.

Using logical servers that are disassociated from the physical hardware removes many limiting constraints
around how servers are provisioned. Cisco UCS Service Profiles contain values for a server's property settings,
including virtual network interface cards (vNICs), MAC addresses, boot policies, firmware policies, fabric
connectivity, external management, and HA information. The service profiles represent all the attributes of a
logical server in Cisco UCS model. By abstracting these settings from the physical server into a Cisco Service
Profile, the Service Profile can then be deployed to any physical compute hardware within the Cisco UCS
domain. Furthermore, Service Profiles can, at any time, be migrated from one physical server to another. Cisco
is the only hardware provider to offer a truly unified management platform, with Cisco UCS Service Profiles and
hardware abstraction capabilities extending to both blade and rack servers.

In addition to the service profiles, using Pure Storage FlashArray with SAN boot policy provides the following
benefits:

e Scalability - Rapid deployment of new servers to the environment in a few steps.

« Manageability - Enables seamless hardware maintenance and upgrades without any restrictions. This is a
huge benefit in comparison to another appliance model like Exadata.

« Flexibility - Easy to repurpose physical servers for different applications and services as needed.

« Auvailability - Hardware failures are not impactful and critical. In the rare case of a server failure, it is
easier to associate the logical service profile to another healthy physical server to reduce the impact.

Configure Host, WWNSs, and Volume Connectivity with FlashArray Management Tools

Procedure 1. Configure Host

Note: Before using a boot volume (LUN) by a Cisco UCS Blade Server, a host representing this blade
server must be defined on Pure Storage FlashArray.

Step 1. Log into Pure Storage FlashArray Management interface.
Step 2. Click the Storage tab.

Step 3. Click the + sign in the Hosts section and select Create Host.
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Array  Hosts  Volwmes  Pods  File Systems  Polices

@ > Hosts

Storage
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Step 4. Click Create Multiple to create a Host entries under the Hosts category.

Create Host

Name Letters, Numbers, -

Create Multiple... Cancel

Step 5. Enter the required information and click Create.

Create Multiple Hosts

Name D17-WLHost
Start Number 1
Count 20
MNMumber of Digits 2

Create Single... Cancel

Step 6. Select one of the newly created hosts, in the Host Ports section from the drop-down list select
Configure WWNs.
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Step 7. Select the list of WWNSs that belong to the host in the next window and click Add.

Configure Fibre Channel WWNs

Existing WWNs Selected WWNs

No available WWNs have been discovered. 4 selected Clear all
0 20:00:00:25:B5:AA17:00 ®
3 20:00:00:25:B5:AA1T7:01 *
0 20:00:00:25:65:BB:17:00 ®
3 20:00:00:25:E5:BB:17:01 *

Note: Make sure the zoning has been setup to include the WWNSs details of the initiators along with the
target, without which the SAN boot will not work.

Note: WWNs will appear only if the appropriate FC connections were made, and the zones were setup on
the underlying FC switch.

Note: Alternatively, the WWN can be added manually by clicking the + in the Selected WWNs section and
manually inputting the blade’s WWNs.
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20:00:00:25:B5:AA:17:00

Step 1. Click the Storage tab.

Procedure 2. Configure Volume Connectivity

Step 2. Click the + sign in the Volumes section and click Create Volume.

Storage

Amay  Hests Volumes  Pods File Sysloms Policies
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Step 3. Click Create Multiple to open Create Multiple Volumes wizard.

Create Volume

Pod or Volume Group none

Name Letters, Numbers, -

Provisioned Size Positive numbers

QoS Configuration (Optional) ~

Create Multiple... Cancel
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Step 4. Provide the common name of the volume, size, choose the size type (KB, MB, GB, TB, PB) and click
Create to create volumes.

Create Multiple Volumes

Pod or Velume Group none
Name DI7-WLHost
Provisioned Size 20 G -
Start Number 1
Count 20
Number of Digits i

oS Configuration (Optional) ~

Create Single... Cancel

Step 5. Select one of the hosts and in the Connected Volumes section, from the drop-down list, select
Connect.

Storage e
My Hosls  Volsnes  Pods  File Systems Poficies
@ = Hosts » o= DIFWLHOSIO!
Siorage
Srm Uetndrcrion  Unigwe  Somhos Sheed  Sywem Toel
¢ Wl e o o0
Connectad Valumes [1] | Hostrors
Thtannect.
20D ES AR O =
0 vl foun Unambd G2
2000 DIISES AT B X
Protection Groups i | @aomsoEEsEETo B X
Harna 2000 DIISESER TN =
T ——— Detalls i
CHAP Ermiloniah,
Forsnalty
Frasirrod Ay

Step 6. In the Connect Volumes to Host wizard select the volume configured for ESXi installation, click
Connect.
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Connect Volumes to Host

Fsng elmes

O 1-30 of 30 1 selected Clear all

-

D17-WLHost01 D17-WLHost01 x
[J D17-WLHost02
[J DI7-WLHost03
[J D17-WLHost04
[ D17-WLHost05
[J] D17-WLHost06
[J D17-WLHost07
[J D17-WLHost08
[J D17-WLHost09

(7] D17-WLHost10 -

LUN |1

Note: Make sure the SAN Boot Volumes has the LUN ID “1” since this is important while configuring Boot
from SAN. You will also configure the LUN ID as “1” when configuring Boot from SAN policy in Cisco UCS
Manager.

Note: More LUNs can be connected by adding a connection to existing or new volume(s) to an existing
node.

Configure File Services

Pure Storage Technical Services (Support) can activate FA File services. Please refer to FA File Services
Support Matrix to verify that your hardware offers support for running File Services.

Currently all FA File services activations require Pure Storage Product Management approval. Customers can
work with their local account representatives to obtain approval to activate File Services.

For additional information on FA File Services setup and configuration see:
o FA File Services Quick Start Guide

« FA File Services Best Practices

Procedure 1. Create Virtual Interface(s)

The VIF provides high-availability network access across 2 physical Ethernet ports per array controller. Each VIF
requires 2 physical ports per controller. Any physical ethernet port can be used with the restriction that any port
that is in use by management services, a bond, or subnet configuration cannot be part of a VIF. For the
maximum number of VIFs supported, please see the FA File Services Limits KB.

Note: VIFs are created by CLI over SSH, configured and enabled using the Management Console. An
account with administrator privileges is required.

Step 1. Connect to the array via SSH.

Step 2. Run the following syntax to create the VIF on the array:
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‘purenetwork create vif --subinterfacelist ct0O.ethX,ctl.ethX,ct0.ethY,ctl.ethY <name of interface>

Procedure 2. Configure and Enable the Virtual Interface for File Services

Step 1. Connect to the array GUI.
Step 2. Navigate to Settings > Network.

Step 3. Locate the File VIF in the interface list and click the edit icon.

1500

filavif

True

ds,file

ctl.eth4, ctl.etha

ctl.ethS. ct0.ethS

=]

Step 4. In the Edit Interface dialog turn on the Enabled option, provide the IP Address, Netmask, and Gateway

used by the interface. Click Save.

Edit Network Interface

Name filewif
Enabled O
Address 1010.71.50|
Metmask 255.255.255.0
Gateway 1010711
MAC Jarac:2B:B6:bd:06
MTU 1500
Service(s) ds file

Cancel

Step 5. Scroll to the bottom of the Network tab and click the edit icon for DNS Settings.

DNS Settings

Step 6. In the Edit DNS Settings dialog, enter desired values for Domain and DNS server IPs. Click Save.

Edit DNS

Dromain

DN51

DNS 2

DNS 3

veefslab.local

1010711

Cancel
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Note: More than one DNS server can be configured with the caveat that all DNS servers must have a
record for Directory Service servers such as LDAP or Microsoft Active Directory.

Procedure 3. Create Active Directory Account for the Array

Step 1. Navigate to Settings > Access > Active Directory Accounts.
Step 2. To open the Create Dialog, click the + icon.

e
Enter the following information:

« Name = Array management name for this AD account

e« Domain = AD domain name

e« Computer Name = Computer Object name within AD

o User = Domain user that can create computer objects and join to the domain.

o Password = Users password for the above domain user
Step 3. Click Create to finalize AD account creation.

Create Active Directory Account

Name purefile
Domain vecfslablocal
Computer Name purefile

Kerberos Server

Directory Server

User administrator@vecfslab.local

Password | seeseeees

Procedure 4. Create a File System and Shared Directory

Step 1. Navigate to Storage > File Systems.

Step 2. Click the + icon.
Fllz Systems Lar :

Step 3. In Create File System enter a file system name and click Create.
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Create File System

Mame wdi

Step 4. Navigate to Storage > File Systems > Directories.

Step 5. Click the + icon.
Directories won[+]3

Step 6. In Create Directory, enter Select a file system from the drop-down list, enter the desired management
name of the directory, and enter the directory path in the file system. (for example, dir or /dir, for sub-level
directories /dir/subdir or /dir/subdir/subdir1 can be used). Click Create.

Create Directory

File System wdi
MName root
Path !

Note: Polices for exports/shares/snapshots can only be attached to managed directories at the file
system root or 1 level deep (/ and /dir in the example above). Space and performance metrics can be seen
at all levels of managed directories.

Step 7. Navigate to Storage > Policies.
Step 8. Click the + icon.
Export Policlas 15073 5

Step 9. In the Create Export Policy pop-up choose SMB from the Type drop-down list and enter a name for
the policy. Click Create.

Create Export Policy

Type SMB -
Mame smb
Enabled @)
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Step 10. Click Created Policy and click the + icon.
Rules m...-;

Step 11. Complete the Client filter for read-write access and click Add to complete the rule creation.

Add Rule for Policy 'smb'

Client |-
Hostname, IPv4 or IPv4 mask. e,g., ", ".cs.foo.edu, 192168.255.255, or
192168.10.0/24
Access @ no-anonymous-access () anonymous-access

Encryption @ optional-smb-encryption O smb-encryption

Step 12. Attach the export policy(s) to a managed directory. Click the + icon.

Members a4 §

Step 13. Select a managed directory from the drop-down list, enter a share/export name, and click Create.

Add Member to Policy 'smb’

Directory vdiroot

Export Mame !E.I.'.I

MName used to mount this path for clients to access

Cancel Create

Step 14. Verify access to the created share from the Windows client.

3 purefile - O X
<« v 4 !) Metwatk » purefile » v @ Search purefils el
¥ Downloads 4 :
wili
| Documents +
<
[&] Pictures b 4
Logs
i
I This e v i
Titem  1item selected S |

Install and Configure VMware ESXi 8.0
This section explains how to install VMware ESXi 8.0 Update 1 in an environment.

There are several methods to install ESXi in a VMware environment. These procedures focus on how to use the
built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map remote
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installation media to individual servers and install ESXi on boot logical unit number (LUN). Upon completion of
steps outlined here, ESXi hosts will be booted from their corresponding SAN Boot LUNSs.

Download Cisco Custom Image for VMware vSphere ESXi 8.0 1
To download the Cisco Custom Image for VMware ESXi 8.0 Update 1, from the page click the Custom ISOs tab.

https://customerconnect.vmware.com/downloads/get-download?downloadGroup=ESXIS800

Procedure 1. Install VMware vSphere ESXi 8.0 U1

Step 1. From the Service Selector drop-down list, select Infrastructure Service. Navigate to Operate > Servers.
Step 2. Right-click on the ... icon for the server being access and select Launch vKVM.
Step 3. Click Boot Device and then select vKVM Mapped vDVD.

theh UCSKVM

el yKvmM KVM Console

Console
File
= View
Macros
Tools
) Power
Boot Device
3 Virtual Media > vKVM-Mapped vDVD
& chat Local DVD

SAN

Step 4. Browse to the ESXi iso image file. Click Map Drive to mount the ESXi ISO image.

Map Virtual Media - CD/DVD

Selected File VMware-ESXi-8.0-205130...

Step 5. Boot into ESXi installer and follow the prompts to complete installing VMware vSphere ESXi hypervisor.

Step 6. When selecting a storage device to install ESXi, select Remote LUN provisioned through Pure Storage
Administrative console and access through FC connection.
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Select a Disk to Install or Upgrade
(any existing VIFS-3 will be automatically uvpgraded to VMFS-5)

= Contains a VNFS partition
# Clained by VMuare vSAN

Storage Device

Local:
ATA Micron_S300_MTFD (t10.ATA___ Micron 5300 N...
ATA Micron_S300_MTFD (t10.ATA____ Micron_S5300_M...
Remote:

= PURE FlashArray (noo .624a93780676271d010234 . . .
= PURE FlashArray (naa.624a9378b76271d018234 . . .

Procedure 2. Set Up Management Networking for ESXi Hosts

Adding a management network for each VMware host is necessary for managing the host and connection to
vCenter Server. Select the IP address that can communicate with existing or new vCenter Server.

Step 1. After the server has finished rebooting, press F2 to enter into configuration wizard for ESXi Hypervisor.
Step 2. Log in as root and enter the corresponding password.
Step 3. Select the Configure the Management Network option and press Enter.

Step 4. Select the VLAN (Optional) option and press Enter. Enter the VLAN In-Band management ID and press
Enter.

Step 5. From the Configure Management Network menu, select IP Configuration and press Enter.

Step 6. Select the Set Static IP Address and Network Configuration option by using the space bar. Enter the IP
address to manage the first ESXi host. Enter the subnet mask for the first ESXi host. Enter the default gateway
for the first ESXi host. Press Enter to accept the changes to the IP configuration.

Note: IPv6 Configuration is set to automatic.
Step 7. Select the DNS Configuration option and press Enter.

Step 8. Enter the IP address of the primary and secondary DNS server. Enter Hostname
Step 9. Enter DNS Suffixes.

Note: Since the IP address is assigned manually, the DNS information must also be entered manually.

Note: The steps provided vary based on the configuration. Please make the necessary changes according
to your configuration.

Figure 23. Sample ESXi Configure Management Network

Systen Custonization Conf igure Management Hetuork

Conf igure Passuord
Conf igure Lockdoun Mode

Restart Managenent Networlk
Test

5 Mzt -k
Hetwork Restors ODpt lons

Conf igure Keyboard
Troub leshoot ing Opt ions o th sonagenent network settings in
det wess <En

View System Logs
View Support Information
Reset Systen Conf igurat ion
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Update Cisco VIC Drivers for ESXi
When ESXi is installed from Cisco Custom ISO, you might have to update the Cisco VIC drivers for VMware ESXi
Hypervisor to match the current Cisco Hardware and Software Interoperability Matrix.

Additionally, Cisco Intersight incorporates an HCL check.

Servers HCL Status in Cisco Intersight Infrastructure Services

Figure 24.
N Servers

# Al Servars @+

24 items found 0 perpage 1 of3

HCL Status Contract Status Profile Status Requests (Last L

) Incompleta 14 Piot Covarad 24

4 ot Listed 10 2 “ 2 o Nor

Contract5ta. © M © : Q 3 H : L 1 :  Server Profile
Nat Covernd
Hot Covered
Mot Covered - 0 £ Mot Listed
Mot Coverad - 53 i & Mot Listed
ot Covernd 040... o £ Mot Listed
Mot Covered - o & Mot Listed

Not Covered " 0 £ Mot Listed

Not Coverad . 53 i & Mot Listed

In this Cisco Validated Design, the following drivers were used (VMware-ESXi-8.0.1-20513097-Custom-Cisco-
4.2.2-a):

¢« Cisco-nenic- 1.0.45.0
e Cisco-nfnic- 5.0.0.40

Note: For additional information on how to update Cisco VIC drivers on ESXi refer to the Cisco UCS Virtual
Interface Card Drivers for ESX Installation Guide.

VMware Clusters
The VMware vSphere Client was configured to support the solution and testing environment as follows:

o Datacenter: FlashStack - Pure Storage FlashArray//X70 R3 with Cisco UCS.
¢ Cluster: FlashStack-VDI - Single-session/Multi-session OS VDA workload.

« Infrastructure: Infrastructure virtual machines (vCenter, Active Directory, DNS, DHCP, SQL Server,)
VMware Horizon Connection Server and Horizon Replica Servers, Login VSI launcher infrastructure and
work web servers were connected using the same set of switches but hosted on separate VMware
cluster.
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Figure 25. VMware vSphere WebUI Reporting Cluster Configuration for this Validated Design
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Cisco Intersight Orchestration

Cisco Intersight Assist helps you add endpoint devices to Cisco Intersight. FlashStack environment includes
multiple devices that do not connect directly with Cisco Intersight. Any device that is supported by Cisco
Intersight, but does not connect directly with it, will need a connection mechanism. Cisco Intersight Assist
provides that connection mechanism, and helps you add devices into Cisco Intersight.

Cisco Intersight Assist is available within the Cisco Intersight Virtual Appliance, which is distributed as a
deployable virtual machine contained within an Open Virtual Appliance (OVA) file format. You can install the
appliance on an ESXi server. For more information, see the Cisco Intersight Virtual Appliance Getting Started
Guide.

After claiming Cisco Intersight Assist into Cisco Intersight, you can claim endpoint devices using the Claim
Through Intersight Assist option.

Procedure 1. Configure Cisco Intersight Assist Virtual Appliance

Step 1. To install Cisco Intersight Assist from an Open Virtual Appliance (OVA) in your VMware FlashStack-
Management Cluster, first download the latest release of the OVA from: .

Step 2. https://software.cisco.com/download/home/286319499/type/286323047/release/1.0.9-630

Step 3. To set up the DNS entries for the Cisco Intersight Assist hosthname as specmed under Before you
Begin, go to: https://www.cisco.com/c/en/us/td/docs/unified computin

Step 4. From Hosts and Clusters in the VMware vCenter HTML5 client, right-click the FlashStack-Management
cluster and click Deploy OVF Template.

Step 5. Specify a URL or browse to the intersight-appliance-installer-vsphere-1.0.9-342.ova file. Click NEXT.
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Deploy OVF Template

1

Step 6.
Step 7.
Step 8.
Step 9.

el Select an OVF template
Select an OVF template from remote URL of jocal file system

Enter a URL to download an 1. of browse 1o & location accessible from your computer, such as
a local harg drive, 3 network share, or a CD/DVD drive

Oum

TN

’

Name the Cisco Intersight Assist VM and choose the location. Click NEXT.

Select the FlashStack-Management cluster and click NEXT.
Review details and click NEXT.

Select a deployment configuration (Tiny recommended) and click NEXT.

Deploy OVF Template

+ 15elect an OVF template Configuration

+ 2 Select a name and folder Select a deployment configuration

+ 3 Select a compute resource

+" 4 Review details @ Small(16 vCPU, 32 Gi RAM)

Description

5 Configuration - Deployment size supporis
2 Medium(24 vCPU, 64 Gi RAM)

6 Select storage

Intersight Assist only.

7 Select networks ® Tiny(8 vCPU, 16 Gi RAM)
8 Customize template

9 Ready to complete

3 ltems

CANCEL BACK NEXT

rl

Step 10. Select the appropriate datastore for storage and select the Thin Provision virtual disk format. Click

NEXT.

Step 11. Select IB-MGMT Network for the VM Network. Click NEXT.
Step 12. Fill in all values to customize the template. Click NEXT.
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Step 13. Review the deployment information and click FINISH to deploy the appliance.

Step 14. Once the OVA deployment is complete, right-click the Cisco Intersight Assist VM and click Edit
Settings.

Step 15. Expand CPU and adjust the Cores per Socket so that 2 Sockets are shown. Click OK.

Virtual Hardware VM Options

-
~ cPU 8 v i ]
Cores per Socket 4 hd Sockets: 2
CPU Hot Plug ¥ Enable CPU Hot Add
Reservation a B MHz
Limit Unlimited [« ] MHz v
—
Shares Normal ~ 8000
CPUID Mask Expose the NX/XD flag to guest ¥ | Advanced
Hardware virtualization [m] Expose hardware assisted virtualization to the guest OS5
Performance Counters @ Enable virtualized CPU performance counters
CPU/MMU Virtualization Automatic ~ (i ]
> Memory 16 B GB +
> Hard disks 8 total | 500 GB
-
. EACLaanteallos A LEIlaniccarn

Step 16. Right-click the Cisco Intersight Assist VM and choose Open Remote Console.
Step 17. Power on the VM.

Step 18. When you see the login prompt, close the Remote Console, and connect to https://intersight-assist-
fqdn.

Note: It may take a few minutes for https://intersight-assist-fgdn to respond.

Step 19. Navigate the security prompts and select Intersight Assist. Click Proceed.

‘What would you like to Install ?

| Intersight Connected Wirtual Appliance ‘

| Intersight Private Virtual Appliance ‘

(=) Intersight Assist ‘

L2/
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Step 20. From Cisco Intersight, click ADMIN > Devices. Click Claim a New Device. Copy and paste the Device
ID and Claim Code shown in the Cisco Intersight Assist web interface to the Cisco Intersight Device Claim Direct
Claim window. In Cisco Intersight, click Claim.

Step 21. In the Cisco Intersight Assist web interface, click Continue.

Note: The Cisco Intersight Assist software will now be downloaded and installed into the Cisco Intersight
Assist VM. This can take up to an hour to complete.

Note: The Cisco Intersight Assist VM will reboot during the software download process. It will be
necessary to refresh the Web Browser after the reboot is complete to follow the status of the download
process.

Step 22. When the software download is complete, navigate the security prompts and a Cisco Intersight Assist
login screen will appear. Log into Cisco Intersight Assist with the admin user and the password supplied in the
OVA installation. Check the Cisco Intersight Assist status and log out of Intersight Assist.

Procedure 2. Claim Intersight Assist into Cisco Intersight

Step 1. To claim the Intersight assist appliance, from the Service Selector drop-down list, select System.

Step 2. From Cisco Intersight, click ADMIN > Targets. Click Claim a New Target. In the Select Target Type
window, select Cisco Intersight Assist under Platform Services and click Start.

il Intersight B System v

Claim a New Target

Select Target Type

Step 3. Fill in the Intersight Assist information and click Claim.
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Secure

After a few minutes, Cisco Intersight Assist will appear in the Targets list.

€ C @ hpn
[

b_00S,

Jkeagss. (G 1001240

Intarsight @ Srstem

Targets

Vendor

Claimed Time

J

Procedure 3. Claim vCenter in Cisco Intersi

Step 1. To claim the vCenter, from Cisco Intersight, click ADMIN > Targets. Click Claim a New Target. In the
Select Target Type window, select VMware vCenter under Hypervisor and click Start.
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Ciai}'n aNew Target

Select Target Type

FiMters
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Categoris
A

°
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Paatior Services
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Step 2. In the VMware vCenter window, make sure the Intersight Assist is correctly selected, fill in the vCenter
information, and click Claim.

Uyl Intersight 8 System v

¢ Targets

Claim a New Target

Settings
Admin

Targets
Claim VMware vCenter Target
To claim any on-premises target an Intersight Assist Appiance is required. Deploy and claim an Assist Appliance If needed before claiming the target

Software Repository

Tech Support Bundies
Intarsight Assist * tnama/IP Addrass *

Audit Logs Te-lva-1 16151k local 10107030

Sessions

Licensing

Usemame *
administrator@vaphere local

8D secure

@) Enable Datastore Browsing
@) Fnabie Guest Metrics

[ Ensbie HSM

4 Enabling HSM will give escatated privilages to the vCenter target to perform firmware operations on UCS servers claimed
in Cisco Intarsight.

Step 3. After a few minutes, the VMware vCenter will appear in the Devices list. It also can be viewed by
clicking Intersight Assist in the Devices list.

i Intersight § syvem

fs:iva-1.fsl151k.local

Status

fa-dva- 1 SN docal s

Step 4. Detailed information obtained from the vCenter can now be viewed by clicking Virtualization from the
Infrastructure service > Operate menu.
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Datacenters

Virtum Machines

Procedure 4. Claim Pure Storage FlashArray//X in Cisco Intersight

Note: Claiming a Pure Storage FlashArray also requires the use of an Intersight Assist virtual machine.

Step 1. To claim the vCenter, from Cisco Intersight, click ADMIN > Targets. Click Claim a New Target. In the
Select Target Type window, select Pure Storage FlashArray under Storage and click Start.

Intersight B System ~

+ Targets

~ Claim a New Target

Select Target Type

ondtoring (APM) HPE 3RER

Cloud

EME VPLEX NESATD ONTAP

Metaan A nifie _
Manager Ty FM Xiremin

Step 2. Enter FlashArray Hostname/ IP address and credentials and click Claim.
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Claim a New Target

Claim Pure Storage FlashArray Target

To claim any an-premises target an Intersig plance is required. Deploy and claim an Assist Appliance # needed before ciaiming the target

pureuser

Procedure 5. FC Host Registration using Cisco Inte
Step 1. From Cloud Orchestration service, select Configure > Workflows.
Step 2. Select New Storage Host. Click Execute.

lis Intersight # Cioud Orchestrator

Workflows

29itams fourd 10+ perpaga T[] 2 of3 515

Validation Status Last Execution Status Top 5 Workflows by Execution Count Top 5 Workflow Categories System Defined

ilzble (:4

vald 28

Deseription :  SysemD. Def_ :  Ewscutions LastEws.

the created

Step 3. Select the appropriate Organization (default by default).
Step 4. Select the appropriate Pure Storage device.
Step 5. Enter the name of the Host name and WWNs for ESX host. Click Execute.
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Intersight Cloud Orchestrator: Execute Worldlow

Workflows

Execute Workflow: NewStorageHost

General

Workflow Inputs:

The workflow can be monitored and rolled back.

s Intersight * Cloud Orchastrator ~

New Storage Host

Detalls Execution Flow

(I show Additional Datails

New Starage Hest

o
G3e14aBebo

P -age FlashArmay

Target Name
Flashs 7

Procedure 6. Verify Cisco UCS Server HCL s using Cisco Intersight

Step 1. From the Infrastructure Service click Operate >Servers, HCL Status field will provide the status
overview.
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Servers

Operate

24 itmms found 10 v per page 1 of3 [3][x]

Health HCL Status Contract Status Profile Status Requests (Last :

% Wncomplsts 14 Mat Coverad 24 Failes

2 Mat Listed 10

ucsDom.. : . ©  HCLStatus :  ServerProfile
7 Mot Listed X
Not Listed
Not Listad
Mt Cowerad a 10C-M7
Explarer © Ha Mot Cowenad

Mot Cowarad

Mot Cowerod

Mot Covernd

Step 2. Select a server and click the HCL tab to view validation details.

€ Servers

Ké-FP-B-2-8
General Inventory UCS ServerProfile HCL Statistics

Details HCL Validation

VMware ESXI

2 items found 10 per page 1 of1

Model = Hardware Status = Software Status = Firmware Versi.. ° Driver Protocol = Driver Version

UCSB-MLOM-40G-04  Validated Validated 5.2(2b) nfnic 4.0.0.87-10EM.670.0.C

UCSB-MLOM-40G~-04 Validated Validated 5.2(2b) nenic 1.0.42.0-10EM.670.0.0

Pure Storage CloudSnap

Pure Storage introduced its portable snapshot technology for the first time with the Snap-to-NFS feature in
Purity//FA 5.1. This feature enables the FlashArray to transfer snapshots to Pure FlashBlade and other NFS
servers, allowing for rapid restoration on-premises and the consolidation of siloed workloads. The technology
has now been extended to include data protection in the cloud, with the AWS S3 object-based cloud storage
service being the first replication target to be added. This new feature, called CloudSnap, allows FlashArray to
directly transfer snapshots to an S3 bucket without the need for extra backup software or a cloud gateway.
Essentially, CloudSnap acts as a built-in " self-backup to cloud" feature for FlashArray.

Configure Pure Storage CloudSnap

Procedure 1. Create an S3 Bucket in the Customer’s AWS Account

Step 1. Log in to the AWS management console and go to S3. From the AWS S3 console dashboard, select
Create Bucket.
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Amazcnss 3 Buckots B Create bucket

Create bucket .
Buckets ane cortainers for data stored in 53, Learn more [

General configuration

Bt name

L157 F5.017
Bubact e finsat o bl uniaguas msed tnucl L e s o8 wps i Ll Suse vsles for Ludeet naning [
RS R

U5 Wess (N, Califarniz) us wess 1 -

oy settings fram axissing bucks: - apticy
sestiogs in Une Tubw g il

Object Ownership nk=
Comtrol commerabi of ok
detes

s bnschut oo ot AW acsounts aed the use of aeews vontrel lists (ACLS). Dkjeet mmershis:
bt

© ACLs cisabled {recommended)
[ N e ——
urket i sty s spec

Obie:

Ownership
Bucket owner enforced

Upecoming permizsion changes to disable ACLs
E wd 2023,

Alile ACLS weliers rwativng

Step 2. Select Default encryption.

Default encryption info

Server-side encryption is automnatically applied to new objects stored in this bucket.

Encryption key type Info
O Amazon S3-managed keys (SSE-53)
AWS Key Management Service key (SSE-KMS)

Bucket Key
When KMS encryption is used to encrypt new objects in this bucket, the bucket key reduces encryption costs by lowering calls to AWS KMS.
Learn more

Disable
© Enable

Step 3. Click Create bucket.

Cancel Create bucket

@ Successfully created bucket "l151-fs-d17° *

To wpload files and folders, or to configure additional bucket settings choose View detalls.

Amazon 53 3 Buckets

» Account snapshot View Starage Lens dashboard |

e lens pyrarvicd

Buckets (1)  iuta c m

Bkt ane stares) in 53
QL Find buckets by name 1 &
Name - AWS Region v Access v Creation date v
ns1-f=-d17 U Wast (M. California) us-west-1 February 2, 2023, 12:02:10 (UTC-08:00)

Step 4. From the AWS IAM console click Add users.
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Identity and Access =
Management (1AM}
1AM 3 Users
& searcn 1A
Users (0} infe
Dashboard .

An 5 an deniny with ko

* Access management

User graups

Users

User nama

Rolas

Policies

Step 5. Provide a username and click Install.

Last actwity

MFA Pazsword age Active key age

No rescurces to display

IAM 3 Users 3 Create usar

Specify user details

Specify user details

S 2 User details

Set pamissions

User neme

Reviow and oreate punebutketuser

o

T Enabbe cunzobe aces - optional

Frishie = passweer that alous smees 4n Han infn the 0% Mansgement Coenle

@ For programmatic seess, vou can generate swess keys after you creste the user, Leam muore [3

Step 6. Attach the appropriate access policy and click

Next.

Permissions policies (1/1038)

Chogse aneor moe policies o 3ctach to your new user,

| @, Filter distriburtians by text, property ar volue 1 matches
B Policyname[2 a| Type
[ W funazonDMSAecshin S 3Rale A0S mansged
| = W Amarans IR A8 managed
[ i amazans30bpesambdaExenutianfciefolicy £Ws managed
a B AmazonsI0umestFulliccess MRS managed
[ W Arazon30ulpostsieadOnlybuces ANG managed
| Wi Amarans3RRADONlAcress A0A5 managed
[ i AwsBackupSorvicoRalcPolicyFarsiackup A0S managed
a [ W awsBackupServiceRalePolicyForS3 Restars MRS mansged
[ W e AWS managed
[ W8 QuicksightArcessFors SStarageManapement Analy ek s managad
O Wl 535torageLensServceiciaFolicy AINS managed

» Permissions boundary - st

5eta perissions Eoundary to contral the maMmuT permissions far this user Liss this scvanced festure used T del

| (e} ‘ Croate policy [4 |

i @

¥ | Attached entities

egate permissicn manageemt to others. Leam more (4

The easier option is to use AWS’s pre-configured
grants the IAM user (Pure Storage FlashArray) full
account.

S ] e |

OPTION 1, THE SIMPLE METHOD - USING AN EXISTING AWS MANAGED POLICY.

policy called AmazonS3FullAccess. This AWS policy
access to all S3 buckets in the customer’s AWS

OPTION 2, THE MORE RESTRICTIVE METHOD - CREATING A CUSTOMER MANAGED POLICY.

This option is for users who want to create a customer managed policy which would allow the IAM user
(Pure FlashArray) full access to only the specific S3 bucket that will be used by CloudSnap to store

offloaded data from FlashArray.
Step 7. Review the information and click Create user.
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1AM ¥ Users 3 Create user
o 1

Specily user detsits

Step 2

Sat permissinns

Step 3
Review and create

Review and create

Riwicw yaur chaices. After you creste the user, yau can view and download the autagencrated passwart, i enabled

User details

Usar name

purebucketiser

Permissions summary

Name [3

AmazonS3FullAcces

Tags - aptican

amk

No tags awaclated with the rescurcs

Add new tag

wssurcas to help idantify, oroanizs, o

Consale password type

Hione

v Type

AWS managed

Step 8. Create a key for the array access.

searth for ressurces, Chonse a7y tage

VU b memnciate with tis user.

Requine password resor
o

Used as L]

Permissions policy

Procedure 2. Configure Offload on the FlashArray//X R3

Step 1. From the Pure Storage FlashArray Management interface, go to Settings > Software > App Catalog.
Select Offload and click Install.

Settings

W - sottwars

Updates

Name:

App Catalog

Softwae
ot
s
L i o
£33 i

p—

NP5 or e 53 or Microest fizure

Step 2. Wait for the application to finish installation.

Installed Apps

MName

Step 3. In the ssh array session, create the virtual offload interface.

Enabled Version

true

6.314
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Step 5. From the Pure Storage FlashArray Management interface, go to Settings > Software > Installed Apps.
Select Offload and click Enable App.

Settings
Sollware
i > software
Updaies st Dot i wSphere Plugin e
e VEener Hoes
an
App Catalog Instalion Apps

Step 6. From the Pure Storage FlashArray Management interface, go to Storage > Array. Next to Offload
Targets, click +.

Storage
Ay Host Vol Pr nlicia
@ > Ay
1 1 i ! 1
FlashStack D17 BTEIT0102 4TRSS P 3z
re
Armay Connections + i
Olllond Targats
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Step 7. Provide the Connection details and click Connect.

Connect Offload Target
Protocol 53 -
Web Saervice 0 AWS Other
MName purebucket-sjc
Access Key ID AKIAULRS2ZMQIS734H0O4F
L2 e T T T R ———
Bucket n5i-fs [Im
Initlallze bucket as offioad target
Placement Strategy retention-based -
Step 8. Select the newly added target.
OfMoad Targets +
. E connactid 53 Buckst: M5L1-7  Access Kay ID: AMIAULRSIMOSTIAHOMF Socrat Access Koy ™™ Placement Strabagy: retention-basad ®

Step 9. From the Pure Storage FlashArray Management interface, go to Protection > Protection Groups. Select

Source Protection Groups and click Create.

Protection
Snapshots Policles Protection Groups ActiveDR ActiveClustar

J = Protection Groups

Prolzelion

Source Protection Groups -~

Harme s

Searce Profection Graup Snapshits -

Hame

Target Proticlion Gioups -

Hame &

Target Protection Gioup Snapshots

Hams

Step 10. Enter a Name and click Create.
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Create Protection Group

Pod none

Name aws-s3-cloudsnap

Step 11. From the Pure Storage FlashArray Management interface, go to Protection > Protection Groups. Select
Target and click Add.

Protection —

Protaction Groups.  ActivaDR  ActiveCluster

» [ aws a3 cloudsnag

Mambrs -~ H Srapshot Schaduks =

[T

Eratiost

[ ors found,
Targets |3 &
-
Fromava.

SateMode @

[ ——
Frotection Group SRapshots ~ b f
M Cmspar | 5o -

Step 12. Add the offload target.

Add Targets

Available Targets Selected Targets

1 of1 1 selected Clear all

purebucket-sjc purebucket-sjc ®

Step 13. Start protecting your volumes (such as Full Clones Desktops) to AWS.
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Snapshots Palicies  Protection Groups  ActiveDR ActiveCluster

@ > Protection Groups > () aws-s3-cloudsnap

Snapshots
Q00

Members -~

Mama &

= XvDL2

Haor

Targets ~

Mama & Alicwed

purcbwckat-si e
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Build the Virtual Machines and Environment for Workload Testing

This chapter contains the following:

e Prerequisites

o Software Infrastructure Configuration
o Prepare the Master Targets
o Install and Configure VMware Horizon

Prerequisites

Create the necessary DHCP scopes for the environment and set the scope options.

Figure 26. Example of the DHCP Scopes used in this CVD

FE DHCP
File Action View Help

o HEXKE Q2 HE®

% DHcP
v 5 fs-ad-1fs51klocal
v Gy IPvd
(.3 Server Options
» [] Scope [10.10.71.0] VLANT1
» ] Scope[10.54.0.0] VLANS4
» [] Scope[10.72.0.0] VLANT2
(] Policies
» [# Filters

> & IPvE

Contents of Scope
[} Address Pool
[ Address Leases
[2] Reservations
:_‘; Scope Options
[4] Policies

Software Infrastructure Configuration
This section explains how to configure the software infrastructure components that comprise this solution.

Install and configure the infrastructure virtual machines by following the process listed in Table 20.

Table 20. Test Infrastructure Virtual Machine Configuration

Configuration

Microsoft Active Directory DCs |vCenter Server Appliance Virtual

Virtual Machine

Machine

Operating system
Virtual CPU amount
Memory amount
Network

Disk-1 (OS) size

Disk-2 size

Configuration

Microsoft Windows Server 2019
4

8 GB

VMXNET3 k23-Infra-Mgmt-71

40 GB

Microsoft SQL Server Virtual
Machine

VCSA - SUSE Linux

16

32GB

VMXNET3 k23-Infra-Mgmt-71

698.84 GB (across 13 VMDKs)

VMware Horizon Connection Server
Virtual Machine

Operating system

Microsoft Windows Server 2019
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Configuration

Microsoft SQL Server Virtual
Machine

VMware Horizon Connection Server
Virtual Machine

Virtual CPU amount
Memory amount
Network

Disk-1 (OS) size

Disk-2 size

6

24GB

VMXNET3 FS-Infra-Mgmt_71
40 GB

100 GB SQL Databases\Logs

Prepare the Master Targets

This section provides guidance regarding creating the golden (or master) images for the environment. Virtual
machines for the master targets must first be installed with the software components needed to build the
golden images. Additionally, all available security patches as of October 2022 for the Microsoft operating
systems and Microsoft Office 2016 were installed.

4
8 GB
VMXNET3 FS-Infra-Mgmt_71

40

The single-session OS and multi-session OS master target virtual machines were configured as detailed in

Table 21.

Table 21. Single-session OS and Multi-session OS Virtual Machines Configurations

Configuration

Single-session OS Virtual
Machine

Mutli-session OS Virtual Machine

Operating system

Virtual CPU amount
Memory amount

Network

vDisk size

Additional software used for
testing

Additional Configuration

Microsoft Windows 10 64-bit 21H2
(19044.2006)

2
4 GB reserve for all guest memory

VMXNET3
FS-VDI_64

48 GB

Microsoft Office 2016

Office Update applied

Login VSI 4.1.40.1 Target Software
(Knowledge Worker Workload)
Configure DHCP

Add to domain

Install VMWare tools

Install .Net 3.5

Activate Office

Install Horizon Agent

Install FSLogix

Microsoft Windows Server 2019 Standard
1809 (17763.3469)

8
32 GB reserve for all guest memory

VMXNET3
FS-VDI_64

60 GB

Microsoft Office 2016

Office Update applied

Login VSI 4.1.40.1 Target Software
(Knowledge Worker Workload)
Configure DHCP

Add to domain

Install VMWare tools

Install .Net 3.5

Activate Office

Install Horizon Agent

Install FSLogix

Procedure 1. Prepare the Master Virtual Machines
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To prepare the master virtual machines, there are three major steps: installing the operating system and
VMware tools, installing the application software, and installing the VMware Horizon Agent.

Note: For this CVD, the images contain the basics needed to run the Login VSI workload.

Step 1. During the VMware Horizon Agent installation, select IPv4 for the network protocol.

#5 VMware Horizon Agent X

Network protocol configuration
Select the communication protocol

Specify the protocol to be used to configure this Horizon Agent instance:
IPv4 This agent will be configured to choose the IPv4 protocol for establishing
all connections.
| <Bak [ Next> || Cancel |

Step 2. On the Custom Setup screen, leave the defaults preparing the Instant clone master image. Deselect
the VMware Horizon Instant Clone option for the Full clone master image.

15 VMware Horizon Agent X

Custom Setup
Select the program features you want installed.

Click on an icon in the list below to change how a feature is installed.

Feature Description

USB Redirection VMware Horizon Agent core functionality

VMware Virtualization Pack for !
Real-Time Audio-Video
VMware Horizon Instant Clone
Client Drive Redirection
Horizon Monitoring Service Age This feature requires 244MB on your hard
Scanner Redirection v ¥

>

Install to:
C:\Program Files\VMware \VMware View\Agent\ ] Change... l

e ([ s | <ok e ]| e

Step 3. Enable the remote Desktop Protocol.
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ﬂ VMware Horizon Agent

e Desk Protocol Confi ion

The following information is used to configure the Remote Desktop fea

What would you like to do?

VMware Horizon Agent requires the Remote Desktop support to be turned on. Firewall
exceptions will be added for the RDP port #3389 and the View Framework channel #32111,

(® Enable the Remote Desktop capability on this computer

(O Do not enable the Remote Desktop capability on this computer

| <Bak [ Next> || Cancel

l

Step 4. During the VMware Horizon Agent installation on the Windows server select RDS Mode.

‘ﬂ VMware Harizon Agent

feature

Desktop 05 Configuration
The following information is used to configure the YMware Horizon Desktap

RDS

de

Select the mode for the VMware Horizon Agent on this 0S:

The required Remote Desktop Session Host (RDSH) role is not
installed on this operating system.

Click Mext to install the required rolesffeatures. The operating
system will have to be restarted when itis complete.

After restart, the VMware Horizon Agent installer will have to be
redaunched to continue installing it in RDS mode.

| <Back | mext> || cancel

The final step is to optimize the Windows OS. VMware OSOT, the optimization tool, includes customizable
templates to enable or disable Windows system services and features using VMware recommendations and
best practices across multiple systems. Since most Windows system services are enabled by default, the
optimization tool can be used to easily disable unnecessary services and features to improve performance.

Note: In this CVD, the Windows OS Optimization Tool for VMware Horizon. Version 1.0 (2203) was used.
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vmware Ct

Home / Windows OS Optimization Toot tor VMware Honzon

Download Product

Product Resources

Select Version | 12.0 v
View My Download History
JRE— Relensa ho Product Documentation
Horizon Community
Release Date 2023-03-30
Type Product Binaries

Product Downloads  Dirfvers 5 )pen Sou

Information

Windows OS Optimization Tool for Horizon
File & 1355 MB

Read More

OSOT Template: Default optimization template for Windows 10 (1809-21H2) and Windows 11 (21H2) or Server
2019 and Server 2022.
To successfully run the Login VSI knowledge worker workload the ‘Disable animation in web pages - Machine
Policy’ option in Default Template under Programs -> Internet Explorer was disabled.
v @ Programs(75 items)
> @ Net(5 items)

v . Internet Explorer (20 items )

. A\ Turn off suggestions for all user-installed providers - Machine Policy 0 NA Turn off suggestions for all user-installed providers
. {1\ Disable Internet Explorer Enhanced Security - HKLM Registry 0 1 Disable Internet Explorer Enhanced Security.
. {1\ Disable IE Customization Wizard - Machine Policy 1 NA Removes the customization wizard upon first launch of Interet Explor
. () Disable Background Synchronization - Machine Palicy 0 NA Turn off background synchronization for feeds and Web Slices
. {1 Turn off the next pre-loaded page of a website - Machine Palicy 0 NA Turn off the flip ahead with page prediction feature
| E] {1\ Disable animations in web pages - Machine Policy no NA Only animated GIF files are affected by this setting

Install and Configure FSLogix
FSLogix, a Microsoft tool, was used to manage user profiles in this validated design.

A Windows user profile is a collection of folders, files, registry settings, and configuration settings that define
the environment for a user who logs on with a particular user account. These settings may be customizable by
the user, depending on the administrative configuration. Profile management in VDI environments is an integral
part of the user experience.

FSLogix allows you to:
¢ Roam user data between remote computing session hosts.
¢ Minimize sign in times for virtual desktop environments.
« Optimize file 10 between host/client and remote profile store.
« Provide a local profile experience, eliminating the need for roaming profiles.

« Simplify the management of applications and 'Gold Images'.
More information about the tool can be found here.

Procedure 1. FSLogix Apps Installation

Step 1. Download the FSLogix file here.
Step 2. Run FSLogixAppSetup.exe on VDI master image (32 bit or 64 bit depending on your environment).
Step 3. Click OK to proceed with default installation folder.
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https://aka.ms/fslogix/download

@ Microsoft FSLogix Apps Setup —

Setup Options

Install location:

| C:\Program Files\FSLog\Apps Browse

0K Cancel

Step 4. Review and accept the license agreement.
Step 5. Click Install.

& Microsoft F5Logix Apps Setup - x

To continue with Microsoft FSLogix Apps (English) installation, you must accept the
terms of the End-User License Agreement. To accept the agreement, click the check box
below,

MICROSOFT SOFTWARE LICENSE TERMS
FSLogix Profile Container

FSLogix Office Container
FSLogix Java Version Control

ECI amiv Anmlicstine Mackina >

-~

[]1 agree to the license terms and conditions

Options Install Close

Step 6. Reboot.

Procedure 2. Configure Profile Container Group Policy

Step 1. Copy "fslogix.admx" to C:\Windows\PolicyDefinitions, and " fslogix.adml" to
C:\Windows\PolicyDefinitions\en-US on Active Directory Domain Controllers.

Step 2. Create FSLogix GPO and apply to the desktops OU:

o Navigate to Computer Configuration > Administrative Templates > FSLogix > Profile Containers.

o Configure the following settings:

« Enabled - Enabled

e VHD location - Enabled, with the path set to \\<FileServer>\<Profiles Directory>

Note: Consider enabling and configuring FSLogix logging as well as limiting the size of the profiles and

excluding additional directories.
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Figure 27. Example of FSLogix Policy

FSLogix
Scope Details Settings  Delegation
FSLogix/Profile Containers
hide
Policy Setting Comment
Delete local profile when FSLogix Profile should apply Enabled
Delete local profile when FSLogix Profile should apply Enabled
Policy Setting Comment
Dynamic VHD{X) allocation Enabled
Dynamic WHD{X) allocation Enabled
Policy Setting Comment
Enabled Enabled
Enabled Enabled
Policy Selting Comment
Profile type Enabled
Try for read-write profile and fallback to read-only
Policy Selting Comment
Size in MBs Enabled
Size in MBs 2048
Policy Selting Comment
WHD location Enabled
WHD location ‘WpurefilewdinRDS
FSLogix/Profile Containers/Advanced
show
FSlLogix/Profile Contai /Container and Di y Naming
hide
Policy Setting Comment
Virtual disk type Enabled
VHDX

Install and Configure VMware Horizon

Procedure 1. Configure VMware Horizon Connection Server

Step 1. Download the Horizon Connection server installer from VMware and click Install on the Connection
Server Windows Server Image. In this study, we used version Connection Server Horizon 8 2306 build 8.10-
22012512.exe.

Step 2. Click Next.

ﬂ Whtivare Horizon Connection Server >

Welcome to the Installation Wizard for
¥ilware Horizon Connection Server

The installation wizard will install ¥Mware Horizon Connection
Server on your computer, To continue, click Mext,

Copyright {c) 1998-2023 YMware, Inc, all rights reserved. This
product is protected by U.S. and international copyright and
VMware intellectual property laws, YMware products are covered by
one or more pakents lisked ak

H 0 I' I ZO nﬁ http:f fwow vmware . comfgo/patents,

Product version: 2306 < Back, I MNext = I | Cancel |

Step 3. Read and accept the End User License Agreement and click Next.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 147 of 303



‘E YMware Horizen Connection Server

License Agreement
Please read the following license agreement carefully,

VMWARE END USER LICENSE AGREEMENT

Last updated: 03 May 2021

THE TERMS OF THIS END USER LICENSE AGREEMENT (“EULA™)
GOVERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS v

(®) I accept the terms in the license agreement
()1 do not accept the terms in the license agreement

|  <Bak [[ Mext> || cancel |

*

# Whtware Horizon Connection Server

Destination Folder
Click Mext to install to this folder, or dick Change to install to a different

G Install VMware Herizon Connection Server to:

C:\Program Files\WMware\WMware View\server) _ Tl
| <Back | Next= || Concel |

Step 4. Select the destination folder where you want to install the application and click Next.

Step 5. Select the Standard Server and IPv4 for the IP protocol version.
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ﬂ VMware Horizon Connection Server X

Installation Options
Select the type of Horizon Connection Server instance you want to i

Select the type of Horizon Connection Server instance you want to install.

Horizon Standard Server

Horizon Replica Server
Horizon Enroliment Server

Perform a standard full install. This is used to install a standalone instance of Horizon
Connection Server or the first instance of a group of servers.

Specify what IP protocol version shall be used to configure this Horizon Connection Server
instance:

This server will be configured to choose the IPv4
Pvé protocol for establishing all connections.

| <Back [ Next> ]| cancel

Step 6. Provide the data recovery details.

ﬂ VMware Horizon Connection Server X

Data Recovery
Enter data recovery password details.

This password protects data badkups of your Horizon Connection Server. Recovering a badwp
will require entry of this password.

Enter data recovery password: “ sesssssnse |
Re-enter password: “ sessssssss |
Enter password reminder (optional): |dorna'n|

. <gack [ Net> ]| cancel |

Step 7. Select Configure Windows Firewall automatically. Click Next.
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‘.ﬁ YMware Horizen Connection Server

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocal
connections.

In order for Horizon Connection Server to operate on a network, spedficincoming TCP
ports must be allowed through the local Windows Firewall service. The incoming TCP ports
for the Replica Server are 8009 (A1P13), 80 (HTTP), 443 (HTTPS), 4001 (IM5), 4002
(IM5-55L), 4100 (IMSIR), 4101 (IMSIR-S5L), 4172 (PColF), 8472 (Inter-pod API), and
8443 (HTML Access). UDP packets on port 4172 (PColP) are allowed through as well.

(®) Configure Windows Firewall automatically

(O Do not configure Windows Firewall

| <Back [[ mNext> || canel |

ﬂ VMware Horizon Connection Server X

Initial Horizon Administrators
Spedfy the domain user or group for initial Horizon administration,

To login to Horizon Administrator, you will need to be authorized. Select the local Administrators
group option or enter the name of a domain user or group that will be initially allowed to login and
will be granted full admistrative rights.
The list of authorized administrator users and groups can be changed later in Horizon
Administrator.

(O Authorize the local Administrators group

(®) Authorize a spedfic domain user or domain group
|FSL 151K\Domain Admins|

(domainname \username, domainname \groupname or UPN format)

. <Back [ Next> | Cancel |

Step 9. (Optional) Join Customer Experience Program.
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ﬂ VMware Horizon Connection Server

User Experience Improvement Program
Basic Customer Demographics

VMware's Customer Experience Improvement Program ("CEIP") provides VMware with information
that enables VMware to improve its products and services, to fix problems, and to advise you on
how best to deploy and use our products.

Learn More

DM“MQ&WWMW(H@Q’M

T e e

Step 10. Click Install to begin installation.

# VMware Horizon Connection Server *

Ready to Install the Program
The wizard is ready to begin installation.

VMware Horizon Connection Server will be installed in:
C+'¥Program Files\WMware\WMware View\Server

Click Install to begin the installation or Cancel to exit the wizard.

<Back [ sl || Cancel

Step 11. Click Next.

ﬂ VMware Horizon Connection Server

Operational Data Collection
Please read the following carefully.

VMware may monitor and collect configuration, performance, usage, and consumption data
relating to Customer’s and its Users’ use of the Software to fadlitate the delivery and operation
of the products and services (collectively, "Operational Data") as described in the VMware Privacy
Notice https:/fwww.vmware.com/help /privacy.html

< Back | Next > | Cancel
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Step 12. Select General for the type of the type of installation. Click Install.

ﬂ VMware Horizon Connection Server X

Ready to Install the Program
The wizard is ready to begin installation.

VMware Horizon Connection Server will be installed in:
C:\Program Files\VMware\VMware View\Server\

Please select where you will deploy the Horizon connection server. Select General if none of the
other types apply. Note that you cannot change the deployment location of the connection
server after the installation is completed.,

‘General Pvl

Click Install to begin the installation or Cancel to exit the wizard.

T

Step 13. After Horizon Connection Server installation is complete, click Finish.

ﬁ VMware Horizon Connection Server X

Installer Completed

The installer has successfully installed VMware Horizon
Connection Server. Click Finish to exit the wizard.

Next Steps:
[&] Show the documentation
VMware
Horizon
Product version: 2306 <Back Cancel

Procedure 2. Install VMware Horizon Replica Server

Step 1. Click the Connection Server installer based on your Operating System.
Step 2. Click Next.
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Welcome to the Installation Wizard for
VMware Horizon Connection Server

The instalation wizard will upgrade VMware Horizon Connection
Server on your computer. To continue, cick Next.

Copyright (¢) 1998-2023 VMware, Inc. All rights reserved. This
product is protected by U.S. and nternational copyright and

VMware intelectual property laws. VMware products are covered by
: . one or more patents ksted at
H O ri Z O n http://www.vmware.com/go/patents,
Product version 2306 < Back Cancel

Step 3. Read and accept the End User License Agreement and click Next.

*

}E VMware Horizon Connection Server

License Agreement

Flease read the following license agreement carefully.

VMWARE END USER LICENSE AGREEMENT

Last updafed: 03 May 2021

THE TERMS OF THIS END USER LICENSE AGREEMENT (“EULA")
GOVERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS v

(®) I accept the terms in the license agreement
()1 do not accept the terms in the license agreement

| <Back [ Next> || cancel

Step 4. Select the destination folder where you want to install the application and click Next.
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‘E VMware Horizon Connection Server

Destination Folder
Click Mext to install to this folder, or dick Change to install to a different

G Install VMware Horizon Connection Server to:
C:\Program Files\WMware\WMware View\Server), e
| < Back || Mext > | | Cancel |

Step 5. Select the Replica Server and IPv4 for the IP protocol version.

ﬂ YMware Horizon Connection Server H

Installation Options
Select the type of Horizon Connection Server instance you want to installs

Select the type of Horizon Connection Server instance you want to install.
Horizon Standard Server
Install HTML Access
Horizon Enrollment Server
Perfarm a replica instance install joining an existing server instance. This is used to install a

second or subsequent server in a group of servers that all automatically share the same
directory configuration.

Specify what IP protocol version shall be used to configure this Horizon Connection Server
instance:

This server will be configured to choose the IPv4
IPvE protocol for establishing all connections.

| < Back _|| Mext = | | Cancel |

Step 6. Provide the existing Standard View Connection Server’s FQDN or IP address and click Next.
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ﬂ VMware Horizon Connection Server

Source Server

Select an existing Horizon Connection Server instance from which to replica

A group of Horizon Connection Server instances that share the same configuration data is called
& Horizon Connection Server group. Setup wil replicate configuration data from an existing
server instance.

Enter the server name of an existing Horizon Connection Server instance to make this server
part of that group.

Example server: view.internal, vmware. com.

Server: Im. 10,71.35| (hostname or IP address)

| < Back _|| Mext = | | Cancel |

Step 7. Select Configure the Windows Firewall automatically.

ﬁ Whware Horizon Connection Server et

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocal
connections.

In order for Horizon Connection Server to operate on a network, spedific incoming TCP
ports must be allowed through the local Windows Firewall service. The incoming TCP ports
for the Replica Server are 8009 (AJP13), 80 (HTTP), 443 (HTTPS), 4001 (JMS), 4002
{IMS-S5L), 4100 (IMSIR), 4101 (IMSIR-SSL), 4172 (PColP), 8472 (Inter-pod APT), and
8443 (HTML Access). UDP packets on part 4172 (PColP) are alowed through as well.

(®) Configure Windows Firewall automatically

i) Do not configure Windows Firewall

| < Back -|| Next = I | Cancel |

Step 8. Click Install to begin the installation process.
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ﬂ VMware Horizen Connection Server

Ready to Install the Program
The wizard is ready to begin installation.

WMware Horizon Connection Server will be installed in:
C:\Program Files\WMware\WMware View\Server)|

Click Install to begin the installation or Cancel to exit the wizard.

| <Back [ sl ]| cancel

Step 9. After installation is complete, click Finish.

Welcome to the Installation Wizard for
VMware Horizon Connection Server

The instalation wazard will upgrade VMware Horizon Connection
Server on your computer. To continue, chck Next.

Copyright (¢) 1998-2023 YMware, Inc. All rights reserved. This
product is protected by U.S. and nternational copyright and

VMware intelectual property laws. VMware products are covered by
2 e one or more patents ksted at
H O I’I Z O n http://www.vmware.com/gopatents,

N e

VMware Horizon Desktop Configuration

Management of the desktops, application pools and farms is accomplished in VMware Horizon Console
(HTML5) or Horizon Administrator (Flex). We used Horizon Console to administer VMware Horizon environment
in this validated design.

Note: VMware recommends using Horizon Console, an HTML5 based interface with enhanced security,
capabilities, and performance.

Procedure 1. Configure VMware Horizon Desktop

Step 1. Log into Horizon Console 2306 via a web browser using Address or FQDN>/admin/#/login.
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VMware Horizon®

SN e Or

Step 2. In Horizon Console, expand Settings and click Servers.

ﬂ VMware Horizon*

Step 3. Select the vCenter Settings tab and click Add.
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ﬂ VMware Horizon* Pod Cluster-FS-K4-CONN1

Servers
vCenter Servers Gateways Connection Servers Gateway Certificates
Add : MOVe ‘ More v
Inventory
: vCenter Server VM Disk Space Reclamation View Storage Accelerator

No records available

gs

Servers

Step 4. Provide the Server Address (IP or FQDN) and the credentials that Horizon will use to login to vCenter,
then click Next.

Add vCenter Server

Asterisk (*) denotes required field

1 wvCenter Information

+ Server address ([

o Storage

* User Name

administrator@vsphere. local

o Ready to Complete
+ Password

== ]

Description

Step 5. If you receive a message stating an invalid certificate, click View Certificate.

Invalid Certificate Detected X

09/29/2022, 2:39 PM

The Identity of the specified vCenter Server cannot be verlfied for the following reasons
/\server's certificate subject name does not match the server's External URL
/\Server's certificate is not trusted

/N\Server's certificate cannat be checked

VMware recommends the use of certificates signed by a trusted Certificate Authority

View Certificate Cancel

Step 6. Click Accept.
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Certificate Information X
Issued to vesa-h8-2111.fsl151k.local -
Issued by CA

valid from 04/08/2022, 3:17 PM 10 04/07/2024, 3:17 PM

Subject C=us

CM=vcsa-hB-2111 fsl151k local

Issuer OU=VMware Engineering
O=vrsa-hB-2111 fsl151k local
sT=California
C=Us
DC=local
DC=vsphere
CN=CA

serial Number 007 a3 dé b4 2fdofa 11

Version 3

Signature Algorithm SHA2SEWIthRSA

Public Key Algorithm RSA

Public Key 308201 22300d 0609 23 86 48 86 f70d 0101 01 050003 8201 0f 00 3082 01 0a 028201 01 00 a3 3c 88 9a

20653 40 33 78 10 36 bc 86 40 3¢ 8d 31 2c 3d ed ae 4c fa 0f Of de ad 6c 69 8b cb 15 7f 1 7f cf fO ed 5042 ea 66

Reject

Step 7. Keep the defaults, select Reclaim VM disk space and Enable Horizon Storage Accelerator with cache
size of 1024MB. Click Next.

Add vCenter Server

. vCenter information Storage Settings @

Reclaim VM disk space

B Enabie view Storage Accelerator

Default Host Cache Size 1024 | MB

Cache must be between 100 MB and 32768 MB

o Ready to Complete

Step 8. Review the information you provided and click Submit.
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Add vCenter Server

° Centar Wiltrnetion vCenter Server 10.10.70.32
v er Informati

— saministrator@vsphere joca

© sorage

Password

1 3 Ready to Complete Description
Server Port aa3
Max Provision 20
Max Power 50

Max concurrent maintenance 2

operations

Max Instant Clone Engine Provision 20
Enable View Storage Accelerator Ves
Default host cache size (MB) 1.024
VM Disk Space Reclamation ves
Deployment Type Geners

Sance birociore

Step 9. In Horizon Console, expand Settings and click Domains.

ﬂ VMware Horizon®

Systemn

Inventory

uct Licen

Step 10. Select the Instant Clone Engine Domain Accounts tab and click Add.
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W VMware Horizon* Pod Cluster-HZCNOT

Domains
Dornain Accounts Connection Server Dornain Bind
Add Edit Remove
Monitar Diomain User
Dasht Q| vailabhilocal administrator

Ew

Help Desk

Users and Groups

Step 11. Provide a domain name and credentials that Horizon will use to login to AD during Instant Clone
management tasks, then click OK.

Add Domain Admin =
Asterisk (*) denotes required field
Full Domain FSL151K_LOCAL
Name

* Username | administrator

* Password | | ) -|

Cancel |

Procedure 2. Create VDI Instant Clone Desktop Pool

Step 1. In Horizon Console on the left plane, expand Inventory, select Desktops. Click Add.

Desktop Pools
Add Ed I Entilements Stanuss ACcess Groug Wiew Unentitled

Access group )

M o Display name  Type Source User Assign. vCenter Ser Entitled Application Enabled App Shorteurs  Sessions

Mo records available

Step 2. Select Type of Desktop pool to be created. Click Next.
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e ——

@ user Assgremers

© sworage Opumizston

) Deskrop Pool idenaficaton
© Frovsioning Seongs

@ vcenter semngs

) oeskeop Pool senngs
© remote raplay Settings
@ Guest Qumtomastion

@ F=soy o Comples

Step 3. Select the provisioning type for the desktops in the pool (we created Instant Clones and Full Virtual
Machines pools in this design). Click Next.

Add Pool

T
© e O s Oone @

_ S

wCenter Server
O vie Asgnmers @ 1aio7030
10.10.70.32

O seorege opumization
© Desaop Poal laentifeatian

O FProvsioning Serngs
» Rows por pagn (=] 1-2etzroms
O center sertings
Deseription

) pescrop Poot semings

© remote iy Settegs
@ cues cusamization

D reasy e campiere

| cance Previous |“

Step 4. Select the User assignment to be used by the desktop pool. Click Next.

Note: We used the Floating assignment for the Instance clone pool.
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Add Pool

© - © fosne @

° vCenter Server

3 User Assignment

O swrege Optmization

© Oeskiop ool idenufication
© Frovsioning setngs

© voereer senings

O Deskop ool semngs
) remote Display Settings
@ Guest Customzasion

@ rescy o complete

Cancel Previous

Step 5. Select the required option for Storage Policy Management. Click Next.

Add Pool

° Type

Storage Policy Management @

© cener senver

£ irtual SAN i available because no Virtual SAN

@ user assignment Use Separa tores for Replica and OS Disks

a Desitop Pool idenufication

0 Frovisioning settings

@ vcenter Sevings

1O Desiwop poal semings

© Remote Display Settings

@ cuest customuzation

@ ready o complete

Step 6. Provide Desktop Pool ID and virtual display name. Click Next.
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Add Pool - VDIHIC
© -

@ vcenter server | VDI
Display Name @

@ vser assignment | VDI

Access Group @

° Storage Oprimizaton |

Description

5 Deskiop Pool idenuncation

O Frovisioning sewngs
@ vcenter Sexings

© Deskiop Pool semings
© Remote Display Setings
@ Guest Customization

@ ready w0 complete

— P m

Step 7. Provide the naming pattern and the number of desktops to be provisioned. Click Next.

Note: In this Cisco Validate Design, we used:
Single Server pool - 350
Cluster pool - 2200

Add Pool - VDI-IC

© - Asterisk () denotes required field

yr——

w ment
@ user Assignmen Virtual Machine Naming

Specify Names Manually

@ swrage opomization ——

@ Desiaop Poal ienufication * NHaring Patiem

WI0-IC32.

Provision Machines

@ veener setungs

© Desiaop Pool Senings
Desktop Pool Saing

* Maximum Machine

@ Remote Display Settings

| 2100

+ Spare (Powered On) Machines
| 1

@ resy o compe —

Adid vTPM Device 1o VMs @

D cues customization

Step 8. Provide the parent VM, snapshot and host/cluster info, and data store information for the virtual
machines to create. Click Next.
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Add Pool - VDI-IC
° Type
@ vcenter Server

@ user assignment

o Storage Optimaation

@ oesiiop Pool identfication
@ Frovisioning setings

Q) D=sitop Pool Settings
© Remore Display Settings

D cuesic

D re

1o Complete

Default Image
Astertsk (%) denotes required field
* Golden Image in venter

| FFlashSmckAmAW1 0-101

Brow
* Snapshot
| /E0I-101622-1438/g0I0- 101 722-1 21 /E0I0- 1 106221340 Browse
Virtual Machine Location

* VM Folder Location

fFlashstadvm Browse
Resource Settings

* Chuster
| rashsiacumasin: Browse
* Resource Pool
| /PashstackmasvDIResources e
+ Datastores

1 selected Brow
Network

= shects Browse
VM Compute Profile Settings

Review the d sit VM Compute Profile

- CPU

ance

— m

Step 9. Configure the State and Session Type for Desktop Pool Settings. Click Next.

Add Pool - VDI-IC
° Type
@ vcenter server
° User Assignment
@ swrage Optimization
° Deskrop Pool idenufication
@ Frovsioning settings

@ vcerer sexings

© remote Display settings

@ Guest customization

D reacy 1o complere

State
Enabled
Connection Server Restrictions
None | Browse
Category Folder
None | Browse
Chient Restrictions Enabled
Session Types
Desktof
Log O After Disconnect
Never
Allow Users to Restart Machines
o
Allow Separate Desktop Sessions from Different Client Devices

No

Cancel

Step 10. Configure the Remote Display Protocol. Click Next.
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Add Pool - VDI-IC

Type
© Remote Display Protocol
Detault Drsplay Protocol

@ vcerner Server

Allow Users to Choose Protocol

@ vser assipnment

[~ -]
30 Renderer

@ storage Oprimization

| Manage usng vSphere Client

: All Jon Collaboration Enable o
@ osskop ool identficavon o Session Coflaboratio Erabled @

@ Frovsioning setings

Q@ vcerers

@ D=skiop ool Settings

D Guest Customization

@) Reacy o Complere

—— S m

Step 11. Select the AD Container for desktops to place in a Domain Controller computer location.

Add Pool - VDI-IC

Asterisk (*) denotes require
0

Domain
° vCenter Server

FSL151K LOCAL{administrator)

* AD Container

@ user assignment OU=VDI,OUsTar Com J=Loginvs Find
B  Alow Reuse of Existing Computer Accounts @
° storage Optimization
Image Publish Computer Account
@
° Desktop Pool idenufication
© Use ClonePrep
@ Frovisioning semings Power OFf Script Name
° wCenter Setings Power-Off Script Parameters
Example pl p2 p3
° Desktop Pool Settings P PEE
|’U5l-5rIH.rII'UIIIZdlID" SCript Name
@

° Remote Display Settings

Post-Synchronization Script Parameters

Example: p1 p2 p3

ustomization specification (SysPrep;

0 Ready to Complete

Win10 Spec Windows.

Step 12. Review the deployment specifications and click Submit to complete the deployment.
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Add Pool - VDI-IC

©
° vCenter Server

© uses Assignment

torage Optimizatior

Provision

° Desktop Pool Identificanor

ng Settings
° vCenter Setungs

° Desktop Pool Settings

11 Ready to Complete

Entitle Users After Adding Poo

Type

User Assignment F g As

vCenter Server

Unique 1D

Description

Display Name

Access Group

Desktop Pool State Enabied

esktop

session Types

Chient Restrictions

Log Off After Disconnect

Connection Server Restrictions

Category folder

Allow Users to Restart Machines

Allow Separate Desktop Sessions from Different Client

Devices

Detault Display Protocol

[

Step 13. Select Entitle users after this wizard finishes, to enable desktop user group/users to access this pool.

Procedure 3. Create VDI Full Clone Desktop Pool

Step 1. Select Type of Desktop pool to be created. Click Next.

Add Pool

o vCenter Server

o LUser Assignment

o storage Optimization

o Desktop Pool identification

@ Frovisioning Serings

@ vcenter semings

O Deskrop Pool Settings

© Automated Desktop Pool @
Manual Desktop Pool @

RDS Desktop Pool @
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Step 2. Select the provisioning type for the desktops in the pool (we created Instant Clones and Full Virtual
Machines pools in this design). Click Next.

Add Pool

©
Instant Clone @

© Full virtual Machines @
2 vCenter Server

vCenter Server

o User Assignment

® 10.10.70.30
o Storage Optimization
o Desktop Pool Identfication
o Provisioning Settings
o vCenter Setrings 1 Rows perpage |20 | 1-2of2rows
Description
o Desktop Pool Settings

Step 3. Select the User assignment to be used by the desktop pool, we used Dedicated assignment for Full
Cone pool. Click Next.

Add Pool

Type
° L Floating @

©Q Dedicated @
° vCenter Server
Enable Automatic Assignment

ble Mu i gnment @
3 User Assignment
Automatic assignment is not supported for multi-user assignment pools.

o Storage Optimization

o Desktop Pool Identification
© rrovisioning settings

o VCenter Settings

0 Desktop Pool Settings

Cancel | Previous | Next

Step 4. On Storage Optimization screen click Next.
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Add Pool

° Type

Storage Policy Management @

° vCenter Server
o

/M virtual SAN Is not avallable because no Virtual SAN datastores are configured

° User Assignment

4 Storage Optimization

o Desktop Pool Identification

0 Provisioning Settings

o vCenter Semings

o Desktop Pool Settings

Cancel

Frevos m

Step 5. Provide the Desktop Pool ID and Display Name. Click Next.

Add Pool - VDI-FC

Asterisk (*) denotes required field
° Type

«ID ©
° vCenter Server [ VDI-FC

Display Name @

° User Assignment | VD _;;|

Access Group @

° Storage Optimizanon '

Description

5 Desktop Pool identification

o Provisioning Settings
o vCenter Semings
o Deskiop Poal Settings

Step 6. Provide the naming pattern and the number of desktops to be provisioned. Click Next.

Note: In this validated design for VDI pools we used:
Single Server pool -350
Cluster pool - 2200
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Add Pool - VDI-FC
° Type

° vCenter Server

@ user Assignment

’ Storage Optimization

° Desktop Pool Idenufication
o vCenter Settings

o Desktop Pool Settungs

Basi

B Enable Provisioning @

B Stop Provisioning on Error

Virtual Machine Naming
Specify Names Manually

© UseaNaming Pattern @

* Naming Pattern

VDI-W10-FC

Provision Machines

Machines on Demand

Step 7. Provide the parent VM, snapshot and host/cluster info, data store information for the virtual machines

to create.

Add Pool - VDI-FC

° Desktop Pool Identification

° Provisioning Settings

o Desktop Pool Settings

o Remote Display Semings

@ Advanced Storage Oprions

@ Guest Custemization

@ Ready to Complete

Virtual Machine Template
Asterisk (*) denotes required field
* Template

| /Aashstackivm/base-fc

Virtual Machine Location
* VM Folder Location

| /Aashstack/ivm

Resource Settings
= Host or Cluster

| /AashStack/host/FlashStack-VDi

Browse

Browse

Browse

= Resource Pool

| /AashStack/MosuFlashSack-vDIResources

Browse

* Datastores

1 selected
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Note: A single datastore was used per 8 host pools.

Select Datastores

Datastors

@ @ EmoP
O & & X7ORDS1

© & ovoK

@ @ K7OvOl2

3 (J Swiect i Bages

Diarastore Cluster Capacity (G&)

Select the Datasione Type Individual Datastone A

Free Space (GB)
204775 105338

B4.08

183
18431975 184,001.65

Reves paw page |20

Free Space Selected 184001 65 (A minirmum of 14,420 GB & recommended far new virtual madhings)

Select the datastores to use for this deskiop pool. Only datastores that can be used by the selected host or cluster can be selected

Dirive Type

SS0

1- 4 of 4 rows

Step 8. Configure Desktop Pool settings.

Add Pool - VDI-FC

° Desktop Pool identification
° Provisioning Setings

° vCenter Settings

o Remote Display SeTungs

(D Advanced Storage Opuions

0 Guest Customization

@ Ready to Complete

Srare

Enabled

Connection Server Restrictions

None | Browse

Category Folder

None | Browss
Client Restrictions Enabled

Session Types

| Deskiop

Remote Maching Power Policy

| Take no pOWEr acton

Log Off After Disconnect

| Never

Allow Users to Restart Machines

Cancel || Previous |m

Step 9. Provide the customizations to remote display protocol to be used by the desktops in the pool.

Note: We used the defaults in this deployment.
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Add Pool - VDI-FC
° Desktop Pool Identification

Remote Display Protocol
Q Provisioning Settings Default Display Protocol

| VMware Blast -
° vCenter :>PHII'|E§

Allow Users to Choose Protocol

|M. v

° Deskrop Pool Semings

3D Renderer

| Disabled . @

VRAM Size

| 06 MB

@ Advanced Storage Oprions

Mare VRAM can improve 30 performance

Maximum number of monitors

0 Guest Customization | 3 . o
Might require pawer cycle of related virtual machines. (@
@ resoy o complece Maximum Resolution of Any One Monitor
. 1920x1200 " @ .

Cancel || Previous m

Note: For Advanced Storage Options, we used defaults in this deployment.

Step 10. Click Next.

Add Pool - VDI-FC
° Desktop Pool identfication

Advanced Storage Options @

Provisioning Settings
° E % The following features are recommen

selected hardware are disabled

based on your resource selection. Options that are not supported by the

sk (*) denotes required field

° vCenter Settings
B use view Storage Accelerator
° Desktop Pool Semings * Regenerare Storage Acceleraror After
+ Days
o Remore Display Settings
Blackout Times

Storage accelerator regeneration and VM disk space reclamation do not occur during blackout times. The same blackout

policy applies

th operations

Add Edit elete

0 Guest Customization

Day Time

@ Ready to Complete

Cancel Previous m
Step 11. Select the VM Customization Specification to be used during deployment. Click Next.
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Add Pool - VDI-FC

° Deskrop Pool identfication .

®  Win10Spec Windows
° Remaote Display Settiings
° Advanced Storage Options

11 Guest Customization

- G
&} Ready to Complete

The following VM Customization Specifications were used:

Step 12. Review all the deployment specifications and click Submit to complete the deployment.
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Add Pool - W10_FULL
~ A
© e °
[ Entitle Users After Adding Pool
Type Automated Desktop Pool
o vCenter Server
uUser Assignment Dedicated Assignment
° User Asslgnment
Assign on First Login ves
a Storage Optimization Enable Multl-User Assignment No
vCenter Server 10.10.70.29
o Desktop Pool ID
Unique ID W10_FULL
° Provisioning Setmings Description
Display Name WI10-FULL
° VCEenter Settings
Access Group !
° Desktop Pool Settings
Desktop Pool State enabled
° Remote Display Settings Sesslon Types Desktop
Display Assigned Machine Name No
o Advanced Storage Options
Remote Machine Power Policy Take no power action
@ sues: customization Automatically Logoff After Disconnect Never
Connection Server Restrictions None
@ Ready to Complete
v v
FatamoesCaldar s
cancel Previous

Note: The automated pool creation will add AD computer accounts to Computers OU. Move this account
according to your policies, in our case the machine accounts were moved to Login VSI OU.

Procedure 4. Create RDSH Farm and Pool

Step 1. Select the FARM when creating the RDS Pool.

Note: You can entitle the user access at the RDS Pool level for RDS users/groups who can access the
RDS VMs.

Step 2. Select Type of the Farm. We used Automated Farm the RDS desktops in this design. Click Next.
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Add Farm
0 Automated Farm (@
B Ty
Manual Farm @
©) vCenter server
9 Storage Optimization
o Identification and Settings
o Load Balancing Settings
G Provisioning Settings
o vCenter Settings
0 Guest customizavion

o Ready o Complete

[ | (oo | I

Step 3. Select the provisioning type and vCenter Server for the desktops in the pool. Click Next.

Add Farm
© Instant Clone @
° Type

VCEnter Server

2 vCenter Server

® 100107030

10.10.70.32
9 Storage Optimization

o Identification and Settings
o Load Balancing Settings

L 20 1-20f2rows
0 Frovisioning Settings - vws per page v of 2 row:

Description

o vCenter Settings

0 Guest customizavion A

o Ready o Complete

B -

Step 4. On Storage Optimization screen, click Next.
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Add Farm

° Type

° vCenter Server

o Identification and Settings
o Load Balancing Settings
o Provisioning Settings

o vCenter Settings

o Guest Custornization

o Ready to Complete

Storage Policy Management @
Jse VMware Virtual SAN

© Do not use Viware Virtual SAN

/I Virtual SAN is not available because no Virtual SAN datastores are configured.

[] UseSeparate Datastores for Replica and OS5 Disks

| Cancel H Previous ‘ N

Step 5. Provide the ID and Description for RDS FARM. Select the Display Protocol which is required for users
to connect to the RDS Sessions. Click Next.

Add Farm - WS2019
Q -

© centerserver

° Storage Optimization

4 Identification

o Load Balancing Settings

o Provisioning Settings

o vCenter Settings

o Guest Customization

e Ready to Complete

Asterisk (*) denotes required field
» 1D

Wws2019

Description

Access Group

[/
Farm Settings

Default Display Protocol (@
| Microsoft RDP

Allow Users to Choose Protocol

[

3D Renderer (@

| Manage using vSphere Client

vsphere doesn't support 30 opticn other than NVIDIA Grid vGPU for windows Server 0S

Pre-launch Session Timeout (Applications Only) @

|Aﬁ:er N ‘ 10 ‘ minutes

[t ][ oo | 8

Step 6. Select Load Balancing Settings. Click Next.
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Add Farm - WS2019

Use Custom Script || Enabled @
©
Include Session Count Enabled @

Asterisk (*) denotes required field
e vCenter Server * CPU Usage Threshold

0 | ®

. Storage Optimization * Memory Usage Threshold

o | @

Identificat| d Serti
° entification and sectngs # Disk Queue Length Threshold

o | @

5 Load Balancing Settings
+ Disk Read Latency Threshold

o | @

e Pravisioning Settings
+ Disk Write Latency Threshold

o | ®

o vCenter Settings
# Connecting Session Threshold

o | @

o Guest Customization
* Load Index Threshold

[ | @
o Ready 10 Complete

e - |

Step 7. Provide naming pattern and a number of virtual machines to create. Click Next.

Add Farm - RDS

° = Asterisk (*) denotes required field
e
/P Basic
B Enable Provisioning @

° VCOIREr Server B3 Stop Provisioning on Error

Virtual Machine Naming @

° Storage Opumization * Naming Pattern
Naming Pattern

RDS
° Idenufication and Settings

Farm Sizing

* Maximum Machines
° Load Balancing Settings
80

* Minimum Number of Ready (Provisioned) Machines during instant Clone Maintenance Operations
&) Provisioning Settings
]
[

o vCenter Semtings

Cancel H Previous Next

Step 8. Select the previously created golden image to be used as RDS host. Select datastore where RDS hosts
will be deployed. Click Next.
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Add Farm - WS2019
° Type

e vCenter Server

° Storage Optimization

° Identification and Settings
° Load Balancing Settings
e Provisioning Settings
o Guest Customization

o Ready to Complete

Default Image

Asterisk (*) denotes required field

# Golden Image in vCenter

[FlashStack/vm/Win2019-Gld3 | | Browse ‘
» Snapshot

/M Snapshot 12%252f21%252f2022, 1:39:10 PM/VM Snapshot 19252f22%25 | | Browse ‘
Virtual Machine Location
+ VM Folder Location

/FlashStackivm | | Browse ‘
Resource Settings
# Cluster

/Flashstack/host/FlashStack-VD| | | Browse ‘
* Resource Pool
| fFlashStack/host/FlashStack-VD|/Resources | | Browse ‘
+ Datastores

1 selected | Browse ‘
Network

Gelden Image network selected

| Cancel H Previous

Step 9. Select the AD Container for desktops to place in a Domain Controller computer location.

Add Farm - WS2019
e Type

° wCenter Server

° Storage Optimization

° Identification and Settings
° Load Balancing Settings
° Provisioning Settings

° wCenter Settings

B Guest Customi

e Ready to Complete

Asterisk (*) denotes required field

Domain

‘ FSL151K.LOCAL{administrator}

+ AD Container

‘ OU=RDS,0U=Target,0U=Computers,0U=LoginVsI ‘ ‘ Find | | Browse ‘
Allow Reuse of Existing Computer Accounts @

Image Publish Computer Account

| o
© use ClonePrep
Power-Off Script Name

| ©
Power-Off Script Parameters

|
Example: p1 p2 p3
Post-Synchronization Script Name

| ©

Post-Synchronization Script Parameters

Example; p1 p2 p3

| Cance| || Previous |

Step 10. Review the Farm information and click Submit to complete the RDS Farm creation.
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Add Farm - W52019
° Type
° vCenter Server
° Storage Optimization
° Identification and Settings
° Load Balancing Settings
° Provisioning Settings
° wvCenter Settings

° Guest Customization

Description

Access Group

Farm Settings

Default Display Protocol

Allow Users to Choose Protocal

3D Renderer

Pre-launch Session Timeout (Applications Only)

Empty Session Timeout (Applications Only)

When Timeout Occurs

Logoff Disconnected Sessions

Bypass Session Timeout

9 Ready to Complete
Allow Session Collaboration

CPU

WS2019

Microsoft RDP

Ne

Manage using vSphere Client

10 minutes

1 minute

Disconnect

Never

Disabled

Disabled

4

| Cancel || Previous ‘ Submit

Procedure 5. Create RDS Pool

When the RDS FARM is created, you need to create an RDS pool to absorb the RDS VMS FARM into the Pool for
further managing the RDS pool.

Step 1. Select type as RDS Desktop Pool.

Add Pool
0 e
8 Desktop Poolin
© teskiop Poot semiings
) seiect RDS Farms

B meady 1o complee

O Automated Deskiop Fasl | ©
© Manual Desktop Pool @

¥ ros Desktop Fool @

Step 2. Provide an ID and Display Name for the Pool. Click Next.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

Page 179 of 303



Add Pool - RDSPool
Q e

@ oeskiop ool D

e Desktop Pool Settings

o Select RDS Farms

a Ready to Complete

«“ip @
®DSBool

Display Name ©

‘ rDsPool

Description

cancel Previous

Step 3. Leave the default settings for the Desktop Pool Settings. Click Next.

Add Pool - RDSPool
© vre

@ oeskiop Poal D

€ oeskiop Pool settings

o Select RDS Farms.

© reany o complete

State
Enabled v

Connection Server Restrictions

None | Browse

category Folder

Nene | Browse
Client Restrictions ] enabled
Allow Users to Inltlate separate Desktop sesslons from different client devices (desktops only)

o]

Mo v

Step 4. Select the RDS Farm. Select the farm which was already created for this desktop pool. Click Next.
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Add Pool - RDSPool
@ e
@ oeskroprool D
° Desktop Pool Settings
o Select RDS Farms

©) reacyto complete

(O Create a new RDS farm

© select an RDS farm for this desktop pool

FarmID Description RDS Hosts

RDS201% 2

T Fiiter

Max Number of Co...

2

Cancel

Status

Farm disabled

Previeus

Add Pool - RDSPool
© e
° Desktop Pool ID
° Desktop Pool Settngs
e Select RDS Farms

©) ready o complere

[ Entitle Users After Adding Poaol

Type

Unique ID

Description

Display Name

Desktop Pool State

client Restrictions

Connection Server Restrictions

Category Folder

Allow Users to Initlate separate Desktop sesslons from
different client devices (desktops only)

RDS Farm

Number of RDS Hosts In the Farm

RDS Desktop Pool

RDSPool

RDSPoal

Enabled

No

None

None

No

RDS2019

2

cancel

e

Step 5. Review the RDS Pool deployment specifications and click Next to complete the RDS pool deployment.

Step 6. Select Entitle users after this wizard finishes, to enable desktop user group/users to access this pool.
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Test Setup, Configuration, and Load Recommendation

This chapter contains the following:

o Cisco UCS Test Configuration for Single Blade Scalability

o Cisco UCS Test Configuration for Full Scale Testing

o Test Methodology and Success Criteria
We tested a single Cisco UCS X210c M7Compute Node to validate against the performance of one server and

eight Cisco UCS X210c M7 Compute Nodes as a cluster on a single chassis to illustrate linear scalability for
each workload use case tested.

Cisco UCS Test Configuration for Single Blade Scalability

This test case validates Recommended Maximum Workload per host server using VMware Horizon 8 2306 with
400 Multi Server VMware Horizon Remote Desktop Server Hosted (RDSH) Sessions.

Figure 28. Test Configuration for Single Server Scalability VMware Horizon 8 2306 VMware Horizon Remote
Desktop Server Hosted (RDSH) multi-session

. RDSH Sngle Server RDS 400 Sessions Test \

(Infrastructure Server -01) (Infrastructure Server -02)
= E s — ol = — = ™ .
85 e £, : i Ssl [gg] |2
50 ala 3a = o 5 E 5 S 2
T 5 —_— E = % 1§} — ] L W L w
LS oz T 22 = ) ) =
= m = O m = ®@ = @ o
S8 o o £ ol = s3 ?
SE a g« > o 5| |22 0
>8 < = < > S&

(S
/ Single Cisco UCS X210c M7 Server (VDI) \
. Control [
VMware Horizon BDSH Server I:l Gl
Hosted Sessions 400
Resources /
Physical Layer

\ 400 Users (Recommended Max workload) /
\7 4
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Figure 29. Test configuration for Single Server Scalability VMware Horizon 8 2306 Instant Clone and Full Clone
(Persistent) independent tests for Single-session OS machine VDAs

WIN 10 VDI Single X210c M7 Server Persistent & Non-Persistent 350 Users Test \

Infra Server 01 Infra Server 02

VMware View
Composer Server
MS SQL Server

o
>
: 5
EUJ
5
m +
z 8
= cC
-5
O

AD /DBS /DHCP
Server 2
VMware vCenter
Appliance
VMware View Replica
Server 2
AD /DBS /DHCP
Server 1
VMware View Replica

\ D Control JAccess Layer

/ Single X210c M/ Server WIN 10 OS
Sessions (VDI)

VVMware Horizon Persistent &
Non-Persistent 350 VDI VMs

350 Users (Rec Max Load)
\ j Physical / /
\ Resources Layer

Hardware components:

e« Cisco UCS 9508 Chassis.

e 2 Cisco UCS 6536 5th Gen Fabric Interconnects.

e 1 Cisco UCS X210c M7 Compute Node Servers with Intel(R) Xeon(R) Gold 6448 CPU 2.40GHz 32-core
processors, 1TB 4800MHz RAM for all host blades.

e 2 Cisco Nexus 93180YC-FX Access Switches.
e 2 Cisco MDS 9132T 32-Gb 32-Port Fibre Channel Switches.

o Pure Storage FlashArray//X70 R3 with dual redundant controllers, with 20 1.92TB DirectFlash NVMe

drives.
Software components:

« Cisco UCS firmware 4.2(3h).
e Pure Storage Purity//FA 6.3.14.
o ESXi 8.0 Update 1 for host blades.
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o VMware Horizon 8 2306.

o Microsoft SQL Server 2019.

« Microsoft Windows 10 64 bit (1909), 2vCPU, 4 GB RAM, 40 GB HDD (master).

o Microsoft Windows Server 2019 (1809), 4vCPU, 24GB RAM, 100 GB vDisk (master).
o Microsoft Office 2019 32-bit.

e FSLogix 29.8612.600056

o Login VSI 4.1.40 Knowledge Worker Workload (Benchmark Mode).

Cisco UCS Test Configuration for Full Scale Testing

These test cases validate eight blades in a cluster hosting three distinct workloads using VMware Horizon 8.10
or VMware 2306 with:

e 2800 VMware Horizon Remote Desktop Server Hosted (RDSH) sessions Instant-clone RDS VMs
e 2200 VMware Horizon VDI-Non persistent Instant clone Single-session OS sessions
e 2200 VMware Horizon VDI-Persistent Full Clone Single-session OS sessions

Note: Server N+1 fault tolerance is factored into this solution for each cluster/workload.

Figure 30. Test Configuration for Full Scale / Cluster Test VMware Horizon 8 2306 VMware Horizon Remote
Desktop Server Hosted (RDSH) multi-session OS machines

- T,

{ RDSH Server OS Multi Sessions Cluster Test 2800 Users I‘
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Figure 31. Test Configuration for Full Scale VMware Horizon 8 2306 Instant Clone (non-persistent) single-
session Win 10 OS machines

WIN 10 Virtual Desktop Cluster Test Instant Clone
22 OO VDI User S- Infrastructure Server -

RS T Tele [V O RVATQ (VI DTS Qo] ol |  !nfrastructure Vis (Horizon Servers/

DNS/DHCP/ SQL Servers etc.)

Infrastructure Server -

/
X210c M7 VDI Server-01 X210c M7 VDI Server-02 N\ X210c M7 VDI Server-05 X210¢ M7 VDI Server-06 A
VMware Horizon WMware Horizon VMware Horizon VMware quizon
Instant Clones Win 10 Users Instant Clones Win 10 Users Instant Clones Win 10 Users Instant Clones Win 10 Users
275 Users 275 Users 275 Users 275 Users
X210c M7 VDI Server-03 X210c M7 VDI Server-04 X210c M7 VDI Server-07 X210c M7 VDI Server-08
VMware Horizon VMware Horizon VMware Horizon WMware Horizon
Instant Clones Win 10 Users Instant Clones Win 10 Users Instant Clones Win 10 Users Instant Clones Win 10 Users
275 Users 275 Users 275 Users 275 Users

INDOWS 10 Virtual Desktops (VDI) Instant Clones Cluster Tes
8 x X210c¢c M7 cluster configured with N+ 1

Figure 32. Test Configuration for Full Scale VMware Horizon 8 2306 Full Clone (Persistent) single-session Win 10
OS machines
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Servers etc.) SQL Servers etc.)

Cluster Test (8 x X210c M7
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Hardware components:

¢ Cisco UCS 9508 Chassis.
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e 2 Cisco UCS 6536 4th Gen Fabric Interconnects.

e 8 Cisco UCS X210c M7 Compute Node Servers with Intel(R) Xeon(R) Gold 6448 CPU 2.40GHz 32-core
processors, 1TB 4800MHz RAM for all host blades.

e Cisco VIC 15231 CNA (1 per blade).
e 2 Cisco Nexus 93180YC-FX Access Switches.
e 2 Cisco MDS 9132T 32-Gb 32-Port Fibre Channel Switches.

e Pure Storage FlashArray//X70 R3 with dual redundant controllers, with 20 1.92TB DirectFlash NVMe
drives.
Software components:

o Cisco UCS firmware 4.2(3h).
e Pure Storage Purity//FA 6.3.14.
o« ESXi 8.0 Update 1 for host blades.
o VMware Horizon 8 2306.
e Microsoft SQL Server 2019.
o Microsoft Windows 10 64-bit (1909), 2vCPU, 3 GB RAM, 40/100 GB (full clone) HDD (master).
o Microsoft Windows Server 2019 (1809), 8vCPU, 32GB RAM, 100 GB vDisk (master).
o Microsoft Office 2019 32-bit.
e FSLogix 29.8612.600056
e Login VSI 4.1.40 Knowledge Worker Workload (Benchmark Mode).
Test Methodology and Success Criteria

All validation testing was conducted on-site within the Cisco labs in San Jose, California.

The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics during the
desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up,) user workload
execution (also referred to as steady state), and user logoff for the RDSH/VDI Session under test.

Test metrics were gathered from the virtual desktop, storage, and load generation software to assess the overall
success of an individual test cycle. Each test cycle was not considered passing unless all of the planned test
users completed the ramp-up and steady state phases (described below) and unless all metrics were within the
permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration and results were
found to be relatively consistent from one test to the next.

You can obtain additional information and a free test license from http://www.loginvsi.com
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Test Procedure

This chapter contains the following:

o Pre-Test Setup for Single and Multi-Blade Testing

e Test Run Protocol

e Success Criteria

e VSImax 4.1.x Description
The following protocol was used for each test cycle in this study to ensure consistent results.

Pre-Test Setup for Single and Multi-Blade Testing
All virtual machines were shut down utilizing the VMware Horizon Console and vCenter.

All Launchers for the test were shut down. They were then restarted in groups of 10 each minute until the
required number of launchers was running with the Login VSI Agent at a “waiting for test to start” state.

All VMware ESXi VDI host blades to be tested were restarted prior to each test cycle.

Test Run Protocol

To simulate severe, real-world environments, Cisco requires the log-on and start-work sequence, known as
Ramp Up, to complete in 48 minutes. For testing where the user session count exceeds 1000 users, we will
now deem the test run successful with up to 1% session failure rate.

Additionally, Cisco requires that the Login VSI Benchmark method be used for all single server and scale testing.
This assures that our tests represent real-world scenarios. For each of the three consecutive runs on single
server tests, the same process was followed. To do so, follow these steps:

1. Time 0:00:00 Start PerfMon/ESXTOP Logging on the following system:

« Infrastructure and VDI Host Blades used in the test run

2. vCenter used in the test run.

3. All Infrastructure virtual machines used in test run (AD, SQL, brokers, image mgmt., and so on)

4. Time 0:00:10 Start Storage Partner Performance Logging on Storage System.

5. Time 0:05: Boot Virtual Desktops/RDS Virtual Machines using View Connection server.

6. The boot rate should be around 10-12 virtual machines per minute per server.

7. Time 0:06 First machines boot.

8. Time 0:30 Single Server or Scale target number of desktop virtual machines booted on 1 or more blades.
9. No more than 30 minutes for boot up of all virtual desktops is allowed.

10. Time 0:35 Single Server or Scale target number of desktop virtual machines desktops available on View
Connection Server.

11. Virtual machine settling time.

12. No more than 60 Minutes of rest time is allowed after the last desktop is registered on the XD Studio or
available in View Connection Server dashboard. Typically, a 30-45-minute rest period is sufficient.
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13. Time 1:35 Start Login VSI 4.1.x Office Worker Benchmark Mode Test, setting auto-logoff time at 15
minutes, with Si