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destination (ERSPAN) 1215
destination 1220

dscp 1221

event manager applet 1222
export-protocol netflow-v9 1225
export-protocol netflow-v5 1226
exporter 1227

fconfigure 1228

filter (ERSPAN) 1229

flow exporter 1231

flow monitor 1232

flow record 1233

header-type 1234

ipwcep 1235

ip flow monitor 1237

ipv6 flow monitor 1239

ipv6 deny echo reply 1241
match datalink ethertype 1242
match datalink mac 1243

match datalink vlan 1244

match device-type 1245

match flow cts 1246

match flow direction 1247
match interface 1248

match ipv4 1249

match ipv4 destination address 1250
match ipv4 source address 1251
match ipv4 ttl 1252

match ipv6 1253

match ipv6 destination address 1254
match ipv6 hop-limit 1255

match ipv6 source address 1256
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map platform-type 1257

match transport 1258

match transport icmp ipv4 1259
match transport icmp ipv6 1260
match platform-type 1261

mode random 1 out-of 1262
monitor capture (interface/control plane) 1263
monitor capture buffer 1265
monitor capture clear 1266
monitor capture export 1267
monitor capture file 1268

monitor capture limit 1270
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monitor capture pktlen-range 1272
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monitor capture stop 1274

monitor session 1275

monitor session destination 1277
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monitor session source 1283
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option 1287

record 1289

sampler 1290

show capability feature monitor 1291
show class-map type control subscriber 1292
show flow exporter 1293

show flow interface 1295

show flow monitor 1297

show flow record 1299

show ip sla statistics 1300

show monitor 1302

show monitor capture 1304

show monitor session 1306
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show sampler 1314
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shutdown (monitor session) 1318

snmp ifmib ifindex persist 1319

snmp-server community 1320

snmp-server enable traps 1322

snmp-server enable traps bridge 1325
snmp-server enable traps bulkstat 1326
snmp-server enable traps call-home 1327
snmp-server enable traps cef 1328
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snmp-server enable traps envmon 1330
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snmp-server enable traps ospf 1335
snmp-server enable traps pim 1336
snmp-server enable traps port-security 1337
snmp-server enable traps power-ethernet 1338
snmp-server enable traps snmp 1339
snmp-server enable traps storm-control 1340
snmp-server enable traps stpx 1341
snmp-server enable traps transceiver 1342
snmp-server enable traps vrfmib 1343
snmp-server enable traps vstack 1344
snmp-server enginelD 1345

snmp-server group 1346

snmp-server host 1350

snmp-server manager 1355

snmp-server user 1356
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source 1362
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socket 1365
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ttl 1368
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template data timeout 1370
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1373
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class-map 1411
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queue-buffers ratio 1424
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random-detect cos-based 1430
random-detect dscp 1431
random-detect dscp-based 1433

random-detect precedence 1434
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random-detect precedence-based 1436
service-policy (Wired) 1437

set 1439

show auto qos 1445

show class-map 1447

show platform hardware fed switch 1448

show platform software fed switch qos 1452
show platform software fed switch qos qsb 1453
show policy-map 1456

show tech-support qos 1458

trust device 1460

PART XI Routing 1463

CHAPTER 12 IP Routing Commands 1465
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address-family ipv4 (EIGRP MTR) 1471
address-family ipv6 (OSPF) 1473
address-family 12vpn 1474
aggregate-address 1477
areanssa 1480
area virtual-link 1482
auto-summary (BGP) 1485
authentication (BFD) 1488
bfd 1489
bfd all-interfaces 1491
bfd check-ctrl-plane-failure 1492
bfd echo 1493
bfd slow-timers 1495
bfd template 1497
bfd-template single-hop 1498
bgp graceful-restart 1499
clear proximity ip bgp 1501
default-information originate (OSPF) 1505
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default-metric (BGP) 1507

distance (OSPF) 1509

eigrp log-neighbor-changes 1512
eigrp log-neighbor-warnings 1514
fast-reroute keep-all-paths 1516
fast-reroute load-sharing disable (EIGRP) 1518
fast-reroute per-prefix (EIGRP) 1520
fast-reroute per-prefix enable (OSPF) 1522
fast-reroute per-prefix tie-break (OSPF) 1524
fast-reroute tie-break (EIGRP) 1527
ip authentication key-chain eigrp 1530
ip authentication mode eigrp 1531

ip bandwidth-percent eigrp 1532

ip cef load-sharing algorithm 1533

ip community-list 1534

ip prefix-list 1539

ip hello-interval eigrp 1542

ip hold-time eigrp 1543

ip load-sharing 1544

ip network-broadcast 1545

ip next-hop-self eigrp 1546

ip ospf database-filter all out 1548

ip ospf fast-reroute per-prefix 1549

ip ospf name-lookup 1551

ip split-horizon eigrp 1552

ip summary-address eigrp 1553

ip route static bfd 1555
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match tag 1558

metric weights (EIGRP) 1560
neighbor advertisement-interval 1562
neighbor default-originate 1564
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neighbor ebgp-multihop 1567
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neighbor peer-group (creating) 1572
neighbor route-map 1575

neighbor update-source 1577

network (BGP and multiprotocol BGP) 1579
network (EIGRP) 1581

nsf (EIGRP) 1583

offset-list (EIGRP) 1585

redistribute (IP) 1587

redistribute (IPv6) 1595

redistribute maximum-prefix (OSPF) 1598
rewrite-evpn-rt-asn 1600

route-map 1601

router-id 1604

router bgp 1605

router eigrp 1608

router ospf 1609

router ospfv3 1611

send-lifetime 1612

set community 1615

set ip next-hop (BGP) 1617

show ip bgp 1619

show ip bgp neighbors 1631

show ip bgp ipv6 unicast 1646

show ip eigrp accounting 1648

show ip eigrp interfaces 1650

show ip eigrp neighbors 1653

show ip eigrp topology 1656

show ip eigrp traffic 1662

show ip ospf 1664

show ip ospf border-routers 1672
show ip ospf database 1673

show ip ospf fast-reroute 1683
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show ip ospf interface 1686
show ip ospf neighbor 1689
show ip ospf virtual-links 1695
summary-address (OSPF) 1696
timers throttle spf 1698
topology (EIGRP) 1700

PART XII Security 1703

CHAPTER 13 Security 1705
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aaa accounting dotlx 1712
aaa accounting identity 1714
aaa authentication dotlx 1716
aaa authorization 1718
aaa common-criteria policy 1722
aaa new-model 1724
access-session host-mode multi-host 1726
authentication host-mode 1728
authentication logging verbose 1730
authentication mac-move permit 1731
authentication priority 1733
authentication timer reauthenticate 1735
authentication violation 1737
cisp enable 1739
clear aaa cache group 1740
clear device-tracking database 1741
clear errdisable interface vlan 1745
clear mac address-table 1746
confidentiality-offset 1748
debug aaa cache group 1749
debug aaa dead-criteria transaction 1750
delay-protection 1752
deny (MAC access-list configuration) 1753
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device-tracking policy 1788
device-tracking tracking 1801
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dotlx authenticator eap profile 1808
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dotlx logging verbose 1810

dotlx max-start 1811

dotlx pac 1812
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dotlx test timeout 1816

dotlx timeout 1817

dscp 1819

dtls 1820

enable password 1822

enable secret 1825

epm access-control open 1828
include-icv-indicator 1829

ip access-list 1830

ip access-list role-based 1833

ip admission 1834

ip admission name 1835

ip dhcp restrict-next-hop 1837

ip dhep snooping database 1838

ip dhep snooping information option format remote-id
ip dhcp snooping verify no-relay-agent-address 1841
ip http access-class 1842

1840
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ip ssh source-interface 1847

ip verify source 1848

ipv6 access-list 1849

ipv6 snooping policy 1851

key chain macsec 1852

key config-key password-encrypt 1853
key-server 1855

limit address-count 1856

mab logging verbose 1857

mab request format attribute 32 1858
macsec-cipher-suite 1860

macsec access-control 1862

macsec dotlg-in-clear 1 1863
macsec network-link 1864

match (access-map configuration) 1865
mka pre-shared-key 1867

mka suppress syslogs sak-rekey 1868
password encryption aes 1869

permit (MAC access-list configuration) 187
protocol (IPv6 snooping) 1874
radius server 1875

radius-server dscp 1877
radius-server dead-criteria 1878
radius-server deadtime 1880
radius-server directed-request 1882
radius-server domain-stripping 1884
sak-rekey 1888

security level (IPv6 snooping) 1889
security passthru 1890
send-secure-announcements 1891
server-private (RADIUS) 1892
server-private (TACACS+) 1894
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show aaa command handler 1899
show aaa common-criteria policy
show aaa dead-criteria 1902
show aaa local 1905

show aaa servers 1907

show aaa sessions 1908

show access-session 1909

show authentication brief 1914

show authentication history 1917

show authentication sessions 1918

show cisp 1921

show device-tracking capture-policy
show device-tracking counters 1925
show device-tracking database 1927
show device-tracking events 1932
show device-tracking features 1934
show device-tracking messages 1935

show device-tracking policies 1936

show device-tracking policy 1937
show dotlx 1938

show eap pac peer 1940

show ip access-lists 1941

show ip dhcp snooping statistics
show radius server-group 1947
show storm-control 1949

show tech-support acl 1951
show tech-support identity 1955
show vlan access-map 1964
show vlan filter 1965

show vlan group 1966
ssci-based-on-sci 1967

storm-control 1968
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username 1987

vlan access-map 1992
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arp 2002

boot 2003

cat 2004

copy 2005

copy startup-config tftp: 2006

copy tftp: startup-config 2007

debug voice diagnostics mac-address 2008
debug platform condition feature multicast controlplane
debug platform condition mac 2011

debug platform rep 2012

debug ilpower powerman 2013

delete 2016

dir 2017

emergency-install 2019

exit 2021

factory-reset 2022
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12 traceroute 2048

license air level 2049

license boot level 2051

license smart (global config) 2054
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mkdir 2083

more 2084

no debug all 2085

rename 2086

request consent-token accept-response shell-access 2087
request consent-token generate-challenge shell-access 2088
request consent-token terminate-auth 2089
request platform software console attach switch 2090
reset 2092

rmdir 2093

sdm prefer 2094

service private-config-encryption 2095
set 2096

show avc client 2099

show bootflash: 2100

show consistency-checker mcast 2103

show consistency-checker mcast 13m 2105
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show debug 2113
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show env xps 2116
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show license reservation 2141
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show license udi 2181
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show platform software audit 2200

show platform software fed switch punt cause

2204

show platform software fed switch punt cpuq 2206

show platform software sl-infra 2209
show platform sudi certificate 2210
show reload history 2212

show romvar 2214

show running-config 2215
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Information About Tracing 2284
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set logging marker 2297
show logging 2298
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show logging process-helper 2306
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monitor logging metadata 2345
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VLAN 2349
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interface (VLAN) 2360
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vlan 2381
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Using the Command-Line Interface

This chapter contains the following topics:

* Using the Command-Line Interface, on page 2
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Using the Command-Line Interface

This chapter describes the Cisco IOS command-line interface (CLI) and how to use it to configure your switch.

Understanding Command Modes

The Cisco IOS user interface is divided into many different modes. The commands available to you depend
on which mode you are currently in. Enter a question mark (?) at the system prompt to obtain a list of commands
available for each command mode.

When you start a session on the switch, you begin in user mode, often called user EXEC mode. Only a limited
subset of the commands are available in user EXEC mode. For example, most of the user EXEC commands
are one-time commands, such as show commands, which show the current configuration status, and clear
commands, which clear counters or interfaces. The user EXEC commands are not saved when the switch
reboots.

To have access to all commands, you must enter privileged EXEC mode. Normally, you must enter a password
to enter privileged EXEC mode. From this mode, you can enter any privileged EXEC command or enter
global configuration mode.

Using the configuration modes (global, interface, and line), you can make changes to the running configuration.
If you save the configuration, these commands are stored and used when the switch reboots. To access the
various configuration modes, you must start at global configuration mode. From global configuration mode,
you can enter interface configuration mode and line configuration mode.

This table describes the main command modes, how to access each one, the prompt you see in that mode, and
how to exit the mode. The examples in the table use the hostname Switch.

Table 1: Command Mode Summary

Mode Access Method Prompt Exit Method About This Mode
User EXEC | Begin a session with Enter logout or quit. | Use this mode to
: Switch>
your switch. * Change terminal
settings.
* Perform basic tests.
* Display system
information.
Privileged | While in user EXEC ' Enter disable to exit. | Use this mode to verify
EXEC mode, enter the bevice# commands that you have
enable command. entered. Use a password
to protect access to this
mode.
Global While in privileged _ . To exit to privileged | Use this mode to
configuration | EXEC mode, enter |PSvice(config)# EXEC mode, enter | configure parameters that
the configure exit or end, or press |apply to the entire
command. Ctrl-Z. switch.
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Mode Access Method Prompt Exit Method About This Mode
VLAN While in global . ‘ To exit to global Use this mode to
configuration | configuration mode, | P€V+ee (config=vian) #l ¢onfisuration mode, |configure VLAN
enter the vlan enter the exit parameters. When VTP
vlan-id command. command. mode is transparent, you
To return to can create
rivilesed EXEC extended-range VLANSs
p & (VLAN IDs greater than
mode, press Ctrl-Z or
1005) and save
enter end.

configurations in the
switch startup
configuration file.

Interface While in global To exit to global Use this mode to
configuration | configuration mode, | PV+ee (config=if)# | ;onfisuration mode, |configure parameters for
enter the interface enter exit. the Ethernet ports.
command (with a
specific int(erface). TO. rf-:-turn to
privileged EXEC
mode, press Ctrl-Z or
enter end.
Line While in global To exit to global Use this mode to
configuration | configuration mode, | P€V*ee (config=line)#l oonfiouration mode, |configure parameters for
specify a line with enter exit. the terminal line.
the line vty or line
console Co);nmand. TO. r'eturn o
privileged EXEC
mode, press Ctrl-Z or
enter end.

For more detailed information on the command modes, see the command reference guide for this release.

Understanding the Help System

You can enter a question mark (?) at the system prompt to display a list of commands available for each
command mode. You can also obtain a list of associated keywords and arguments for any command.

Table 2: Help Summary

Command Purpose

help Obtains a brief description of the help system in any
command mode.

abbreviated-command-entry ? Obtains a list of commands that begin with a particular
character string.

Device# di?
dir disable disconnect
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Command Purpose

abbreviated-command-entry <Tab> Completes a partial command name.

Device# sh conf<tab>
Device# show configuration

? Lists all commands available for a particular command
mode.

Switch> ?

command ? Lists the associated keywords for a command.

Switch> show ?

command keyword ? Lists the associated arguments for a keyword.

Device (config)# cdp holdtime ?
<10-255> Length of time (in sec) that
receiver must keep this packet

Understanding Abbreviated Commands

You need to enter only enough characters for the switch to recognize the command as unique.

This example shows how to enter the show configuration privileged EXEC command in an abbreviated form:

Device# show conf

Understanding no and default Forms of Commands

Almost every configuration command also has a no form. In general, use the no form to disable a feature or
function or reverse the action of a command. For example, the no shutdown interface configuration command
reverses the shutdown of an interface. Use the command without the keyword no to re-enable a disabled
feature or to enable a feature that is disabled by default.

Configuration commands can also have a default form. The default form of a command returns the command
setting to its default. Most commands are disabled by default, so the default form is the same as the no form.
However, some commands are enabled by default and have variables set to certain default values. In these
cases, the default command enables the command and sets variables to their default values.

Understanding CLI Error Messages

This table lists some error messages that you might encounter while using the CLI to configure your switch.
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Table 3: Common CLI Error Messages

Error Message Meaning How to Get Help

% Ambiguous You did not enter enough Re-enter the command followed by a question mark

§Z§Tand: show characters for your switch to (?) with a space between the command and the
recognize the command. question mark.

The possible keywords that you can enter with the
command appear.

% Incomplete You did not enter all the Re-enter the command followed by a question mark
command. keywords or values required by | (?) with a space between the command and the
this command. question mark.

The possible keywords that you can enter with the
command appear.

o

% Invalid input |You entered the command Enter a question mark (?) to display all the
detected at incorrectly. The caret (*) marks | commands that are available in this command mode.

marker. th int of th
e point of the error. . .
p The possible keywords that you can enter with the

command appear.

Using Configuration Logging

You can log and view changes to the switch configuration. You can use the Configuration Change Logging
and Notification feature to track changes on a per-session and per-user basis. The logger tracks each
configuration command that is applied, the user who entered the command, the time that the command was
entered, and the parser return code for the command. This feature includes a mechanism for asynchronous
notification to registered applications whenever the configuration changes. You can choose to have the
notifications sent to the syslog.

\}

Note Only CLI or HTTP changes are logged.

Using Command History

The software provides a history or record of commands that you have entered. The command history feature
is particularly useful for recalling long or complex commands or entries, including access lists. You can
customize this feature to suit your needs.

Changing the Command History Buffer Size

By default, the switch records ten command lines in its history buffer. You can alter this number for a current
terminal session or for all sessions on a particular line. These procedures are optional.

Beginning in privileged EXEC mode, enter this command to change the number of command lines that the
switch records during the current terminal session:
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Device# terminal history [size number-of-lines]

The range is from 0 to 256.

Beginning in line configuration mode, enter this command to configure the number of command lines the
switch records for all sessions on a particular line:

Device (config-line) # history [size number-of-lines]
The range is from 0 to 256.

Recalling Commands

To recall commands from the history buffer, perform one of the actions listed in this table. These actions are
optional.

)

Note The arrow keys function only on ANSI-compatible terminals such as VT100s.

Table 4: Recalling Commands

Action Result

Press Ctrl-P or the up arrow | Recalls commands in the history buffer, beginning with the most recent
key. command. Repeat the key sequence to recall successively older commands.

Press Ctrl-N or the down arrow | Returns to more recent commands in the history buffer after recalling
key. commands with Ctrl-P or the up arrow key. Repeat the key sequence to
recall successively more recent commands.

show history While in privileged EXEC mode, lists the last several commands that you
just entered. The number of commands that appear is controlled by the
Device (config) # help setting of the terminal history global configuration command and the

history line configuration command.

Disabling the Command History Feature

The command history feature is automatically enabled. You can disable it for the current terminal session or
for the command line. These procedures are optional.

To disable the feature during the current terminal session, enter the terminal no history privileged EXEC
command.

To disable command history for the line, enter the no history line configuration command.

Using Editing Features

This section describes the editing features that can help you manipulate the command line.
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Although enhanced editing mode is automatically enabled, you can disable it, re-enable it, or configure a
specific line to have enhanced editing. These procedures are optional.

To globally disable enhanced editing mode, enter this command in line configuration mode:

Switch (config-line)# no editing

To re-enable the enhanced editing mode for the current terminal session, enter this command in privileged

EXEC mode:

Device# terminal editing

To reconfigure a specific line to have enhanced editing mode, enter this command in line configuration mode:

Device (config-line)# editing

Editing Commands through Keystrokes

This table shows the keystrokes that you need to edit command lines. These keystrokes are optional.

\)

Note The arrow keys function only on ANSI-compatible terminals such as VT100s.

Table 5: Editing Commands through Keystrokes

Capability

Keystroke

Purpose

Move around the command line to
make changes or corrections.

Press Ctrl-B, or press the
left arrow key.

Moves the cursor back one character.

Press Ctrl-F, or press the
right arrow key.

Moves the cursor forward one character.

Press Ctrl-A. Moves the cursor to the beginning of the
command line.

Press Ctrl-E. Moves the cursor to the end of the
command line.

Press Esc B. Moves the cursor back one word.

Press Esc F. Moves the cursor forward one word.

Press Ctrl-T. Transposes the character to the left of the

cursor with the character located at the
Cursor.
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Capability Keystroke Purpose
Recall commands from the buffer | Press Ctrl-Y. Recalls the most recent entry in the buffer.
and paste them in the command line.
The switch provides a buffer with
the last ten items that you deleted.
Press EsCY. Recalls the next buffer entry.

The buffer contains only the last 10 items
that you have deleted or cut. If you press
Esc Y more than ten times, you cycle to
the first buffer entry.

Delete entries if you make a mistake

Press the Delete or

Erases the character to the left of the

or change your mind. Backspace key. cursor.
Press Ctrl-D. Deletes the character at the cursor.
Press Ctrl-K. Deletes all characters from the cursor to

the end of the command line.

Press Ctrl-U or Ctrl-X.

Deletes all characters from the cursor to
the beginning of the command line.

Press Ctrl-W. Deletes the word to the left of the cursor.
Press Esc D. Deletes from the cursor to the end of the
word.
Capitalize or lowercase words or | Press Esc C. Capitalizes at the cursor.
capitalize a set of letters.
Press Esc L. Changes the word at the cursor to
lowercase.
Press Esc U. Capitalizes letters from the cursor to the

end of the word.

Designate a particular keystroke as
an executable command, perhaps as
a shortcut.

Press Ctrl-V or Esc Q.
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Capability Keystroke Purpose

Scroll down a line or screen on Press the Return key. Scrolls down one line.
displays that are longer than the
terminal screen can display.

Note The More prompt is
used for any output
that has more lines
than can be displayed
on the terminal screen,
including show
command output. You
canuse the Return and
Space bar keystrokes
whenever you see the
More prompt.

Press the Space bar. Scrolls down one screen.

Redisplay the current command line | Press Ctrl-L or Ctrl-R. | Redisplays the current command line.
if the switch suddenly sends a
message to your screen.

Editing Command Lines that Wrap

You can use a wraparound feature for commands that extend beyond a single line on the screen. When the
cursor reaches the right margin, the command line shifts ten spaces to the left. You cannot see the first ten
characters of the line, but you can scroll back and check the syntax at the beginning of the command. The
keystroke actions are optional.

To scroll back to the beginning of the command entry, press Ctrl-B or the left arrow key repeatedly. You can
also press Ctrl-A to immediately move to the beginning of the line.

)

Note The arrow keys function only on ANSI-compatible terminals such as VT100s.

In this example, the access-list global configuration command entry extends beyond one line. When the cursor
first reaches the end of the line, the line is shifted ten spaces to the left and redisplayed. The dollar sign ($)
shows that the line has been scrolled to the left. Each time the cursor reaches the end of the line, the line is
again shifted ten spaces to the left.

Device (config) # access-list 101 permit tcp 131.108.2.5 255.255.255.0 131.108.1

( )
Device (config)# $ 101 permit tcp 131.108.2.5 255.255.255.0 131.108.1.20 255.25
( )
( )

Device (config)# St tcp 131.108.2.5 255.255.255.0 131.108.1.20 255.255.255.0 eq
Device (config) # $108.2.5 255.255.255.0 131.108.1.20 255.255.255.0 eq 45

After you complete the entry, press Ctrl-A to check the complete syntax before pressing the Return key to
execute the command. The dollar sign ($) appears at the end of the line to show that the line has been scrolled
to the right:
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Device (config) # access-list 101 permit tcp 131.108.2.5 255.255.255.0 131.108.1$

The software assumes that you have a terminal screen that is 80 columns wide. If you have a width other than
that, use the terminal width privileged EXEC command to set the width of your terminal.

Use line wrapping with the command history feature to recall and modify previous complex command entries.

Searching and Filtering Output of show and more Commands

You can search and filter the output for show and more commands. This is useful when you need to sort
through large amounts of output or if you want to exclude output that you do not need to see. Using these
commands is optional.

To use this functionality, enter a show or more command followed by the pipe character (]), one of the
keywords begin, include, or exclude, and an expression that you want to search for or filter out:

command | {begin | include | exclude} regular-expression

Expressions are case sensitive. For example, if you enter | exclude output, the lines that contain output are
not displayed, but the lines that contain Output appear.

This example shows how to include in the output display only lines where the expression protocol appears:

Device# show interfaces | include protocol

Vlanl is up, line protocol is up

VlanlO is up, line protocol is down
GigabitEthernetl/0/1 is up, line protocol is down
GigabitEthernetl/0/2 is up, line protocol is up

Accessing the CLI

You can access the CLI through a console connection, through Telnet, or by using the browser.

You manage the switch stack and the switch member interfaces through the active switch. You cannot manage
switch stack members on an individual switch basis. You can connect to the active switch through the console
port or the Ethernet management port of one or more switch members. Be careful with using multiple CLI
sessions to the active switch. Commands you enter in one session are not displayed in the other sessions.
Therefore, it is possible to lose track of the session from which you entered commands.

)

Note We recommend using one CLI session when managing the switch stack.

If you want to configure a specific switch member port, you must include the switch member number in the
CLI command interface notation.

To debug a specific switch member, you can access it from the active switch by using the session
stack-member-number privileged EXEC command. The switch member number is appended to the system
prompt. For example, Switch-2# is the prompt in privileged EXEC mode for switch member 2, and where the
system prompt for the active switch is Switch. Only the show and debug commands are available in a CLI
session to a specific switch member.
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Accessing the CLI through a Console Connection or through Telnet

Before you can access the CLI, you must connect a terminal or a PC to the switch console or connect a PC to
the Ethernet management port and then power on the switch, as described in the hardware installation guide
that shipped with your switch.

CLI access is available before switch setup. After your switch is configured, you can access the CLI through
a remote Telnet session or SSH client.

You can use one of these methods to establish a connection with the switch:

* Connect the switch console port to a management station or dial-up modem, or connect the Ethernet
management port to a PC. For information about connecting to the console or Ethernet management port,
see the switch hardware installation guide.

* Use any Telnet TCP/IP or encrypted Secure Shell (SSH) package from a remote management station.
The switch must have network connectivity with the Telnet or SSH client, and the switch must have an
enable secret password configured.

The switch supports up to 16 simultaneous Telnet sessions. Changes made by one Telnet user are reflected
in all other Telnet sessions.

The switch supports up to five simultaneous secure SSH sessions.

After you connect through the console port, through the Ethernet management port, through a Telnet session
or through an SSH session, the user EXEC prompt appears on the management station.
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Cisco SD-Access Commands

* broadcast-underlay, on page 17

* database-mapping, on page 18

* dynamic-eid, on page 21

* dynamic-eid detection multiple-addr, on page 22
* cid-record-provider, on page 23

» eid-record-subscriber, on page 24

» eid-table, on page 25

* encapsulation, on page 27

* etr, on page 28

* etr map-server, on page 29

* extranet, on page 31

* extranet-config-from-transit, on page 32

» fast-detection, on page 33

« first-packet-petr, on page 36

* import-database-publication locator-set, on page 38
* instance-id, on page 41

* ip pim lisp core-group-range, on page 42

* ip pim lisp transport multicast, on page 43

* ip pim rp-address, on page 44

* ip pim sparse mode, on page 45

* ipv4 multicast multitopology, on page 46

* ip pim ssm, on page 47

* ipv4-interface Loopback affinity-id, on page 48
* itr, on page 50

* itr map-resolver, on page 51

* locator default-set, on page 52

* locator-set, on page 53

» map-cache , on page 54

» map-cache extranet, on page 55

* prefix-list, on page 56

* route-export destinations-summary, on page 57
* route-import database, on page 58

* service, on page 60
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* sgt, on page 61

* show lisp instance-id, on page 62

* show lisp instance-id ipv4 database, on page 65

* show lisp instance-id ipv6 database, on page 67

* show lisp instance-id ipv4 publication config-propagation, on page 68
* show lisp instance-id ipv4 publisher config-propagation, on page 69
* show lisp instance-id ipv4 map-cache, on page 71

* show lisp instance-id ipv6 map-cache, on page 77

* show lisp instance-id ipv4 server, on page 79

* show lisp instance-id ipv6 server, on page 82

* show lisp instance-id ipv4 statistics, on page 84

* show lisp instance-id ipv6 statistics, on page 87

* show lisp prefix-list, on page 90

* show lisp session, on page 91

* use-petr, on page 92
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broadcast-underlay

To configure the underlay in a LISP network to use a multicast group to send encapsulated broadcast packets
and link local multicast packets, use the broadcast-underlay command in the service submode. To remove
the broadcast functionality, use the no form of this command.

broadcast-underlay multicast-ip

no broadcast-underlay multicast-ip

Syntax Description

Command Default

Command Modes

multicast-ip TP address of the multicast group that sends the encapsulated broadcast packets

None.

LISP Instance Service Ethernet (router-lisp-inst-serv-eth)

LISP Service Ethernet (router-lisp-serv-eth)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Use this command to enable the broadcast functionality on the fabric edge node in a LISP network. Ensure
that this command is used in the router-lisp-service-ethernet mode or router-lisp-instance-service-ethernet
mode.

Example

The following example shows how to configure broadcast on a fabric edge node:

device (config) #router lisp

device (config-router-1lisp) #instance-id 3

device (config-router-lisp-inst) #service ethernet

device (config-router-lisp-inst-serv-eth)#eid-table vlan 250

device (config-router-lisp-inst-serv-eth) #broadcast-underlay 225.1.1.1

device (config-router-lisp-inst-serv-eth) #database-mapping mac locator-set rloc2
device (config-router-lisp-inst-serv-eth) #exit-service-ethernet
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database-mapping

To configure an IPv4 or IPv6 endpoint identifier-to-routing locator (EID-to-RLOC) mapping relationship and
an associated traffic policy for Location Identifier Separation Protocol (LISP), use the database-mapping
command in LISP EID-table configuration mode. To remove the configured database mapping, use the no
form of this command.

database-mapping eid-prefix / prefix-length { locator-set RLOC-name [ proxy | default-etr |
default-etr-route-map | route-tag | silent-host-detection ] | ipv6-interface interface-name |
ipv4-interface interface-name | auto-discover-rlocs | limit }

no database-mapping eid-prefix/ prefix-length { locator-set RLOC-name [ proxy | default-etr |
default-etr-route-map | route-tag | silent-host-detection ] | ipv6-interface interface-name |
ipv4-interface interface-name | auto-discover-rlocs | limit }

Syntax Description eid-prefix / prefix-length  1Pv4 or IPv6 endpoint identifier prefix and length that is advertised by the router.

locator-set RLOC-name Routing Locator (RLOC) associated with the value specified for the eid-prefix.
Use the following keyword options for database mapping:
* proxy: Enables configuration of static proxy database mapping.

» default-etr: Enables configuration of default Egress Tunnel Router (ETR)
database mapping.

* route-tag route-tag: Monitors the RIB entry for a match with the route-tag
specified.

« default-etr-route-map route-map: Enables the route map to look for
default-etr RIB route updates, and dynamically changes the locator set for
this database mapping.

« silent-host-detection: Enables silent host detection for hosts under the EID

prefix.
ipv4 interface IPv4 address and name of the interface that is used as the RLOC for the EID
interface-name prefix.
ipv6 interface IPv6 address and name of the interface that is used as the RLOC for the EID
interface-name prefix.
auto-discover-rlocs Configures the ETR to discover the locators of all the routers configured to

function as both an ETR and an Ingress Tunnel Router (ITR)—such routers are
referred to as xXTRs—in the ETR LISP site when the site uses multiple xTRs, and
each xTR is configured to use DHCP-learned locators or configured with only
its own locators.

limit Specifies the maximum size of local EID prefixes database.

Command Default No LISP database entries are defined.
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LISP-instance-service (router-lisp-instance-service)

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Cisco 10S XE Fuji 16.9.1 This command was modified. Introduced support for the keyword proxy.

Cisco IOS XE Bengaluru 17.5.1 This command was modified. Introduced support for the keyword
default-etr-route-map.

Cisco I0S XE Dublin 17.11.1  This command was modified. Introduced support for the keyword
silent-host-detection.

In the LISP-instance-service configuration mode, the database-mapping command configures LISP database
parameters with a specified IPv4 or IPv6 EID prefix block. The locator is the IPv4 or IPv6 address of any
interface used as the RLOC address for the eid-prefix assigned to the site but can also be the loopback address
of the interface.

When a LISP site has multiple locators associated with the same EID prefix block, multiple database-mapping
commands are used to configure all of the locators for a given EID prefix block.

In a MultiSite scenario, the LISP border node advertises about the site EID that it is attached to on the transit
map server to attract site traffic. To advertise, the border node has to obtain the route from the internal border
and proxy register with the transit site map server accordingly. The database-mapping eid-prefix locator-set
RL OC-name proxy command enables the configuration of a static proxy database mapping.

In Cisco I0S XE Bengaluru 17.5.1 and later releases, the database-mapping eid-prefix |ocator-set RLOC-name
default-etr-route-map route-map command monitors the specified route-map for route updates corresponding
to the eid-prefix. If there is an update from the route map, and if the route map has a defined LISP locator set,
the locator-set of this database mapping is changed to the one specified in the route-map.

By default, RIB metric (BGP MED attribute) information for the specified default-etr eid-prefix is obtained.
You can disable the default, by using the default-etr disable-metric command.

Enabling the default-etr-route-map option allows you to match other BGP attributes such as AS _PATH,
COMMUNITIES, and so on, and modify the locator set of the database mapping accordingly.

If the silent-host-detection option is enabled, LISP triggers silent host detection for the traffic destined for
the host that is not present in the site table. SISF then sends probes for silent hosts, if any, in the network, and
if a response is received, a site entry is added to the LISP database and traffic is forwarded accordingly.

The following example shows how to map the EID prefix with the locator-set RLOC, in the EID
configuration mode on an external border. Ensure that the locator-set RLOC is already configured.

device (config) # router lisp

device (config-router-1lisp)# instance-id 3

device (config-router-lisp-inst)# service ipv4

device (config-router-lisp-inst-serv-ipv4) #eid-table vrf red

device (config-router-lisp-inst-serv-ipv4-eid-table) # database-mapping 172.168.0.0/16
locator-set RLOC proxy

device (config-router-lisp-inst-serv-ipv4-eid-table)# database-mapping 173.168.0.0/16
locator-set RLOC proxy

device (config-router-lisp-inst-serv-ipvid-eid-table) # map-cache 0.0.0.0/0
map-requestdevice (config-router-lisp-inst-serv-ipv4-eid-table) #exit

device (config-router-lisp-inst-serv-ipv4) #
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The following example shows how to dynamically change the EID prefix and locator set RLOC
mapping, using the default-etr-route-map keyword:

device (config) # router lisp

device (config-router-1lisp)# instance-id 1

device (config-router-lisp-inst) # service ipv4

device (config-router-lisp-inst-serv-ipv4) #eid-table default

device (config-router-lisp-inst-serv-ipv4-eid-table) # database-mapping 0.0.0.0/0 locator-set
RLOC default-etr-route-map abc

device (config-router-lisp-inst-serv-ipv4-eid-table) #exit

device (config-router-lisp-inst-serv-ipvd) #

Related Commands

Command Description

eid-tablevrf vrf-name| Associates the instance-service instantiation with a virtual routing and forwarding
(VREF) table or default table through which the endpoint identifier address space is
reachable.
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dynamic-eid

To create a dynamic End Point Identifier (EID) policy and enter the dynamic-eid configuration mode on an
xTR, use the dynamic-eid command.

dynamic-eid eid-name

Syntax Description

Command Default

Command Modes

eid-name If eid-name exists, it enters eid-name configuration mode. Else, a new dynamic-eid policy with
name eid-name is created and it enters the dynamic-eid configuration mode.

No LISP dynamic-eid policies are configured.

LISP EID-table (router-lisp-eid-table)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

To configure LISP mobility, create a dynamic-EID roaming policy that can be referenced by the lisp mobility
interface command. After you execute the dynamic-eid command, the referenced LISP dynamic-EID policy
is created and the device goes to dynamic-EID configuration mode. In this mode, all attributes that are associated
with the referenced LISP dynamic-EID policy can be configured. When you configure a dynamic-EID policy,
you must specify the dynamic-EID-to-RLOC mapping relationship and its associated traffic policy.

Example

The following example shows how to configure the dynamic-eid command:

device
device

config)# router lisp

config-router-lisp)# instance-id 3
config-router-lisp-inst)# dynamic-eid Eng.mod
config-router-lisp-inst-dynamic-eid) #

device
device

Related Commands

Command Description

lisp mobility | Configures the interface of an ITR to participate in LISP mobility (dynamic-EID roaming).
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. dynamic-eid detection multiple-addr

dynamic-eid detection multiple-addr

To enable the detection of multiple IP addresses for a single MAC address, use the dynamic-eid detection
multiple-addr command in the LISP Service mode or in the LISP Instance Service mode. To disable the
detection of multiple IP addresses per MAC address, use the Nno form of this command.

dynamic-eid detection multiple-addr [ bridged-vm ]

no dynamic-eid detection multiple-addr [ bridged-vm ]

Syntax Description

Command Default

Command Modes

bridged-vm Enables specific features of bridge-mode virtual machines (VM).

Support for multiple IP addresses per MAC is not enabled.

LISP Service (router-lisp-serv)

LISP Instance Service (router-lisp-instance-serv)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Cupertino 17.8.1 This command was
introduced.

The VMs on a wireless host are networked in a bridge mode. Each VM has its own IP address that is associated
with the host MAC address. This leads to a situation where several IP addresses (one on each of the VMs)
are associated with a single MAC address (of the host). Use the dynamic-eid detection multiple-addr
command on the fabric edge node to enable the detection of multiple IP addresses for a single MAC address.

In Cisco I0S XE Cupertino 17.8.1, 105 IP addresses, which are a mix of both IPv4 and IPv6, are supported
for one MAC address.

In an SD-Access network, when a wireless host roams, a LISP roaming notification carries the Security Group
Tag (SGT) for each IP address in the host. To enable SGT propagation during wireless host mobility, configure
the edge node with the dynamic-eid detection multiple-addr bridged-vm command .

Example

The following example shows how to configure an edge node to detect multiple IP addresses in a
wireless host, at a global level:
Device (config) # router lisp

Device (config-router-lisp)# service ethernet
Device (config-lisp-srv-eth)# dynamic-eid detection multiple-addr bridged-vm
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eid-record-provider

To define an extranet policy table for the provider instance use the eid-record-provider command in the
LISP Extranet configuration mode. To negate the EID-record-provider configuration, use the no form of this
command.

eid-record-provider instance-id instanceid { ipv4 addressprefix | ipv6 addressprefix }  bidirectional

no eid-record-provider instance-id instanceid { ipv4 address prefix | ipv6 address prefix }
bidirectional

Syntax Description

Command Default

Command Modes

instance-id instanceid Instance ID of the LISP instance for which the extranet provider policy applies.

ipv4 address prefix IPv4 EID prefixes to be leaked. Prefix specified in a.b.c.d/nn form.

ipv6 address prefix IPv6 EID prefixes to be leaked. Prefix specified in X: X: X: X::X/<0-128> form.

bidirectional Specifies that the extranet communication between the provider and subscriber EID
prefixes are bidirectional.

None.

LISP Extranet (router-lisp-extranet)

Command History

Release Modification
Cisco IOS XE Everest 16.6.1 This command was introduced.
Example

The following example shows how to configure an extranet policy for the provider instance with ID
5000:

device (config) #router lisp

device (config-router-1lisp) #fextranet extl

device (config-router-lisp-extranet) #eid-record-provider instance-id 5000 10.0.0.0/8
bidirectional

device (config-router-lisp-extranet) #eid-record-subscriber instance-id 1000 3.0.0.0/24
bidirectional
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eid-record-subscriber

To define an extranet policy table for the subscriber instance, use the eid-record-subscriber command in the
LISP Extranet mode. To negate the EID-record-subscriber configuration, use the no form of this command

eid-record-subscriber instance-id instanceid { ipv4 address prefix | ipv6 address prefix }
bidirectional

no eid-record-subscriber instance-id instanceid { ipv4 address prefix | ipv6 address prefix }
bidirectional

Syntax Description

Command Default

Command Modes

instance-id instanceid Instance ID of the LISP instance for which the extranet provider policy is applicable.

ipv4 address prefix IPv4 EID prefixes to be leaked. Prefix specified in a.b.c.d/nn form.

ipv6 address prefix IPv6 EID prefixes to be leaked. Prefix specified in X:X:X:X:: X/<0-128> form.

bidirectional Specifies that the extranet communication between the provider and subscriber EID
prefixes are bidirectional.

None.

LISP Extranet (router-lisp-extranet)

Command History

Release Modification
Cisco IOS XE Everest 16.6.1 This command was introduced.
Example

The following example shows how to configure an extranet policy for two subscriber instances with
IDs 1000 and 2000:

device (config) #router lisp

device (config-router-1lisp) #extranet extl

device (config-router-lisp-extranet) #eid-record-provider instance-id 5000 10.0.0.0/8
bidirectional

device (config-router-lisp-extranet) #eid-record-subscriber instance-id 1000 3.0.0.0/24
bidirectional

device (config-router-lisp-extranet) #eid-record-subscriber instance-id 2000 20.20.0.0/8
bidirectional
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eid-table [JJj

To configure a Locator ID Separation Protocol (LISP) instance ID for association with a virtual routing and
forwarding (VRF) table or default table through which the endpoint identifier (EID) address space is reachable,
use the eid-table command in LISP Service Instance configuration mode. To remove this association, use the
no form of this command.

eid-table { vrf-name | default | vrf wvrf-name }

no eid-table { vrf-name | default | vrf wvrf-name }

Syntax Description

Command Default

Command Modes

default Selects the default (global) routing table for association with the configured instance-service.
vrf Selects the named VRF table for association with the configured instance.
vrf-name

Default VRF is associated with instance-id 0.

LISP Service Instance (router-lisp-inst-serv)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Use this command only in the LISP Instance Service mode.

For Layer 3 (service ipv4 / service ipv6), a VRF table is associated with the instance-service. For Layer 2
(service ethernet), a VLAN is associated with the instance-service.

\}

Note For Layer 2, ensure that you have defined a VLAN before configuring the eid-table.

For Layer 3, ensure that you have defined a VRF table before you configure the eid-table.

Examples

In the following example, an xTR is configured to segment traffic using VRF named vrf-table. The
EID prefix associated with vrf-table is connected to instance ID 3.

device (config) #vrf definition vrf-table

device (config-vrf) #address-family ipv4

device (config-vrf-af) #exit

device (config-vrf) #exit

device (config) #router lisp

device (config-router-1lisp) #instance-id 3

device (config-router-lisp-inst) #service ipv4

device (config-router-lisp-inst-serv-ipv4) #eid-table vrf vrf-table

In the following example, the EID prefix that is associated with a VLAN, Vlan10, is connected to
instance ID 101.
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device (config) #interface V1anlO

device (config-if) #mac-address ba25.cdf4.ad38

device (config-if) #ip address 10.1.1.1 255.255.255.0

device (config-if) #end

device (config) #router lisp

device (config-router-1lisp) #instance-id 101

device (config-router-lisp-inst) #service ethernet

device (config-router-lisp-inst-serv-ethernet) #eid-table V1anlO
device (config-router-lisp-inst-serv-ethernet) #database-mapping mac locator-set set
device (config-router-lisp-inst-serv-ethernet) #exit-service-etherne
device (config-router-lisp-inst) #exit-instance-id
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encapsulation

To configure the type of encapsulation of the data packets in the LISP network, use the encapsulation command
in the LISP Service mode. To remove the encapsulation on the packets, use the no form of this command.

encapsulation { vxlan | lisp }

no encapsulation { vxlan | lisp }

Syntax Description

Command Default

Command Modes

encapsulation vxlan Specifies VXLAN-based encapsulation

encapsulation lisp  Specifies LISP-based encapsulation

None.

LISP Service IPv4 (router-lisp-serv-ipv4)

LISP Service IPv6 (router-lisp-serv-ipvo6)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Use the encapsulation vxlan command in the LISP Service Ethernet mode to encapuslate Layer 2 packets.
Use the encapsulation vxlan command in the LISP Service IPv4 or LISP Service IPv6 mode to encapsulate
the Layer 3 packets.

Example

The following example shows how to configure an xTR for data encapsulation:

device (config) #router lisp

device (config-router-1lisp) #service ipv4

device (config-router-lisp-serv-ipv4) #encapuslation vxlan
device (config-router-lisp-serv-ipv4) #map-cache-limit 200
device (config-router-lisp-serv-ipv4) #exit-service-ipv4
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Command Default

Command Modes
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To configure a device as an Egress Tunnel Router (ETR) use the etr command in the LISP Instance Service
mode or LISP Service submode. To remove the ETR functionality, use the no form of this command.

etr
no etr
The device is not configured as ETR by default.

LISP Instance Service (router-lisp-instance-service)

LISP Service (router-lisp-service)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Use this command to enable a device to perform the ETR functionality.

A router configured as an ETR is also typically configured with database-mapping commands so that the ETR
knows what endpoint identifier (EID)-prefix blocks and corresponding locators are used for the LISP site. In
addition, the ETR should be configured to register with a map server with the etr map-server command, or
to use static LISP EID-to-routing locator (EID-to-RLOC) mappings with the map-cache command to participate
in LISP networking.

Example

The following example shows how to configure a device as an ETR:

device (config)# router lisp

device (config-router-1lisp)# instance-id 3
device (config-router-lisp-inst)# service ipv4
device (config-router-lisp-inst-serv-ipvéd)# etr
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etr map-server

To configure a map server to be used by the Egress Tunnel Router (ETR) when configuring the EIDs, use the
etr map-server command in the LISP Instance mode or LISP Instance Service mode. To remove the configured
locator address of the map-server, use the N0 form of this command.

etr map-server map-server-address {key [0]6]7] authentication-key | proxy-reply }

no etr map-server map-server-address {key [0]| 6| 7] authentication-key | proxy-reply
}

Syntax Description

Command Default

Command Modes

map-server-address Locator address of the map server.

key Specifies the key type.

0 Indicates that password is entered as clear text.

6 Indicates that password is in the AES encrypted form.
7 Indicates that password is a weak encrypted one.

authentication-key  The password used for computing the SHA-1 HMAC hash that is included in the header
of the map-register message.

proxy-reply Specifies that the map server answer the map-requests on behalf the ETR.

None.

LISP Instance Service (router-lisp-inst-serv)

LISP Service (router-lisp-serv)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Use the etr map-server command to configure the locator of the map server to which the ETR will register
for its EIDs. The authentication key argument in the command syntax is a password that is used for a SHA-1
HMAC hash (included in the header of the map-register message). The password used for the SHA-1 HMAC
may be entered in unencrypted (cleartext) form or encrypted form. To enter an unencrypted password, specify
0. To enter an AES encrypted password, specify 6.

Use the no form of the command to remove the map server functionality.

Example

The following example shows how to configure a map server located at 2.1.1.6 to act as a proxy in
order to answer the map-requests on the ETR:

device (config) #router lisp
device (config-router-1lisp) #instance-id 3
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device (config-router-lisp-inst) #service ipvi4
device (config-router-lisp-inst-serv-ipv4) #etr map-server 2.1.1.6 key foo
device (config-router-lisp-inst-serv-ipv4) #etr map-server 2.1.1.6 proxy-reply
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To enable inter-VRF communication in a LISP network, use the extranet command in the LISP configuration

mode on the Map Server Map Resolver (MSMR).

extranet name-extranet

Syntax Description

Command Default

Command Modes

name-extranet Specifies the name of the extranet created.

None.

LISP (router-lisp)

Command History

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Example

This example shows how to use the extranet command:

device (config) # router lisp
device (config-router-1lisp) # extranet extl
device (config-router-lisp-extranet) #
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extranet-config-from-transit

Command Default

Command Modes

To specify that extranet configuration must be learnt from the Transit Control Plane, use the
extranet-config-from-transit command in the extranet configuration mode. To remove the configuration,
use the nNo form of this command.

extr anet-config-from-transit

no extranet-config-from-transit

The local device can configure its own extranet policy.

Extranet Configuration (config-router-lisp-extranet)

Command History

Usage Guidelines

Release Modification

Cisco I0S XE Cupertino 17.9.1 This command was introduced.

In multi-site deployment of an SD-Access fabric, an extranet policy is propagated from the transit map server
map resolver (MSMR) to all the site map servers. In such cases, run the extr anet-config-from-transit command
on the local map server to allow the extranet policy propagation from the transit MSMR to the site local map
server. After configuring this command, do not add or delete the policy on the local map server.

Example

The following example shows how to configure the extranet-config-from-transit command:

Device (config) # router lisp

Device (config-router-lisp)# extranet internet

Device (config-router-lisp-extranet) # extranet-config-from-transit

Device (config-router-lisp-extranet) # eid-record-provider instance-id 4097
Device (config-router-lisp-extranet-eid) # exit-eid-record-provider
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fast-detection

Command Default

Command Modes

To enable fast detection of endpoints, use the fast-detection command in the LISP Instance Service Ethernet
mode. To disable the fast detection, use the no form of this command.

fast-detection
no fast-detection

Syntax Description

This command has no keywords or arguments.
None

LISP Instance Service Ethernet (config-lisp-inst-srv-eth)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 17.14.1 This command was introduced.

LISP uses Switch Integrated Security Features (SISF) for host detection and by default the GUARD policy
is installed. GUARD policy follows a zero-trust process and provides security but affects the endpoint roaming
latency. To improve the wireless roaming performance, use the fast-detection command to enforce the SISF
GLEAN policy. With a SISF GLEAN policy, the end points are trusted and the detections are accepted. You
can enable fast roaming for the flex-like wireless access points that are connected to the SD-Access fabric
edge nodes.

Use the show lisp instance-id ethernet command to check if fast wireless roaming is enabled.

Example

The following example shows how to use the fast-detection command.

device (config) #router lisp

device (config-router-1lisp) #locator-set RLOC

device (config-router-lisp-locator-set) #exit-locator-set

device (config-router-1lisp) #instance-id 100

device (config-lisp-inst) #service ethernet

device (config-lisp-inst-srv-eth) #eid-table vlan 10

device (config-lisp-inst-srv-eth) #fast-detection

device (config-lisp-inst-srv-eth) #database-mapping mac locator-set RLOC
device (config-lisp-inst-srv-eth) #exit-service-ethernet

The following is a sample output of the show lisp instance-id ethernet command that displays the
status of Ethernet Fast Detection.

device#show lisp instance-id 100 ethernet

Instance ID: 100
Router-lisp ID: 0
Locator table: default
EID table: Vlan 10
Ethernet Fast Detection: enabled
Ingress Tunnel Router (ITR): enabled
Egress Tunnel Router (ETR): enabled
Proxy-ITR Router (PITR): disabled
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Proxy-ETR Router (PETR):
NAT-traversal Router (NAT-RTR):
Mobility First-Hop Router:

Map Server (MS):

Map Resolver (MR):

Mr-use-petr:

First-Packet pETR:

Multiple IP per MAC support:

Delegated Database Tree (DDT):

Multicast Flood Access-Tunnel:

Publication-Subscription:

Publication-Subscription-EID:
Publisher (s) :

Preserve-Priority

Affinity-ID:

Default-etr:
DC / Other:

Site Registration Limit:

Map-Request source:

XTR-ID:

site-ID:

ITR local RLOC (last resort):

ITR Solicit Map Request (SMR) :
Max SMRs per map-cache entry:
Multiple SMR suppression time:

ETR accept mapping data:

ETR map-cache TTL:

Locator Status Algorithms:
RLOC-probe algorithm:
RLOC-probe on route change:
RLOC-probe on member change:
LSB reports:

IPv4 RLOC minimum mask length:
IPv6 RLOC minimum mask length:

Map-cache:

Static mappings configured:
Map-cache size/limit:
Imported route count/limit:

Map-cache activity check period:

Map-cache signal suppress:
Conservative-allocation:
Map-cache FIB updates:
Persistent map-cache:
Map-cache activity-tracking:

Global Top Source locator configuration:

Loopback0 (100.11.11.11)
Database:

Total database mapping size:

static database size/limit:

dynamic database size/limit:

route-import database size/limit:
import-site-reg database size/limit:

dummy database size/limit:

import-publication database size/limit:

disabled
disabled
disabled
disabled
disabled
disabled
disabled
disabled
disabled
disabled
enabled
disabled
*%% NOT FOUND ***
disabled

derived from EID destination
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0xBAB16096-0x28D9FF72-0xF4CE9A20-0xA4DA598C

unspecified

*** NOT FOUND ***

accept and process

8 more specifics

2 secs

disabled, verify disabled
1d00h

disabled

N/A (periodic probing disabled)
disabled

process

/32

/0

0

0/32768
0/5000

60 secs
disabled
disabled
established
disabled
enabled

0
0/32768
0/32768
0/5000
0/32768
0/32768
0/32768

import-publication-cfg-prop database siz0

silent-host database size/limit:

proxy database size:

Inactive (deconfig/away) size:
Publication entries exported to:

Map-cache:

RIB:

Database:

Prefix-list:

Site-registeration entries exported to:

0/32768
0
0

(Preserve-priority: disabled)

o O O o
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Map-cache: 0
RIB: 0
Publication (Type - Config Propagation) en
Database: 0
CTS: 0
Encapsulation type: vxlan
device#
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first-packet-petr

To prevent the loss of the first packet (and subsequent packets until map-cache is resolved), use the
first-packet-petr command on the Map Server, in the LISP-service or the LISP-instance-service configuration
mode. To disable the configuration of this command, use its N0 form.

Configuring this command ensures that even the first packet that is sent out from the fabric edge device reaches
its destination through a first-packet-handler border that is available.

first-packet-petr remote-locator-set fpetr-RLOC

no first-packet-petr remote-locator-set fpetr-RLOC

Syntax Description remote-locator-set Specifies a remote locator-set, which is a set of IP addresses of remote
fpetr-RLOC devices, that connect to an external network or to networks across sites or
to Data Center through remote or local sites.

Command Default None.

Command Modes LISP-instance-service

LISP-service

Command History Release Modification

Cisco IOS XE Amsterdam 17.3.1 The command was
introduced.

Usage Guidelines The ITR or the fabric edge device drops the initial packets sent to it until it learns the destination EID
reachability from the local MSMR. To prevent the drop of the first packet, configure the fir st-packet-petr
command on the local MSMR.

Configure the fir st-packet-petr command on the local map server to ensure that when the fabric edges boots
up and resolves the 0/0 map-cache entry, it gets the first packet forwarding RLOCs.

When an MSMR receives a request to connect to an external network (like internet), it first checks for the
availability of an external border. If the map server does not find the default-ETR border or the internet service
providing border, it responds with the remote RLOCs that are configured with the fir st-packet-petr command.

\)

Note  You can configure the first-packet-petr command only on a control plane that is within a fabric site. You
cannot configure this command on the control plane of a transit site.

Examples

The following example first defines a remote locator set and associates the remote RLOCs with the
first-packet-petr command:
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Device (config) #router lisp

Device (config-router-lisp) #remote-locator-set fpetr

Device (config-router-lisp-remote-locator-set)#23.23.23.23 priority 1 weight 1
Device (config-router-lisp-remote-locator-set)#24.24.24.24 priority 1 weight 1
Device (config-router-lisp-remote-locator-set) #exit-remote-locator-set

Device (config-router-1lisp) #service ipv4

Device (config-lisp-srv-ipv4) #first-packet-petr remote-locator-set fpetr
Device (config-lisp-srv-ipv4) #map-server

Device (config-lisp-srv-ipv4) #map-resolver

Device (config-lisp-srv-ipv4) #exit-service-ipv4

Device (config-router-1lisp) #

The configured behavior is inherited by all instances under service ipv4.

To override the behavior for a particular instance, configure the first-packet-petr command for that
instance. In the following example, instance 101 disables the first-packet-petr command.

Device (config-router-1lisp) #instance-id 101
Device (config-router-lisp-inst) #service ipv4
Device (config-router-lisp-inst-service-ipv4) #no first-packet-petr remote-locator-set
Device (config-router-lisp-inst-service-ipv4) #exit-service-ipv4
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import-database-publication locator-set

To configure the import of map server publications to the database, use the import database publication
locator-set command in the LISP Service mode or LISP Instance Service mode. To remove the import of
publications into the database, use the no form of this command.

import database publication locator-set locator-set-name [ preserve-priority ]

Syntax Description

Command Default

Command Modes

preserve-priority Specifies that the locator-set priority should be retained while importing the publication
to the database.

None.

LISP Service (router-lisp-serv)

LISP Instance Service (router-lisp-inst-serv)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Bengaluru 17.6.1 This command was introduced

Cisco IOS XE Dublin 17.12.1 preserve-priority keyword was added to the command.

In a LISP multisite topology wherein multiple fabric sites are connected through a transit, you can choose the
point from where traffic can egress the multisite domain. This is done by assigning a priority to the RLOCs
when registering them with the map server. An RLOC with a higher priority is chosen for the traffic to egress.
(A lower value indicates higher priority. An RLOC with a priority value of 1 has the highest priority.)

In a fabric site, when a map server receives a registration for a prefix, it publishes the prefix and its RLOC.
To import this publication to the database on an external border, use the import database publication
locator-set command. To employ the priority value from the publication while importing to the database, use
the preserve-priority keyword. The external border registers this database entry to the Transit Map Server
with the priority which is preserved. The Transit Map Server receives registrations of the prefixes from all
the fabric sites that it is connected to.

To reach a particular destination, traffic from each fabric site (in a multisite topology) chooses an RLOC with
a higher priority as the egress point.

Example

The following configuration on a fabric border node imports the publications but does not derive the
RLOC priority from the LISP publication.

Device (config) # router lisp

Device (config-router-1lisp)# locator-set RLOC

Device (config-router-lisp-locator-set)# ipv4-interface Loopback0O priority 10 weight 50
Device (config-router-lisp-locator-set)# auto-discover-rlocs

Device (config-router-lisp-locator-set)# exit-locator-set

Device (config-router-lisp)# instance-id 4100

Device (config-router-1lisp)# service ipv4

Device (config-lisp-srv-ipv4)# import database publication locator-set RLOC

Device (config-lisp-srv-ipv4) # exit
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Note that the preserve-priority keyword is not used. When the border node imports publications,
the priority of the locator set (which is 10 in this case) is applied, as you can see in the output of the
show lisp ipv4 database command:

Device # show lisp instance-id 4100 ipv4 database 10.1.1.0/24
LISP ETR IPv4 Mapping Database for LISP 0 EID-table vrf red (IID 4100), LSBs: Ox3F
Entries total 1, no-route 0, inactive 0, do-not-register 0
10.1.1.0/24, import from publication, inherited from default locator-set RLOC,
auto-discover-rlocs, proxy
Uptime: 00:00:51, Last-change: 00:00:51 Domain-ID: 1, tag: 101
Service-Insertion: N/A
Locator Pri/Wgt Source State
100.88.88.88 10/50 cfg-intf site-self, reachable

locator-set RLOC

IPv4-interface LoopbackO priority 10 weight 50
auto-discover-rlocs

exit-locator-set

The following configuration on a fabric border node imports the publications and applies the priority
value derived from the LISP publication to the RLOC.

Device (config-router-lisp)# instance-id 4100
Device (config-router-lisp)# service ipv4
Device (config-lisp-srv-ipv4)# import database publication locator-set RLOC preserve-priority

Device (config-lisp-srv-ipv4) # exit

Device# show lisp instance-id 4100 ipv4 publication 10.1.1.0/24
Publication Information for LISP 0 EID-table vrf red (IID 4100)
* Indicates the selected rlocs used by consumers

EID-prefix: 10.1.1.0/24

EID-prefix: 10.1.1.0/24

First published: 00:01:37

Last published: 00:01:37

State: complete

Exported to: local-eid, prefix-list, map-cache

Publisher 100.77.77.77:4342
last published 00:01:37, TTL never, Expires: never
publisher epoch 0, entry epoch 0
entry-state complete
routing table tag 101
XTR-ID 0xB45EB5A1-0x5C311B49-0x4E2C14F1-0x391BBDOA
site-ID unspecified
Domain-ID 1
Multihoming-ID 1

Locator Pri/Wgt State Encap-IID RDP
100.88.88.88 10/50 up - [1]
100.99.99.99 2/50 up - [1]
100.110.110.110 3/50 up - [2]
100.120.120.120 10/50 up - [3]
100.133.133.133 10/50 up - [3]
100.165.165.165 10/50 up - [2]

Publisher 100.78.78.78:4342
last published 00:01:37, TTL never, Expires: never
publisher epoch 0, entry epoch 0
entry-state complete
routing table tag 101
XTR-ID 0xB45EB5A1-0x5C311B49-0x4E2C14F1-0x391BBDOA
site-ID unspecified
Domain-ID 1
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Multihoming-ID 1

Locator Pri/Wgt State Encap-IID RDP
100.88.88.88 10/50 up - [1]
100.99.99.99 2/50 up - [1]
100.110.110.110 3/50 up - [2]
100.120.120.120 10/50 up - [3]
100.133.133.133 10/50 up - [3]
100.165.165.165 10/50 up - [2]

Publisher 100.55.55.55:4342
last published 00:01:37, TTL never, Expires: never
publisher epoch 0, entry epoch 0
entry-state complete
routing table tag 101
xTR-ID 0xF8491B6E-0x3AD27B56-0xA78802EF-0xA869EFC5
site-ID unspecified
Domain-ID 1
Multihoming-ID unspecified
Locator Pri/Wgt State Encap-IID RDP
100.154.154.154 2/50 up - [-]

Publisher 100.44.44.44:4342
last published 00:01:37, TTL never, Expires: never
publisher epoch 0, entry epoch 0
entry-state complete
routing table tag 101
xTR-ID 0xF8491B6E-0x3AD27B56-0xA78802EF-0xA869EFC5
site-ID unspecified
Domain-ID 1
Multihoming-ID unspecified
Locator Pri/Wgt State Encap-IID RDP
100.154.154.154 2/50 up - [-]

Merge Locator Information

Locator Pri/Wgt State Encap-IID RDP-Len Src-Address
100.88.88.88 10/50 up - 1 100.77.77.77
100.99.99.99 2/50 up - 1 100.77.77.77
100.110.110.110 3/50 up - 1 100.77.77.77
100.120.120.120 10/50 up - 1 100.77.77.77
100.133.133.133 10/50 up - 1 100.77.77.77
100.154.154.154* 2/50 up - 0 100.55.55.55
100.165.165.165 10/50 up - 1 100.77.77.77

Device# show lisp instance-id 4100 ipv4 database 10.1.1.0/24
LISP ETR IPv4 Mapping Database for LISP 0 EID-table vrf red (IID 4100), LSBs: Ox3F
Entries total 1, no-route 0, inactive 0, do-not-register O

10.1.1.0/24, import from publication, inherited from default locator-set RLOC,
auto-discover-rlocs, proxy

Uptime: 00:03:37, Last-change: 00:00:04

Domain-ID: 1, tag: 101

Service-Insertion: N/A

Locator Pri/Wgt Source State

100.88.88.88 2/50 cfg-intf site-self, reachable
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instance-id

To create a LISP EID instance under the router-lisp configuration mode and enter the instance-id submode,
use the instance-id command.

instance-id iid

Syntax Description iid Specifies the instance 1D

Command Default None.

Command Modes LISP (router-lisp)

Command History Release Modification
Cisco 10S XE Everest 16.6.1 This command was introduced.
Usage Guidelines Use the instance-id command to create a LISP EID instance to group multiple services.

Configuration under this instance applies to all the services underneath it.

Example

This example shows how to create a LISP instance:

device (config)# router lisp
device (config-router-lisp)# instance-id 3
device (config-router-lisp-inst) #
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Ip pim lisp core-group-range

To configure the core range of address of a Protocol Independent Multicast (PIM) Source Specific Multicast
(SSM) on a LISP sub-interface, use the ip pim lisp core-group-range command in interface configuration
mode. To remove SSM address range, use the no form of this command.

ip pim lisp core-group-range start-SSM-address range-size
noip pim lisp core-group-range start-SSM-address range-size

Syntax Description

Command Default

Command Modes

start-SSM-address  Specifies the start of the SSM IP address range.

number-of-groups Specifies the size of group range.

By default the group range 232.100.100.1 to 232.100.100.255 is assigned if a core range of addresses is not
configured.

LISP Interface Configuration (config-if)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 16.9.1 This command was introduced.

Native multicast transport supports only PIM SSM in the underlay or the core. Multicast transport uses a
grouping mechanism to map the end-point identifiers (EID) entries to the RLOC space SSM group entries.
By default, the group range 232.100.100.1 to 232.100.100.255 is used as the SSM range of addresses on a
LISP interface to transport multicast traffic. Use the ip pim lisp core-group-range command to manually
change this SSM core group range of IP addresses on the LISP interfaces.

The following example defines a group of 1000 IP addresses starting from 232.0.0.1 as the SSM range of
addresses on the core for multicast traffic.

Device (config) #interface LISP0.201
Device (config-if) #ip pim lisp core-group-range 232.0.0.1 1000

. Command Reference, Cisco 10S XE 17.14.x (Catalyst 9500 Switches)



| Cisco SD-Access

ip pim lisp transport multicast .

Ip pim lisp transport multicast

Command Default

Command Modes

To enable multicast as the transport mechanism on LISP interface and sub-interface, use the ip pim lisp
transport multicast command in the LISP Interface Configuration mode. To disable multicast as the transport
mechanism on the LISP interface, use the no form of this command.

ip pim lisp transport multicast

noip pim lisp transport multicast

Syntax Description

This command has no keywords or arguments.
If this command is not configured, head-end replication is used for multicast.

LISP Interface Configuration (config-if)

Command History

Release Modification

Cisco IOS XE 16.9.1 This command was introduced.

Example

The following example configures multicast as the transport mechanism on a LISP Interface:

Device (config) #interface LISPO
Device (config-if) #ip pim lisp transport multicast

Related Commands

Command Description
ip multicast routing Enables IP multicast routing or multicast distributed
switching.

Command Reference, Cisco 10S XE 17.14.x (Catalyst 9500 Switches) .



Cisco SD-Access |
. ip pim rp-address

Ip pim rp-address

To configure the address of a Protocol Independent Multicast (PIM) rendezvous point (RP) for a particular
group, use the ip pim rp-address command in global configuration mode. To remove an RP address, use
the no form of this command.

ippim [ vrfvrf-name] rp-address rp-address [ access-list ]
noip pim [ vrfvrf-name] rp-address rp-address [ access-list ]

Syntax Description  vrf Specifies the multicast Virtual Private Network (VPN) routing and forwarding (VRF) instance.

vrf-name  Name assigned to the VRF.

rp-address IP address of a router to be a PIM RP. This is a unicast IP address in four-part dotted-decimal
notation.

access-list Number or name of an access list that defines the multicast groups for which the RP should be
used.

Command Default None

Command Modes Global Configuration (config)

Command History Release Modification

CiscoIOS XE 16.8.1s This command was introduced.

Usage Guidelines Use the ip pim rp-address command to statically define the RP address for multicast groups that are to operate
in sparse mode or bidirectional mode.

You can configure the Cisco IOS XE software to use a single RP for more than one group. The conditions
specified by the access list determine the groups for which an RP can be used. If no access list is configured,
the RP is used for all groups. A PIM router can use multiple RPs, but only one per group.

Example

The following example sets the PIM RP address to 185.1.1.1 for all multicast groups:

Device (config) #ip pim rp-address 185.1.1.1
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Ip pim sparse mode

Command Default

Command Modes

To enable sparse mode of operation of Protocol Independent Multicast (PIM) on an interface, use the ip pim
spar se-mode command in the Interface Configuration mode. To disable the sparse mode of operation use the
no form of this command.

ip pim sparse mode
no ip pim sparse mode

Syntax Description

This command has no keywords or arguments.
None.

Interface Configuration (config-if)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE 16.8.1s  This command was introduced.

The NetFlow collect commands are used to configure nonkey fields for the flow monitor record and to enable
capturing the values in the fields for the flow created with the record. The values in nonkey fields are added
to flows to provide additional information about the traffic in the flows. A change in the value of a nonkey
field does not create a new flow.

Example

The following example configures PIM sparse mode of operation:

Device (config) #interface LoopbackO
Device (config-if)#ip address 170.1.1.1 255.255.255.0
Device (config-if) #ip pim sparse-mode

Related Commands

Command Description
ip multicast routing Enables ip multicast routing or multicast distributed
switching.
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ipv4 multicast multitopology

To enable Multicast-Specific RPF topology support for IP Multicast routing, use the ipv4 multicast
multitopology command in the VRF configuration mode. To disable the Multicast-Specific RPF Topology
support, use the no form of this command.

ipv4 multicast multitopology
no ipv4 multicast multitopology

Syntax Description

This command has no arguments or keywords.

Command Default None

Command Modes VRF Configuration (config-vrf)

Command History Release Modification

Cisco IOS XE Fuji 16.8.1a This command was introduced.

Example

The following example shows how to configure Multicast-Specific RPF Topology:

Device (config)# vrf definition VRF1
Device (config-vrf)# ipv4 multicast multitopology
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Ip pim ssm

To define the Source Specific Multicast (SSM) range of IP multicast addresses, use the ip pim ssm command
in global configuration mode. To disable the SSM range, use the no form of this command.

ip pim [ vrfvrf-name ] ssm { default | range accesslist }
noip pim [ vrf vrf-name ] ssm { default | range accesslist }
Syntax Description vrf Specifies the multicast Virtual Private Network (VPN) routing and forwarding (VRF)
instance.
vrf-name Name assigned to the VRF.
range Specifies the standard IP access list number or name defining the SSM range.
access-list
default2 Defines the SSM range access list to 232/8.

Command Default None.

Command Modes Global Configuration (config)

Command History Release Modification

Cisco IOS XE 16.8.1s This command was introduced.

Usage Guidelines When an SSM range of IP multicast addresses is defined by the ip pim ssm command, no Multicast Source
Discovery Protocol (MSDP) Source-Active (SA) messages will be accepted or originated in the SSM range.

Example

The following example sets the SSM range of IP multicast address to default:

Device (config) #ip pim ssm default

Related Commands Command Description
ip multicast routing Enables IP multicast routing or multicast distributed
switching..
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ipv4-interface Loopback affinity-id

To configure an Affinity ID for a Locator, use the ipv4-interface L oopback affinity-id command in the
Locator-Set configuration mode. To remove the configuration, use the no form of this command.

ipv4-interface Loopback loopback-interface-id [ priority locator-priority weight locator-weight |
affinity-id x-dimension [ , y-dimension ] ]

no ipv4-interface Loopback loopback-interface-id [ priority locator-priority weight locator-weight
| affinity-id x-dimension [ , y-dimension ] ]

Syntax Description  priority locator-priority Configures a preferred Locator. Locator with a lower priority
value takes preference.

Values range from 0 to 255.

weight locator-weight Configures the load-balance on the device.

Values range from 0 to 100.

affinity-id x-dimension[ , y-dimension] Configures an Affinity ID, which is specified by the x
dimension and an optional y dimension values.

Command Default ~ None
Command Modes Locator-Set (config-router-lisp-locator-set)
Command History Release Modification
Cisco IOS XE Everest 16.6.1 ipv4-interface L oopback priority was introduced as part of
locator-set configuration.
Cisco 10S XE Cupertino 17.9.1 affinity-id keyword was added to the command.
Usage Guidelines First define a locator-set and then configure an affinity ID for its locator.

Affinity ID with its x and y dimensions identifies a particular site or region. Affinity ID is a part of the locator
information, like priority and weight. Locator publications and map replies carry affinity ID. A border node
uses the affinity ID and priority values to determine the remote site with backup internet which is closest to

its local site. Affinity ID takes precedence over the priority value. If both affinity ID and priority values are

defined for a locator, the site with a closer affinity-id is preferred.

Example

The following example configures a locator-set, RLOC, with affinity-id and priority values:

Device# configure terminal

Device (config) # router lisp

Device (config-router-lisp)# locator-set RLOC

Device (config-router-lisp-locator-set)# ipv4-interface Loopback 0 priority 10 weight 50
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affinity-id 5 ,10
Device (config-router-lisp-locator-set)# exit-locator-set

Related Commands Command Description

locator-set Specifies a locator-set and enters the locator-set
configuration mode.
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To configure a device as an Ingress Tunnel Router (ITR) use the itr command in the LISP Service submode
or LISP Instance Service mode. To remove the ITR functionality, use the no form of this command.

itr
no itr

The device is not configured as ITR by default.

LISP Instance Service (router-lisp-instance-service)

LISP Service (router-lisp-service)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Use this command to enable a device to perform the ITR functionality. A device configured as an ITR helps
find the EID-to-RLOC mapping for all traffic that is destined to LISP-capable sites.

Example

The following example shows how to configure a device as an ITR.

device (config) # router lisp

device (config-router-1lisp)# instance-id 3
device (config-router-lisp-inst)# service ipv4
device (config-router-lisp-inst-serv-ipvé4)# itr
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Itr map-resolver

To configure a device as a map resolver to be used by an Ingress Tunnel Router (ITR) when sending
map-requests, use the itr map-resolver command in the service submode or instance-service mode. To remove
the map-resolver functionality, use the no form of this command.

itr [ map-resolver map-address ] prefix-list prefix-list-name

no itr [ map-resolver map-address ] prefix-list prefix-list-name

Syntax Description ~ map-resolver map-address Configures map-resolver address for sending map requests, on the ITR.

prefix-list prefix-list-name Specifies the prefix list to be used.

Command Default None.

Command Modes router-lisp-instance-service

Command History Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Cisco 10S XE Fuji 16.9.1  Introduced prefix-list as part of the command.

Usage Guidelines Use this command to enable a device to perform the ITR map-resolver functionality.

A device configured as a Map Resolver accepts encapsulated Map-Request messages from ITRs, decapsulates
those messages, and then forwards the messages to the Map Server responsible for the egress tunnel routers
(ETRs) that are authoritative for the requested EIDs. In a multi-site environment, the site border relies on Map
Resolver prefix-list to determine whether to query the transit sitte MSMR or site MSMR.

Examples

The following example shows how to configure an ITR to use the map-resolver located at 2.1.1.6
when sending map request messages.

device (config) #router lisp

device (config-router-1lisp) #prefix-list wired

device (config-router-lisp-prefix-1ist)#2001:193:168:1::/64
device (config-router-lisp-prefix-1ist)#192.168.0.0/16
device (config-router-lisp-prefix-1list)#exit-prefix-list

device (config-router-1lisp) #service ipv4

device (config-router-lisp-serv-ipv4) #encapsulation vxlan

device (config-router-lisp-serv-ipv4) #itr map-resolver 2.1.1.6 prefix-list wired
device (config-router-lisp-serv-ipv4) #
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locator default-set

To mark a locator-set as default, use the locator default-set command at the router-lisp level. To remove the
locator-set as default, use the no form of this command.

locator default-set  rloc-set-name
no locator default-set  rloc-set-name

Syntax Description rloc-set-name Name of locator-set that is set as default.

Command Default None

Command Modes LISP (router-lisp)

Command History Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Usage Guidelines The locator-set configured as default with the locator default-set command applies to all services and
instances.

Example

The following example shows how to use the locator default-set command:

device (config) # router lisp
device (config-router-1lisp)# locator-set rlocl
device (config-router-1lisp)# locator default-set rlocl
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To specify a locator-set and enter the locator-set configuration mode, use the locator-set command at the

router-lisp level. To remove the locator-set, use the no form of this command.

locator-set  loc-set-name
no locator-set  loc-set-name

Syntax Description

Command Default

Command Modes

loc-set-name Name of
locator-set.

None

LISP (router-lisp)

Command History

Usage Guidelines

Release Modification
Cisco IOS XE Everest 16.6.1 This command was
introduced.

You must first define the locator-set before referring to it.
Example
The following example shows how to use the locator-set command:

Device (config) # router lisp
Device (config-router-lisp)# locator-set rloc2

Related Commands

Command Description
ipv4-interface L oopback Configures an affinity ID and a priority value for the
{affinity-id | priority} locator-set.
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map-cache

To configure a static endpoint identifier (EID) to routing locator (RLOC) (EID-to-RLOC) mapping relationship,
use the map-cache command in the LISP Instance Service IPv4 or LISP Instance Service IPv6 mode. To
remove the configuration, use the no form of this command.

map-cache destination-eid-prefix/prefix-len  { ipv4-address { priority priority weight weight }

| ipv6-address | map-request | native-forward }
no map-cache destination-eid-prefix/prefix-len  { ipv4-address { priority priority weight weight
} | ipve-address | map-request | native-forward }

Syntax Description

Command Default

Command Modes

destination-eid-prefix/prefix-len Destination IPv4 or IPv6 EID-prefix/prefix-length. The slash is required
in the syntax.

ipv4-address priority priority IPv4 Address of loopback interface. Associated with this locator address
weight weight is a priority and weight that are used to define traffic policies when
multiple RLOCs are defined for the same EID-prefix block.
Note Lower priority locator takes preference.
ipv6-address IPv6 Address of loopback interface.
map-request Send map-request for LISP destination EID
native-forward Natively forward packets that match this map-request.

None.

LISP Instance Service (router-lisp-instance-service)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

The first use of this command is to configure an Ingress Tunnel Router (ITR) with a static IPv4 or IPv6
EID-to-RLOC mapping relationship and its associated traffic policy. For each entry, a destination EID-prefix
block and its associated locator, priority, and weight are entered. The value in the EID-prefix/prefix-length
argument is the LISP EID-prefix block at the destination site. The locator is an IPv4 or IPv6 address of the
remote site where the IPv4 or IPv6 EID-prefix can be reached.

Example

The following example shows how to configure an EID-to-RLOC mapping using the map-cache
command:

device (config) # router lisp

device (config-router-1lisp)# instance-id 3

device (config-router-lisp-inst)# service ipv4

device (config-router-lisp-inst-serv-ipv4)# map-cache 1.1.1.1/24 map-request
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map-cache extranet

To install all configured extranet prefixes into map-cache, use the map-cache extranet command in the
Instance Service IPv4 or Instance Service IPv6 mode.

map-cache extranet-registration

Syntax Description

This command has no arguments or keywords.

Command Default None.

Command Modes LISP Instance Service (router-lisp-instance-service)

Command History Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Usage Guidelines To support inter-VRF communication, use the map-cache extranet command on the Map Server Map
Resolver (MSMR). This command generates map requests for all fabric destinations. Use this command in
the service-ipv4 or service-ipv6 mode under the extranet instance.

Example

The following example shows how to configure the map-cache extranet command:

device
device
device
device

config)# router lisp

config-router-lisp)# instance-id 3

config-router-lisp-inst)# service ipv4
config-router-lisp-inst-serv-ipv4)# map-cache extranet-registration
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prefix-list

To define a named LISP prefix set and to enter the LISP prefix-list configuration mode, use the prefix-list
command in the Router LISP configuration mode. Use the no form of the command to remove the prefix list.

prefix-list prefix-list-name

no prefix-list prefix-list-name

Syntax Description prefix-list prefix-list-name Specifies the prefix list to be used and enters the prefix-list configuration mode.

Specifies IPv4 EID-prefixes or IPv6 EID-prefixes in the prefix-list mode.

Command Default No prefix list is defined.

Command Modes LISP (router-lisp)

Command History Release Modification
Cisco 10S XE Fuji This command was
16.9.1 introduced.
Usage Guidelines Use the prefix-list command to configure an IPV4 or IPv6 prefix list. This command places the router in

prefix-list configuration mode, in which you can define IPv4 prefix list, or I[Pv6 prefix list. Use the
exit-prefix-list command to exit the prefix-list-configuration mode.

Example

The following example shows how to configure an IPv6 prefix-list:

device (config) #router lisp

device (config-router-1lisp) #prefix-list wired

device (config-router-lisp-prefix-1ist) #2001:193:168:1::/64
device (config-router-lisp-prefix-1ist)#192.168.0.0/16
device (config-router-lisp-prefix-list) #exit-prefix-1list
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route-export destinations-summary

To export the LISP destination summary routes into the Routing Information Base (RIB), use the route-export
destinations-summary command in the LISP Service or LISP Instance Service mode. Use the no form of
this command to stop the export of destination summary routes to RIB.

route-export destinations-summary [ route-tag route-tag-value ]

no route-export destinations-summary [ route-tag route-tag-value ]

Syntax Description  route-tag route-tag-value A tag that is assigned to the exported RIB entry.

The route-tag-value ranges between 0 to 4294967295.

Command Default LISP summary route of destinations is not exported to RIB.

Command Modes LISP Service (router-lisp-service)

LISP Instance Service (router-lisp-instance-service)

Command History Release Modification

Cisco IOS XE Cupertino 17.8.1 This command was introduced.

Usage Guidelines When you configure the route-export destinations-summary r oute-tag route-tag-val ue command, the static
endpoint ID to routing locator (EID-to-RLOC) mappings are exported to RIB as routes with a specified route
tag.

If you use this command in the LISP Service mode, all the EID instances that are enabled for Layer 3 services
export the map-cache mappings to the RIB.

Example

The following example shows how to export LISP destination summary to RIB:

Device (config) # router lisp
Device (config-router-lisp)# service ipv4
Device (config-lisp-srv-ipv4)# route-export destinations-summary route-tag 10
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route-import database

To configure the import of Routing Information Base (RIB) routes to define local endpoint identifier (EID)
prefixes for database entries and associate them with a locator set, use the route-import database command
in the instance service submode. To remove this configuration, use the no form of this command.

route-import database { bgp | connected | eigrp | isis | maximum-prefix | ospf | ospfv3 | rip |

static } { [ route-map ] locator-set locator-set-name proxy }

no route-import database

{ bgp | connected | eigrp | isis | maximum-prefix | ospf | ospfv3 |

rip | static } { [ route-map ] locator-set locator-set-name proxy }

Syntax Description

Command Default

Command Modes

bgp Border Gateway Protocol. Imports RIB routes into LISP using BGP protocol.

connected Connected routing protocol

egrp Enhanced Interior Gateway Routing Protocol. Imports RIB routes into LISP
using EIGRP protocol.

isis ISO IS-IS. Imports RIB routes into LISP using IS-IS protocol.

ospf Open Shortest Path First

ospfv3 Open Shortest Path First version 3

maximum-pr efix

Configures the maximum number of prefixes to pick up from the RIB.

rip Routing Information Protocol
static Defines static routes.
locator-set Specifies the Locator Set to be used with created database mapping entries.

locator-set-name

proxy

Enables the dynamic import of RIB route as proxy database mapping.

None.

LISP Instance Service (router-lisp-instance-service)

Command History

Usage Guidelines

Release

Modification

Cisco IOS XE Fuji 16.9.1 This command was introduced.

Use the route-import database command with the proxy option to enable the dynamic import of RIB route
as proxy database mapping. When RIB import is in use, the corresponding RIB map-cache import, using
route-import map-cache command must also be configured, else the inbound site traffic will not pass the
LISP eligibility check due to the presence of RIB route.
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Example
The following example shows how to configure the dynamic import of RIB route as proxy database:

device (config) # router lisp

device (config-router-1lisp)# instance-id 3

device (config-router-lisp-inst)# service ipv4

device (config-router-lisp-inst-serv-ipv4)# eid-table default

device (config-router-lisp-inst-serv-ipv4) # database-mapping 193.168.0.0/16 locator-set RLOC
proxy

device (config-router-lisp-inst-serv-ipv4)# route-import map-cache bgp 65002 route-map
map-cache-database

device (config-router-lisp-inst-serv-ipv4)# route-import database bgp 65002 locator-set RLOC

proxy
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To create a configuration template for all instance-service instantiations of a particular service, use the service
command in the LISP Instance or the LISP configuration mode. To exit the service submode, use the no form
of this command.

service { ipv4 | ipv6 | ethernet }

noservice { ipv4d | ipv6 | ethernet }

Syntax Description

Command Default

Command Modes

serviceipv4 Enables Layer 3 network services for the IPv4 address family.

service ipvé Enables Layer 3 network services for the IPv6 address family.

serviceethernet Enables Layer 2 network services.

None.

LISP Instance (router-lisp-instance)

LISP (router-lisp)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

The service command creates a service instance under the instance-id and enters the instance-service mode.
You cannot configure service ethernet for the same instance where serviceipv4 or serviceipv6 is configured.

Examples

The following examples show how to configure Service IPv4 and Service Ethernet modes:

device (config) # router lisp
config-router-1lisp)# instance-id 3
config-router-lisp-inst)# service ipv4

config-router-lisp-inst-serv-ipv4) #

device
device

device

device (config) # router lisp
config-router-1lisp)# instance-id 5
config-router-lisp-inst)# service ethernet

config-router-lisp-inst-serv-ethernet) #

device
device
device
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To configure the propagation of security group tag (SGT) information through the LISP packets, use the sgt
command in the LISP Service or LISP Instance Service configuration mode. To remove the configuration,
use the nNo form of this command.

sgt [ distribution ]

no sgt [ distribution ]

Syntax Description

Command Default

Command Modes

distribution SGT information is distributed through the LISP packets.

SGT information is not propagated.

LISP Instance Service (router-lisp-inst-serv)

LISP Service (router-lisp-serv)

Command History

Release Modification

Cisco IOS XE Everest 16.5.1a This command was introduced.

Cisco I0S XE Amsterdam 17.2.1 The keyword distribution was added.
Example

This example shows how to configure SGT distribution for all EID instances:

Device# configure terminal
Device (config) # router lisp
Device (config-router-lisp)# service ipv4

(
Device (config-router-lisp-serv-ipv4)# sgt distribution
Device (config-router-lisp-serv-ipv4) # sgt

(

Device (config-router-lisp-serv-ipvé4) # exit-service-ipv4
The following example shows how to configure SGT distribution for a specific EID instance:

Device# configure terminal

Device (config) # router lisp

Device (config-router-lisp)# instance-id 101

Device (config-router-lisp-inst)# service ipv4

Device (config-router-lisp-inst-serv-ipv4)# eid-table vrf green
Device (config-router-lisp-inst-serv-ipv4) # sgt distribution
Device (config-router-lisp-inst-serv-ipv4) # sgt

Device (config-router-lisp-inst-serv-ipv4)# exit-service-ipv4
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show lisp instance-id

To display the summary information related to a given LISP instance configuration for an address family, use
the show lisp instance-id command in privileged EXEC mode.

show lisp instance-id instance-id ipv4
show lisp instance-id instance-id ipv6

show lisp instance-id instance-id ethernet

Syntax Description

This command has no keywords or arguments.

Command Default ~ None
Command Modes Privileged EXEC (#)
Command History Release Modification
Cisco 10S XE Everest 16.5.1a This command was introduced.
Cisco IOS XE 17.14.1 Introduced information about affinity ID in the output

Usage Guidelines

of the command.

Use this command on a LISP-based fabric device to display the summary information about the map resolver,
map server, map cache, database, publications, and other configurations.

Use the show lisp instance-id ipv4 command to see a summary of the LISP instance configuration for the
IPv4 address family.

Use the show lisp instance-id ipv6 command to see a summary of the LISP instance configuration for the
[Pv6 address family.

Use the show lisp instance-id ethernet command to see a summary of the LISP instance configuration for
the Ethernet address family.

Example

The following is a sample output of the show lisp instance-id ipv4 command for the instance ID
4100.

Device#show lisp instance-id 4100 ipv4

Instance ID: 4100
Router-lisp ID: 0
Locator table: default
EID table: vrf red
Ingress Tunnel Router (ITR): disabled
Egress Tunnel Router (ETR): enabled
Proxy-ITR Router (PITR): enabled RLOCs: 100.120.120.120
Proxy-ETR Router (PETR): enabled
NAT-traversal Router (NAT-RTR): disabled
Mobility First-Hop Router: disabled
Map Server (MS): enabled
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Map Resolver (MR):

Mr-use-petr:

Mr-use-petr locator set name:

First-Packet pETR:

Multiple IP per MAC support:

Delegated Database Tree (DDT):

Multicast Flood Access-Tunnel:

Publication-Subscription:

Publication-Subscription-EID:
Publisher (s) :

Preserve-Priority
Affinity-ID:
Default-etr:
DC / Other:
Site Registration Limit:
SGT:
Map-Request source:
ITR Map-Resolver(s):

ETR Map-Server(s):

XTR-ID:

site-ID:

ITR local RLOC (last resort):

ITR Solicit Map Request (SMR) :
Max SMRs per map-cache entry:
Multiple SMR suppression time:

ETR accept mapping data:

ETR map-cache TTL:

Locator Status Algorithms:
RLOC-probe algorithm:
RLOC-probe on route change:
RLOC-probe on member change:
LSB reports:

IPv4 RLOC minimum mask length:
IPv6 RLOC minimum mask length:

Map-cache:

Static mappings configured:
Map-cache size/limit:
Imported route count/limit:

Map-cache activity check period:

Map-cache signal suppress:
Conservative-allocation:
Map-cache FIB updates:
Persistent map-cache:
Map-cache activity-tracking:
Database:
Total database mapping size:
static database size/limit:
dynamic database size/limit:

show lisp instance-id .

enabled
enabled
default-etr-locator-set-ipv4
disabled
disabled
disabled
disabled
enabled
disabled
100.77.77.77
100.78.78.78
100.120.120.120
100.133.133.133
disabled

140

160

0

enabled

derived from EID destination
100.77.77.77

100.78.78.78

100.120.120.120 prefix-list site3list
100.133.133.133 prefix-list site3list
100.77.77.77 domain-id 4 (00:00:10)
100.78.78.78 domain-id 4 (00:00:10)
100.120.120.120 domain-id 3 (00:00:54)
100.133.133.133 domain-id 3 (00:00:01)
0x6C9D7ATD-0x015388EC-0xD9A672C2-0xE08C5F9E
unspecified

100.120.120.120

accept and process

8 more specifics

2 secs

disabled, verify disabled

1d00h

disabled

N/A (periodic probing disabled)
disabled

process

/0

/0

0
6/4294967295
0/5000

60 secs
disabled
disabled
established
disabled
enabled

7
2/4294967295
2/4294967295

route-import database size/limit: 0/5000
import-site-reg database size/limit: 0/4294967295
dummy database size/limit: 0/4294967295
import-publication database size/limit: 3/4294967295
import-publication-cfg-prop database siz0
silent-host database size/limit: 0/4294967295
proxy database size: 4
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Inactive (deconfig/away) size: 0

Publication entries exported to:
Map-cache:

RIB:
Database:
Prefix-list:

Site-registeration entries exported to:
Map-cache:

RIB:

Publication (Type - Config Propagation) en
Database: 0
CTS: 0

Encapsulation type: vxlan

Device#

(Preserve-priority: disabled)

O W b W

o o
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show lisp instance-id ipv4 database .

show lisp instance-id ipv4 database

To display the operational status of the IPv4 address family and the database mappings on a device, use the
show lisp instance-id ipv4 database command in privileged EXEC mode.

show lisp instance-id instance-id ipv4 database [ silent-host-detection ]

Syntax Description

Command Default

Command Modes

silent-host-detection (Optional) Displays the silent host detection database entry on the tunnel router (xXTR).

None

Privileged EXEC (#)

Command History

Examples

Release Modification

Cisco IOS XE Everest 16.5.1a This command was introduced.

Cisco 10S XE Fuji 16.9.1 This command was modified. Introduced support for display of proxy database
size.

Cisco I0S XE Dublin 17.11.1 This command was modified. Introduced support for the silent-host-detection
keyword.

The following is a sample output of the show lisp instance-id id ipv4 database command, displaying
the EID prefixes configured for a site:

device# show lisp instance-id 101 ipv4 database

LISP ETR IPv4 Mapping Database for EID-table vrf red (IID 101), LSBs: 0x1
Entries total 1, no-route 0, inactive 0

172.168.0.0/16, locator-set RLOC, proxy

Locator Pri/Wgt Source State
100.110.110.110 1/100 cfg-intf site-self, reachable
device#

device# show lisp instance-id 101 ipv4

Instance ID: 101
Router-lisp ID: 0
Locator table: default
EID table: vrf red
Ingress Tunnel Router (ITR): disabled
Egress Tunnel Router (ETR): enabled
Proxy-ITR Router (PITR): enabled RLOCs: 100.110.110.110
Proxy-ETR Router (PETR): disabled
NAT-traversal Router (NAT-RTR): disabled
Mobility First-Hop Router: disabled
Map Server (MS): enabled
Map Resolver (MR): enabled
Mr-use-petr: enabled
Mr-use-petr locator set name: site2
Delegated Database Tree (DDT): disabled
Site Registration Limit: 0
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Map-Request source:
ITR Map-Resolver(s):

ETR Map-Server(s):

XTR-ID:

site-ID:

ITR local RLOC (last resort):

ITR Solicit Map Request (SMR) :
Max SMRs per map-cache entry:
Multiple SMR suppression time:

ETR accept mapping data:

ETR map-cache TTL:

Locator Status Algorithms:
RLOC-probe algorithm:
RLOC-probe on route change:
RLOC-probe on member change:
LSB reports:

IPv4 RLOC minimum mask length:
IPv6 RLOC minimum mask length:

Map-cache:

Static mappings configured:
Map-cache size/limit:

Imported route count/limit:
Map-cache activity check period:
Map-cache FIB updates:
Persistent map-cache:

Database:

Total database mapping size:
static database size/limit:
dynamic database size/limit:
route-import database size/limit:

Cisco SD-Access |

derived from EID destination

100.77.77.77

100.78.78.78

100.110.110.110 prefix-list site2
100.77.77.77 (11:25:01)

100.78.78.78 (11:25:01
0xB843200A-0x4566BFC9-0xDAA75B2D-0x8FBE69BO
unspecified

100.110.110.110
accept and process
8 more specifics
20 secs
disabled,
1d00h

verify disabled

disabled

N/A (periodic probing disabled)
disabled

process

/0

/0

1

1/32768
0/5000

60 secs
established
disabled

1
1/65535
0/65535
0/5000

import-site-reg database size/l1imit0/65535

proxy database size:
Inactive (deconfig/away)
Encapsulation type:

size:

1
0

vxlan

The following is a sample output of the show lisp instance-id id ipv4 database silent-host-detection
command, displaying the silent host detection database entry on the xTR:

device# show lisp instance-id 101 ipv4 database silent-host-detection

LISP ETR IPv4 Mapping Database for LISP O EID-table vrf red
inactive O,

Entries total 2, no-route 0,

10.168.0.0/16,
Uptime: 1d10h, Last-change:
Domain-ID: local
Service-Insertion: N/A
Locator Pri/Wgt
10.11.11.11 50/50

10.169.0.0/16,
Uptime: 2dl1lh,
Domain-ID:

1d10h,
Source
cfg-intf

Last-change:
local

2dl1lh,

Service-Insertion: N/A
Locator Pri/Wgt Source
10.11.11.11  50/50  cfg-intf

(IID 101), LSBs: 0x1

do-not-register 0

inherited from default locator-set RLOC
Last-Silent-Host-Probe:

1d02h

State
site-self,
inherited from default locator-set RLOC
Last-Silent-Host-Probe:

reachable

never

State
site-self,

reachable
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show lisp instance-id ipv6 database .

show lisp instance-id ipv6 database

To display the operational status of the IPv6 address family and the database mappings on a device, use the
show lisp instance-id ipv6 database command in privileged EXEC mode.

show lisp instance-id instance-id ipv6 database [ silent-host-detection ]

Syntax Description

Command Default

Command Modes

silent-host-detection (Optional) Displays the silent host detection database entry on the xTR.

None

Privileged EXEC (#)

Command History

Examples

Release Modification

Cisco IOS XE Everest 16.5.1a This command was introduced.

Cisco 10S XE Fuji 16.9.1 This command was modified. Introduced support for display of proxy database
size.

Cisco I0S XE Dublin 17.11.1 This command was modified. Introduced support for the silent-host-detection
keyword.

The following is a sample output of the show lisp instance-id ipv6 database command, displaying
the EID prefixes configured for a site:

device# show lisp instance-id 101 ipvé database
LISP ETR IPv6 Mapping Database, LSBs: 0xl1

EID-prefix: 2001:D0:1209::/48
172.16.156.222, priority: 1, weight: 100, state: up, local

The following is a sample output of the show lisp instance-id ipv6 database silent-host-detection
command:

device# show lisp instance-id 2 ipvé database silent-host-detection

LISP ETR IPv6 Mapping Database for LISP 0 EID-table vrf guest vrf (IID 2), LSBs: 0xl
Entries total 1, no-route 0, inactive 0, do-not-register O

2001::/64, inherited from default locator-set RLOC
Uptime: 00:02:31, Last-change: 00:02:31, Last-Silent-Host-Probe: 00:01:15
Domain-ID: local
Service-Insertion: N/A
Locator Pri/Wgt Source State
10.1.1.11 10/100 cfg-intf site-self, reachable
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show lisp instance-id ipv4 publication config-propagation

To display the config-propagation type of LISP-mapping notifications or publications for extranet policy, use
the show lisp instance-id ipv4 publication config-propagation command in the privileged EXEC mode.

show lisp instance-id instance-id ipv4 publication config-propagation [ detail | ipv4-prefix ]

Syntax Description detail EID prefix details from all publications

ipva-prefix 1Pv4 EID prefix of a particular publication

Command Default None

Command History Release Modification

Cisco IOS XE Cupertino 17.9.1 This command was
introduced.

Usage Guidelines Use the show lisp instance-id ipv4 publication config-propagation detail command on the border node to
see a detailed report of all the extranet policy publications. Use the show lisp instance-id ipv4 publication
config-propagation ipv4-prefix command to view the extranet policy publication for the particular EID prefix
specified by ipv4-prefix.

Example
The following sample output shows the publication information for a specified instance ID:

Device# show lisp instance-id 4097 ipv4 publication config-propagation

Publication Information for LISP 0 EID-table default (IID 4097)
Entries total 6

Publisher Last EID Prefix Locators Encap-IID
Published
100.78.78.78 00:07:55 172.168.0.0/16 - 4100
100.78.78.78 00:07:55 173.168.0.0/16 - 4101
100.78.78.78 00:07:55 182.168.0.0/16 - 4100
100.78.78.78 00:07:55 183.168.0.0/16 - 4101
100.78.78.78 00:07:55 192.168.0.0/16 - 4100
100.78.78.78 00:07:55 193.168.0.0/16 - 4101
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show lisp instance-id ipv4 publisher config-propagation .

show lisp instance-id ipv4 publisher config-propagation

To display the config-propagation type of LISP publications that a publisher propagates, use the show lisp
instance-id ipv4 publisher config-propagation command in the privileged EXEC mode.

show lisp instance-id instance-id ipv4 publisher config-propagation [ ipv4-address | ipv6-address ]

Syntax Description ipv4-address IPv4 address of the publisher
ipv6-address IPv6 address of the publisher

Command Default ~ None

Command Modes Privileged Exec (#)

Command History Release Modification

Usage Guidelines

Cisco IOS XE Cupertino 17.9.1 This command was
introduced.

Use the show lisp instance-id ipv4 publisher config-propagation command on the border node to see a
report of all the publishers. Use the show lisp instance-id ipv4 publisher config-propagation ip-address
command to view the information for the publisher that is specified by the IP address.

Examples

The following sample output shows the config-propagation state of all the publishers under the 4097
instance-id:

Device# show lisp instance-id 4097 ipv4 publisher config-propagation

LISP Publisher Information

Publisher State Session PubSub State
100.77.77.77 Reachable Up Established
100.78.78.78 Reachable Up Established
100.110.110.110 Reachable Up Established
100.165.165.165 Reachable Up Established

pPxtr224

The following sample output shows the Publisher Table for a publisher with 100.77.77.77 IP address

Device# show lisp instance-id 4097 ipv4 publisher config-propagation 100.77.77.77

LISP ETR IPv4 Publisher Table for LISP 0 EID-table default (IID 4097)
Publisher state: Established, Publisher epoch 2, Entries total 13

172.168.0.0/16, Epoch: 2, Last Published: 1lwéd
TTL: never, State unknown
173.168.0.0/16, Epoch: 2, Last Published: 1lwéd
TTL: never, State unknown
182.168.0.0/16, Epoch: 2, Last Published: 1lwéd
TTL: never, State unknown
183.168.0.0/16, Epoch: 2, Last Published: 1lwéd
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. show lisp instance-id ipv4 publisher config-propagation

TTL: never, State unknown
192.168.0.0/16, Epoch: 2, Last Published: 1lwéd
TTL: never, State unknown
193.168.0.0/16, Epoch: 2, Last Published: 1lwéd
TTL: never, State unknown
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show lisp instance-id ipv4 map-cache

To display the IPv4 end point identifier (EID) to the Resource Locator (RLOC) cache mapping on an ITR,
use the show lisp instance-id ipv4 map-cache command in the privileged Exec mode.

show lisp instance-id instance-id ipv4 map-cache[destination-EID | destination-EID-prefix | detail ]

Syntax Description destination-EID (Optional) Specifies the IPv4 destination end point identifier (EID) for which the
EID-to-RLOC mapping is displayed.

destination-EID-prefix (Optional) Specifies the IPv4 destinationEID prefix (in the form of a.b.c.d/nn) for
which to display the mapping.

detail (Optional) Displays detailed EID-to-RLOC cache mapping information.

Command Default None

Command Modes Privileged Exec (#)

Command History Release Modification

Cisco IOS XE Everest 16.5.1a This command was
introduced.

Usage Guidelines This command is used to display the current dynamic and static IPv4 EID-to-RLOC map-cache entries. When
no IPv4 EID or IPv4 EID prefix is specified, summary information is listed for all current dynamic and static
[Pv4 EID-to-RLOC map-cache entries. When an IPv4 EID or IPv4 EID prefix is included, information is
listed for the longest-match lookup in the cache. When the detail option is used, detailed (rather than summary)
information related to all current dynamic and static IPv4 EID-to-RLOC map-cache entries is displayed.

The following are sample outputs from the show lisp instance-id ipv4 map-cache commands:

device# show lisp instance-id 102 ipv4 map-cache
LISP IPv4 Mapping Cache for EID-table vrf blue (IID 102), 4008 entries

0.0.0.0/0, uptime: 2dl4h, expires: never, via static-send-map-request
Negative cache entry, action: send-map-request
128.0.0.0/3, uptime: 00:01:44, expires: 00:13:15, via map-reply, unknown-eid-forward

PETR Uptime State Pri/Wgt Encap-IID
55.55.55.1 13:32:40 wup 1/100 103
55.55.55.2 13:32:40 wup 1/100 103
55.55.55.3 13:32:40 wup 1/100 103
55.55.55.4 13:32:40 wup 1/100 103
55.55.55.5 13:32:40 wup 5/100 103
55.55.55.6 13:32:40 wup 6/100 103
55.55.55.7 13:32:40 wup 7/100 103
55.55.55.8 13:32:40 wup 8/100 103
150.150.2.0/23, uptime: 11:47:25, expires: 00:06:30, via map-reply, unknown-eid-forward
PETR Uptime State Pri/Wgt Encap-IID
55.55.55.1 13:32:40 wup 1/100 103
55.55.55.2 13:32:40 wup 1/100 103
55.55.55.3 13:32:40 wup 1/100 103
55.55.55.4 13:32:40 wup 1/100 103
55.55.55.5 13:32:40 wup 5/100 103
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55.55.55.6 13:32:40 up 6/100 103
55.55.55.7 13:32:43 up 7/100 103
55.55.55.8 13:32:43 up 8/100 103
150.150.4.0/22, uptime: 13:32:43, expires: 00:05:19, via map-reply,
PETR Uptime State Pri/Wgt Encap-IID
55.55.55.1 13:32:43 wup 1/100 103
55.55.55.2 13:32:43 up 1/100 103
55.55.55.3 13:32:43 up 1/100 103
55.55.55.4 13:32:43 up 1/100 103
55.55.55.5 13:32:43 up 5/100 103
55.55.55.6 13:32:43 up 6/100 103
55.55.55.7 13:32:43 up 7/100 103
55.55.55.8 13:32:43 up 8/100 103
150.150.8.0/21, uptime: 13:32:35, expires: 00:05:27, via map-reply,
PETR Uptime State Pri/Wgt Encap-IID
55.55.55.1 13:32:43 wup 1/100 103
55.55.55.2 13:32:43 up 1/100 103
55.55.55.3 13:32:43 up 1/100 103
55.55.55.4 13:32:43 up 1/100 103
55.55.55.5 13:32:43 up 5/100 103
55.55.55.6 13:32:43 up 6/100 103
55.55.55.7 13:32:43 up 7/100 103
55.55.55.8 13:32:45 wup 8/100 103
171.171.0.0/16, uptime: 2dl4h, expires: never, via dynamic-EID,
Negative cache entry, action: send-map-request
172.172.0.0/16, uptime: 2dl4h, expires: never, via dynamic-EID,
Negative cache entry, action: send-map-request
178.168.2.1/32, uptime: 2dl4h, expires: 09:27:13, via map-reply, complete
Locator Uptime State Pri/Wgt Encap-IID
11.11.11.1 2d14h up 1/100 -
178.168.2.2/32, uptime: 2dl4h, expires: 09:27:13, via map-reply, complete
Locator Uptime State Pri/Wgt Encap-IID
11.11.11.1 2d14h up 1/100 -
178.168.2.3/32, uptime: 2dl4h, expires: 09:27:13, via map-reply, complete
Locator Uptime State Pri/Wgt Encap-IID
11.11.11.1 2d14h up 1/100 -
178.168.2.4/32, uptime: 2dl4h, expires: 09:27:13, via map-reply, complete
Locator Uptime State Pri/Wgt Encap-IID
11.11.11.1 2d14h up 1/100 -
178.168.2.5/32, uptime: 2dl4h, expires: 09:27:13, via map-reply, complete
Locator Uptime State Pri/Wgt Encap-IID
11.11.11.1 2d14h up 1/100 -
178.168.2.6/32, uptime: 2dl4h, expires: 09:27:13, via map-reply, complete
Locator Uptime State Pri/Wgt Encap-IID

device#show lisp instance-id 102 ipv4 map-cache detail
LISP IPv4 Mapping Cache for EID-table vrf blue (IID 102),

4008 entries

0.0.0.0/0, uptime: 2d15h, expires: never, via static-send-map-request
Sources: static-send-map-request
State: send-map-request, last modified: 2d15h, map-source: local

Exempt, Packets out: 30531(17585856 bytes)

Configured as EID address space

Negative cache entry, action: send-map-request
128.0.0.0/3, uptime: 00:02:02, expires: 00:12:57,

Sources: map-reply

(~ 00:01:36 ago)

via map-reply,

State: unknown-eid-forward, last modified: 00:02:02, map-source:
Active, Packets out: 9(5184 bytes) (~ 00:00:36 ago)

PETR Uptime State Pri/Wgt Encap-IID
55.55.55.1 13:32:58 up 1/100 103

55.55.55.2 13:32:58 up 1/100 103

55.55.55.3 13:32:58 up 1/100 103

55.55.55.4 13:32:58 up 1/100 103

55.55.55.5 13:32:58 up 5/100 103

55.55.55.6 13:32:58 up 6/100 103
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show lisp instance-id ipv4 map-cache .

55.55.55.7 13:32:58 up 7/100 103
55.55.55.8 13:32:58 up 8/100 103
150.150.2.0/23, uptime: 11:47:43, expires: 00:06:12, via map-reply, unknown-eid-forward
Sources: map-reply
State: unknown-eid-forward, last modified: 11:47:44, map-source: local
Active, Packets out: 4243(2443968 bytes) (~ 00:00:38 ago)
PETR Uptime State Pri/Wgt Encap-IID
55.55.55.1 13:33:00 wup 1/100 103
55.55.55.2 13:33:00 wup 1/100 103
55.55.55.3 13:33:00 wup 1/100 103
55.55.55.4 13:33:00 wup 1/100 103
55.55.55.5 13:33:00 wup 5/100 103
55.55.55.6 13:33:00 wup 6/100 103
55.55.55.7 13:33:00 wup 7/100 103
55.55.55.8 13:33:00 wup 8/100 103
150.150.4.0/22, uptime: 13:33:00, expires: 00:05:02, via map-reply, unknown-eid-forward
Sources: map-reply
State: unknown-eid-forward, last modified: 13:33:00, map-source: local
Active, Packets out: 4874(2807424 bytes) (~ 00:00:38 ago)
PETR Uptime State Pri/Wgt Encap-IID
55.55.55.1 13:33:00 wup 1/100 103
55.55.55.2 13:33:00 wup 1/100 103
55.55.55.3 13:33:00 wup 1/100 103
55.55.55.4 13:33:00 wup 1/100 103
55.55.55.5 13:33:00 up 5/100 103
55.55.55.6 13:33:00 up 6/100 103
55.55.55.7 13:33:01 wup 7/100 103
55.55.55.8 13:33:01 wup 8/100 103
150.150.8.0/21, uptime: 13:32:53, expires: 00:05:09, via map-reply, unknown-eid-forward
Sources: map-reply
State: unknown-eid-forward, last modified: 13:32:53, map-source: local
Active, Packets out: 4874(2807424 bytes) (~ 00:00:39 ago)
PETR Uptime State Pri/Wgt Encap-IID
55.55.55.1 13:33:01 wup 1/100 103
55.55.55.2 13:33:01 wup 1/100 103
55.55.55.3 13:33:01 wup 1/100 103
55.55.55.4 13:33:01 wup 1/100 103
55.55.55.5 13:33:01 wup 5/100 103
55.55.55.6 13:33:01 wup 6/100 103
55.55.55.7 13:33:01 up 7/100 103
55.55.55.8 13:33:01 wup 8/100 103
171.171.0.0/16, uptime: 2d15h, expires: never, via dynamic-EID, send-map-request
Sources: NONE
State: send-map-request, last modified: 2d15h, map-source: local
Exempt, Packets out: 2(1152 bytes) (~ 2dl4h ago)

Configured as EID address space
Configured as dynamic-EID address space
Encapsulating dynamic-EID traffic

Negative cache entry, action: send-map-request
172.172.0.0/16, uptime: 2d15h, expires: never, via dynamic-EID, send-map-request
Sources: NONE
State: send-map-request, last modified: 2d15h, map-source: local
Exempt, Packets out: 2(1152 bytes) (~ 2dl4h ago)

Configured as EID address space
Configured as dynamic-EID address space
Encapsulating dynamic-EID traffic
Negative cache entry, action:

178.168.2.1/32, uptime: 2d1l4h,
Sources: map-reply

expires:

send-map-request
09:

26:55, via map-reply, complete

State: complete, last modified: 2dl14h, map-source: 48.1.1.4
Active, Packets out: 22513(12967488 bytes) (~ 00:00:41 ago)
Locator Uptime State Pri/Wgt Encap-IID
11.11.11.1 2dl4h up 1/100 -

Last up-down state change: 2d14h, state change count: 1
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Last route reachability change: 2d14h, state change count: 1
Last priority / weight change: never/never
RLOC-probing loc-status algorithm:
Last RLOC-probe sent: 2d14h (rtt 92ms)
178.168.2.2/32, uptime: 2dl4h, expires: 09:26:55, via map-reply, complete
Sources: map-reply
State: complete, last modified: 2dl4h, map-source: 48.1.1.4
Active, Packets out: 22513(12967488 bytes) (~ 00:00:45 ago)
Locator Uptime State Pri/Wgt Encap-IID
11.11.11.1 2dl4h up 1/100 -
Last up-down state change: 2d14h, state change count: 1
Last route reachability change: 2d14h, state change count: 1
Last priority / weight change: never/never
RLOC-probing loc-status algorithm:
Last RLOC-probe sent: 2d14h (rtt 91lms)
178.168.2.3/32, uptime: 2dl4h, expires: 09:26:51, via map-reply, complete
Sources: map-reply
State: complete, last modified: 2dl4h, map-source: 48.1.1.4
Active, Packets out: 22513(12967488 bytes) (~ 00:00:45 ago)
Locator Uptime State Pri/Wgt Encap-IID
11.11.11.1 2dl4h up 1/100 -
Last up-down state change: 2d14h, state change count: 1
Last route reachability change: 2d14h, state change count: 1
Last priority / weight change: never/never
RLOC-probing loc-status algorithm:
Last RLOC-probe sent: 2d14h (rtt 91lms)
178.168.2.4/32, uptime: 2dl4h, expires: 09:26:51, via map-reply, complete
Sources: map-reply
State: complete, last modified: 2dl4h, map-source: 48.1.1.4

device#show lisp instance-id 102 ipv4 map-cache 178.168.2.3/32

LISP IPv4 Mapping Cache for EID-table vrf blue

178.168.2.3/32, uptime:
Sources: map-reply

2d1l4h, expires:

(IID 102), 4008 entries

09:26:25, via map-reply, complete

State: complete, last modified: 2dl14h, map-source: 48.1.1.4
Active, Packets out: 22519(12970944 bytes) (~ 00:00:11 ago)
Locator Uptime State Pri/Wgt Encap-IID
11.11.11.1 2d14h up 1/100 -
Last up-down state change: 2d14h, state change count: 1
Last route reachability change: 2d14h, state change count: 1
Last priority / weight change: never/never
RLOC-probing loc-status algorithm:
Last RLOC-probe sent: 2d1l4h (rtt 91lms)

device#show lisp instance-id 102 ipv4 map-cache 178.168.2.3

LISP IPv4 Mapping Cache for EID-table vrf blue (IID 102), 4008 entries
178.168.2.3/32, uptime: 2d14h, expires: 09:26:14, via map-reply, complete
Sources: map-reply
State: complete, last modified: 2dl14h, map-source: 48.1.1.4
Active, Packets out: 22519(12970944 bytes) (~ 00:00:22 ago)
Locator Uptime State Pri/Wgt Encap-IID
11.11.11.1 2dl4h up 1/100 -
Last up-down state change: 2d14h, state change count: 1
Last route reachability change: 2d14h, state change count: 1
Last priority / weight change: never/never
RLOC-probing loc-status algorithm:
Last RLOC-probe sent: 2d14h (rtt 91ms)
OTT-LISP-C3K-4-xTR2#show lisp instance-id 102 sta
OTT-LISP-C3K-4-xTR2#show lisp instance-id 102 stat

OTT-LISP-C3K-4-xTR2#show lisp instance-
OTT-LISP-C3K-4-xTR2#show lisp instance-
LISP EID Statistics for instance ID 102
Control Packets:

id 102 ipv4 stat
id 102 ipv4 statistics
- last cleared: never
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Map-Requests in/out: 5911/66032
Map-Request receive rate (5 sec/l min/5 min): 0.00/ 0.00/ 0.00
Encapsulated Map-Requests in/out: 0/60600
RLOC-probe Map-Requests in/out: 5911/5432
SMR-based Map-Requests in/out: 0/0
Extranet SMR cross-IID Map-Requests in: 0
Map-Requests expired on-queue/no-reply 0/0
Map-Resolver Map-Requests forwarded: 0
Map-Server Map-Requests forwarded: 0

Map-Reply records in/out: 64815/5911
Authoritative records in/out: 12696/5911
Non-authoritative records in/out: 52119/0
Negative records in/out: 8000/0
RLOC-probe records in/out: 4696/5911
Map-Server Proxy-Reply records out: 0

WLC Map-Subscribe records in/out: 0/4
Map-Subscribe failures in/out: 0/0

WLC Map-Unsubscribe records in/out: 0/0
Map-Unsubscribe failures in/out: 0/0

Map-Register records in/out: 0/8310
Map-Register receive rate (5 sec/l1 min/5 min): 0.00/ 0.00/ 0.00
Map-Server AF disabled: 0
Authentication failures: 0

WLC Map-Register records in/out: 0/0
WLC AP Map-Register in/out: 0/0
WLC Client Map-Register in/out: 0/0
WLC Map-Register failures in/out: 0/0

Map-Notify records in/out: 20554/0
Authentication failures: 0

WLC Map-Notify records in/out: 0/0
WLC AP Map-Notify in/out: 0/0
WLC Client Map-Notify in/out: 0/0
WLC Map-Notify failures in/out: 0/0

Publish-Subscribe in/out:

Subscription Request records in/out: 0/6
Subscription Request failures in/out: 0/0
Subscription Status records in/out: 4/0

End of Publication records in/out: 4/0

Subscription rejected records in/out: 0/0

Subscription removed records in/out: 0/0
Subscription Status failures in/out: 0/0
Solicit Subscription records in/out: 0/0
Solicit Subscription failures in/out: 0/0
Publication records in/out: 0/0
Publication failures in/out: 0/0

Errors:

Mapping record TTL alerts: 0
Map-Request invalid source rloc drops: 0
Map-Register invalid source rloc drops: 0
DDT Requests failed: 0

0

DDT ITR Map-Requests dropped: (nonce-collision: 0, bad-xTR-nonce:

0)
Cache Related:
Cache entries created/deleted: 200103/196095
NSF CEF replay entry count 0
Number of EID-prefixes in map-cache: 4008
Number of rejected EID-prefixes due to limit : 0
Number of negative entries in map-cache: 8
Total number of RLOCs in map-cache: 4000
Average RLOCs per EID-prefix: 1
Forwarding:
Number of data signals processed: 199173 (+ dropped 5474)
Number of reachability reports: 0 (+ dropped 0)
Number of SMR signals dropped: 0
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. show lisp instance-id ipv4 map-cache

ITR Map-Resolvers:

Map-Resolver LastReply Metric RegsSent Positive Negative No-Reply

sec/1 min/5 min)
44.44.44.44 00:03:11 6 62253
0.00/10.00
66.66.66.66 never Unreach 0
0.00
ETR Map-Servers:
Map-Server AvgRTT (5 sec/1 min/5 min)
44.44.44.44 0.00/ 0.00/ 0.00
66.66.66.66 0.00/ 0.00/ 0.00
LISP RLOC Statistics - last cleared: never
Control Packets:
RTR Map-Requests forwarded:
RTR Map-Notifies forwarded:
DDT-Map-Requests in/out:
DDT-Map-Referrals in/out:
Errors:
Map-Request format errors:
Map-Reply format errors:
Map-Referral format errors:
LISP Miscellaneous Statistics - last cleared: never
Errors:
Invalid IP version drops:
Invalid IP header drops:
Invalid IP proto field drops:
Invalid packet size drops:
Invalid LISP control port drops:
Invalid LISP checksum drops:
Unsupported LISP packet type drops:
Unknown packet drops:
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show lisp instance-id ipv6 map-cache

To display the IPv6 end point identifier (EID) to the Resource Locator (RLOC) cache mapping on an ITR,
use the show lisp instance-id ipv6 map-cache command in the privileged EXEC mode.

show lisp instance-id instance-id ipv6 map-cache[destination-EID | destination-EID-prefix | detail ]

Syntax Description destination-EID (Optional) Specifies the IPv4 destination end point identifier (EID) for which the
EID-to-RLOC mapping is displayed.

destination-EID-prefix (Optional) Specifies the [Pv4 destination EID prefix (in the form of a.b.c.d/nn) for
which to display the mapping.

detail (Optional) Displays detailed EID-to-RLOC cache mapping information.

Command Default None.

Command Modes Privileged Exec (#)

Command History Release Modification

Cisco IOS XE Everest 16.5.1a This command was
introduced.

Usage Guidelines This command is used to display the current dynamic and static IPv6 EID-to-RLOC map-cache entries. When
no IPv6 EID or IPv6 EID prefix is specified, summary information is listed for all current dynamic and static
[Pv4 EID-to-RLOC map-cache entries. When an IPv6 EID or IPv6 EID prefix is included, information is
listed for the longest-match lookup in the cache. When the detail option is used, detailed (rather than summary)
information related to all current dynamic and static IPv6 EID-to-RLOC map-cache entries is displayed.

The following is a sample output from the show lisp instance-id ipv6 map-cache command:

device# show lisp instance-id 101 ipv6é map-cache
LISP IPv6 Mapping Cache, 2 entries

::/0, uptime: 00:00:26, expires: never, via static
Negative cache entry, action: send-map-request

2001:DB8:AB::/48, uptime: 00:00:04, expires: 23:59:53, via map-reply, complete
Locator Uptime State Pri/Wgt
10.0.0.6 00:00:04 up 1/100

The following sample output from the show lisp instance-id x ipv6 map-cache detail command displays a
detailed list of current dynamic and static IPv6 EID-to-RLOC map-cache entries:

device#show lisp instance-id 101 ipv6é map-cache detail
LISP IPv6 Mapping Cache, 2 entries

::/0, uptime: 00:00:52, expires: never, via static
State: send-map-request, last modified: 00:00:52, map-source: local
Idle, Packets out: 0
Negative cache entry, action: send-map-request
2001:DB8:AB::/48, uptime: 00:00:30, expires: 23:59:27, via map-reply, complete
State: complete, last modified: 00:00:30, map-source: 10.0.0.6
Active, Packets out: 0
Locator Uptime State Pri/Wgt
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show lisp instance-id ipvé map-cache

10.0.0.6 00:00:30 up 1/100
Last up-down state change: never, state change count: 0
Last priority / weight change: never/never
RLOC-probing loc-status algorithm:
Last RLOC-probe sent: never

The following sample output from the show ipv6 lisp map-cache command with a specific IPv6 EID prefix
displays detailed information associated with that IPv6 EID prefix entry.

device#show lisp instance-id 101 ipv6é map-cache 2001:DB8:AB::/48
LISP IPv6 Mapping Cache, 2 entries

2001:DB8:AB::/48, uptime: 00:01:02, expires: 23:58:54, via map-reply, complete
State: complete, last modified: 00:01:02, map-source: 10.0.0.6
Active, Packets out: O

Locator Uptime State Pri/Wgt
10.0.0.6 00:01:02 wup 1/100
Last up-down state change: never, state change count: 0
Last priority / weight change: never/never
RLOC-probing loc-status algorithm:
Last RLOC-probe sent: never
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show lisp instance-id ipv4 server

To display the Location Identifier Separation Protocol (LISP) site registration information, use the show lisp
instance-id ipv4 server command in privileged EXEC mode.

show lisp instance-id instance-id ipv4 server [ EID-address | EID-prefix | detail | name | rloc |
summary | silent-host-detection ]

Syntax Description EID-address (Optional) Site registration information for this end point.
EID-prefix (Optional) Site registration information for this IPv4 EID prefix.
detail (Optional) Displays detailed site information.
name (Optional) Displays site registration information for the named site.
rloc (Optional) Displays the routing locator endpoint identifier (RLOC-EID) instance

membership details.

summary (Optional) Displays summary information for each site.

slent-host-detection (Optional) Displays the silent host detection registration information on the Map
Server Map Resolver (MSMR).

Command Default None

Command History Release Modification

Cisco IOS XE Everest 16.5.1a This command was introduced.

Cisco I0S XE Dublin 17.11.1 This command was modified. Introduced support for the silent-host-detection
keyword.

Usage Guidelines When a host is detected by the tunnel router (xTR), it registers the host with the map server. Use the show
lisp instance-id ipv4 server command to see the site registration details. TCP registrations display the port
number, whereas UDP registrations do not display the port number. The port number is 4342 by default for
UDP registrations.

Examples The following are the sample outputs of the show lisp instance-id ipv4 server command:

device# show lisp instance-id 100 ipv4 server

LISP Site Registration Information
* = Some locators are down or unreachable

# Some registrations are sourced by reliable transport

Site Name Last Up Who Last Inst EID Prefix
Register Registered ID

XTR 00:03:22 yes*# 172.16.1.4:64200 100 101.1.0.0/16
00:03:16 yes# 172.16.1.3:19881 100 101.1.1.1/32
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. show lisp instance-id ipv4 server

device# show lisp instance-id 100 ipv4 server 101.1.0.0/16
LISP Site Registration Information

Site name: XTR

Allowed configured locators: any

Requested EID-prefix:

EID-prefix: 101.1.0.0/16 instance-id 100

First registered: 00:04:24
Last registered: 00:04:20
Routing table tag: 0
Origin: Configuration, accepting more specifics
Merge active: No
Proxy reply: No
TTL: 1d00h
State: complete
Registration errors:
Authentication failures: 0

Allowed locators mismatch: 0
ETR 172.16.1.4:64200, last registered 00:04:20, no proxy-reply, map-notify
TTL 1d00h, no merge, hash-function shal, nonce 0xClED8EE1-0x553D05D4

state complete, no security-capability
xTR-ID 0x46B2F3A5-0x19B0A3C5-0x67055A44-0xF5BF3FBB
site-ID unspecified
sourced by reliable transport
Locator Local State Pri/Wgt Scope
172.16.1.4 vyes admin-down 255/100 IPv4 none

The following is a sample ouput showing a UDP registration (without port number):
device# show lisp instance-id 100 ipv4 server 101.1.1.1/32

LISP Site Registration Information

Site name: XTR

Allowed configured locators: any

Requested EID-prefix:

EID-prefix: 101.1.1.1/32 instance-id 100

First registered: 00:00:08
Last registered: 00:00:04
Routing table tag: 0
Origin: Dynamic, more specific of 101.1.0.0/16
Merge active: No
Proxy reply: No
TTL: 1d00h
State: complete
Registration errors:
Authentication failures: 0

Allowed locators mismatch: O
ETR 172.16.1.3:46245, last registered 00:00:04, no proxy-reply, map-notify
TTL 1d00h, no merge, hash-function shal, nonce 0x1769BD91-0x06E10A06

state complete, no security-capability
xTR-ID 0x4F5F0056-0xAE270416-0x360B42D6-0x6FCD3F5B
site-ID unspecified
sourced by reliable transport
Locator Local State Pri/Wgt Scope
172.16.1.3 yes up 100/100 IPv4 none
ETR 172.16.1.3, last registered 00:00:08, no proxy-reply, map-notify
TTL 1d00h, no merge, hash-function shal, nonce 0x1769BD91-0x06E10AQ06
state complete, no security-capability
xTR-ID 0x4F5F0056-0xAE270416-0x360B42D6-0x6FCD3F5B
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site-ID unspecified
Locator Local State Pri/Wgt Scope
172.16.1.3 yes up 100/100 IPv4 none

Use the silent-host-detection option to view the silent host detection registration information on the
MSMR.

device# show lisp instance 101 ipv4 server silent-host-detection

LISP Site Registration Information
* = Some locators are down or unreachable
# = Some registrations are sourced by reliable transport

Site Name Last Up Who Last Inst EID Prefix
Register Registered ID

multisite never no - 101 0.0.0.0/0
never no -- 101 10.1.2.0/24
never no -- 101 172.168.0.0/16
never no -- 101 10.168.0.0/16
1d10h yes# 10.22.22.22:30118 101 10.160.0.0/16
2d11h yes# 10.11.11.11:23346 101 10.161.0.0/16
never no -- 101 10.162.0.0/16
never no -- 101 10.163.0.0/16
never no -- 101 10.164.0.0/16
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To display the Location Identifier Separation Protocol (LISP) site registration information, use the show lisp
instance-id ipv6 server command in privileged EXEC mode.

show lisp instance-id instance-id ipv6 server [ EID-address | EID-prefix | detail | name | rloc |
summary | silent-host-detection ]

Syntax Description

EID-address (Optional) Site registration information for this end point.

EID-prefix (Optional) Site registration information for this IPv6 EID prefix.

detail (Optional) Displays detailed site information.

name (Optional) Displays the site registration information for the named site.

rloc (Optional) Displays the routing locator endpoint identifier (RLOC-EID) instance
membership details.

summary (Optional) Displays summary information for each site.

slent-host-detection (Optional) Displays the silent host detection registration information on the Map
Server Map Resolver (MSMR).

Command Default ~ None
Command Modes Privileged EXEC (#)
Command History Release Modification

Usage Guidelines

Examples

Cisco IOS XE Everest 16.6.1 This command was introduced.

Cisco IOS XE Dublin
17.11.1

This command was modified. Introduced support for the silent-host-detection
keyword.

When a host is detected by the tunnel router (xXTR), it registers the host with the map server.

The following is a sample output of the show lisp instance-id ipv6 server command:

device# show lisp instance-id 2 ipv6é server

LISP Site Registration Information

* = Some locators are down or unreachable

# = Some registrations are sourced by reliable transport

Site Name Last Up Who Last Inst EID Prefix
Register Registered ID

Shire never no -- 2 2001::/64
00:18:21 yes# 100.1.1.1:22590 2 2001::101/128

The following is a sample output of the show lisp instance-id ipv6 server silent-host-detection
command:
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show lisp instance-id ipv6 server .

device# show lisp instance-id 101 ipv6é server silent-host-detection

LISP Site Registration Information

* = Some locators are down or unreachable

# = Some registrations are sourced by reliable transport

Site Name Last Up Who Last Inst EID Prefix
Register Registered ID

multisite never no - 101 ::/0
never no -- 101 2001:172:168:1::/64
never no -- 101 2001:191:168:1::/64
2d1l4h yes# 100.11.11.11:23346 101 2001:192:168:1::/64
2d1l4h yes# 100.11.11.11:23346 101 2001:193:168:1::/64
never no -- 101 2001:195:168:1::/64
never no -- 101 2001:196:168:1::/64
never no -- 101 2001:197:168:1::/64
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. show lisp instance-id ipv4 statistics

show lisp instance-id ipv4 statistics

To display Locator/ID Separation Protocol (LISP) IPv4 address-family packet count statistics, use the show
lisp instance-id ipv4 statistics command in the privileged EXEC mode.

show lisp instance-id instance-id ipv4 statistics

Syntax Description

This command has no keywords or arguments.

Command Default ~ None
Command Modes Privileged Exec (#)
Command History Release Modification

Usage Guidelines

Cisco IOS XE Everest 16.6.1 This command was
introduced.

This command is used to display IPv4 LISP statistics related to packet encapsulations, de-encapsulations,
map requests, map replies, map registers, and other LISP-related packets.

The following is a sample output of the show lisp instance-id 4099 ipv4 statistics command:

device# show lisp instance-id 4099 ipv4 statistics
LISP EID Statistics for instance ID 4099 - last cleared: never
Control Packets:

Map-Requests in/out: 0/0
Map-Requests in (5 sec/1 min/5 min) : 0/0/0
Encapsulated Map-Requests in/out: 0/0
RLOC-probe Map-Requests in/out: 0/0
SMR-based Map-Requests in/out: 0/0
Extranet SMR cross-IID Map-Requests in: 0
Map-Requests expired on-queue/no-reply 0/0
Map-Resolver Map-Requests forwarded: 0
Map-Server Map-Requests forwarded: 0

Map-Reply records in/out: 0/0
Authoritative records in/out: 0/0
Non-authoritative records in/out: 0/0
Negative records in/out: 0/0
RLOC-probe records in/out: 0/0
Map-Server Proxy-Reply records out: 0

WLC Map-Subscribe records in/out: 2/2
Map-Subscribe failures in/out: 0/0

WLC Map-Unsubscribe records in/out: 1/1
Map-Unsubscribe failures in/out: 0/0

Map-Register records in/out: 11/11
Map-Registers in (5 sec/l1 min/5 min): 0/0/0
Map-Server AF disabled: 0
Not valid site eid prefix: 2
Authentication failures: 0
Disallowed locators: 0
Miscellaneous: 0

WLC Map-Register records in/out: 0/0
WLC AP Map-Register in/out: 0/0
WLC Client Map-Register in/out: 0/0
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WLC Map-Register failures in/out: 0/0
Map-Notify records in/out: 14/7
Authentication failures: 0
WLC Map-Notify records in/out: 0/0

WLC AP Map-Notify in/out: 0/0

WLC Client Map-Notify in/out: 0/0

WLC Map-Notify failures in/out: 0/0

Publish-Subscribe in/out:

Subscription Request records in/out: 1/1
IID subscription requests in/out: 1/1
Pub-refresh subscription requests in/out: 0/0
Policy subscription requests in/out: 0/0

Subscription Request failures in/out: 0/0

Subscription Status records in/out: 5/5
End of Publication records in/out: 5/5
Subscription rejected records in/out: 0/0
Subscription removed records in/out: 0/0

Subscription Status failures in/out: 0/0

Solicit Subscription records in/out: 2/1

Solicit Subscription failures in/out: 0/0

Publication records in/out: 13/13

Publication failures in/out: 0/0

Errors:
Mapping record TTL alerts: 0
Map-Request invalid source rloc drops: 0
Map-Register invalid source rloc drops: 0
DDT Requests failed: 0
DDT ITR Map-Requests dropped: 0 (nonce-collision: 0, bad-xTR-nonce:

0)

Cache Related:
Cache entries created/deleted: 2/2
Cache full: no
Cache entry limit: 32768
NSF replay entry count 0
NSF CEF replay entry count 0
Number of EID-prefixes in map-cache: 0
Number of native EID forward entries: 0
Number of unknown EID forward entries: 0
Number of mappings skipped due to RLOC watch: 0
Number of rejected EID-prefixes due to limit: 0
Number of times signal suppression was turned on: 0O

Time since last signal suppressed change: never

Number of negative entries in map-cache: 0
Total number of RLOCs in map-cache: 0
Total number of RLOCs as last resort source: 0
Average RLOCs per EID-prefix: 0
Policy active entries: 0
Idle entries: 0
Forwarding:
Number of data signals processed: 1 (+ dropped 0)
Number of reachability reports: 0 (+ dropped 0)
Number of SMR signals dropped: 0
LISP RLOC Statistics - last cleared: never
Control Packets:
RTR Map-Requests forwarded: 0
RTR Map-Notifies forwarded: 0
DDT-Map-Requests in/out: 0/0
DDT-Map-Referrals in/out: 0/0
Errors:
Map-Request format errors: 0
Map-Reply format errors: 0
Map-Referral format errors: 0
LISP Miscellaneous Statistics - last cleared: never
Errors:
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Invalid IP version drops:
Invalid IP header drops:
Invalid IP proto field drops:
Invalid packet size drops:
Invalid LISP control port drops:
Invalid LISP checksum drops:
Unsupported LISP packet type drops:
Unknown packet drops:

device#

O O O O O o o o
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show lisp instance-id ipv6 statistics .

show lisp instance-id ipvb statistics

To display Locator/ID Separation Protocol (LISP) IPv6 address-family packet count statistics, use the show
lisp instance-id ipv6 statistics command in the privileged EXEC mode.

show lisp instance-id instance-id ipv6 statistics

Syntax Description

This command does not have any keywords or arguments.

Command Default ~ None.
Command Modes Privileged Exec (#)
Command History Release Modification

Usage Guidelines

Cisco IOS XE Everest 16.6.1 This command was
introduced.

This command is used to display IPv6 LISP statistics related to packet encapsulations, de-encapsulations,
map requests, map replies, map registers, and other LISP-related packets.

The following is a sample output of the show lisp instance-id 4099 ipv6 statistics command :

device# show lisp instance-id 4099 ipvé statistics
LISP EID Statistics for instance ID 4099 - last cleared: never
Control Packets:

Map-Requests in/out: 2/2
Map-Requests in (5 sec/1 min/5 min) : 0/0/0
Encapsulated Map-Requests in/out: 2/2
RLOC-probe Map-Requests in/out: 0/0
SMR-based Map-Requests in/out: 0/0
Extranet SMR cross-IID Map-Requests in: 0
Map-Requests expired on-queue/no-reply 0/0
Map-Resolver Map-Requests forwarded: 0
Map-Server Map-Requests forwarded: 0

Map-Reply records in/out: 2/2
Authoritative records in/out: 2/2
Non-authoritative records in/out: 0/0
Negative records in/out: 0/0
RLOC-probe records in/out: 0/0
Map-Server Proxy-Reply records out: 0

WLC Map-Subscribe records in/out: 2/2
Map-Subscribe failures in/out: 0/0

WLC Map-Unsubscribe records in/out: 1/1
Map-Unsubscribe failures in/out: 0/0

Map-Register records in/out: 9/9
Map-Registers in (5 sec/l1 min/5 min): 0/0/0
Map-Server AF disabled: 0
Not valid site eid prefix: 2
Authentication failures: 0
Disallowed locators: 0
Miscellaneous: 0

WLC Map-Register records in/out: 0/0
WLC AP Map-Register in/out: 0/0
WLC Client Map-Register in/out: 0/0

Command Reference, Cisco 10S XE 17.14.x (Catalyst 9500 Switches) .



Cisco SD-Access |

. show lisp instance-id ipv6 statistics

WLC Map-Register failures in/out: 0/0
Map-Notify records in/out: 10/5
Authentication failures: 0
WLC Map-Notify records in/out: 0/0
WLC AP Map-Notify in/out: 0/0
WLC Client Map-Notify in/out: 0/0
WLC Map-Notify failures in/out: 0/0
Publish-Subscribe in/out:
Subscription Request records in/out: 1/1
IID subscription requests in/out: 1/1
Pub-refresh subscription requests in/out: 0/0
Policy subscription requests in/out: 0/0
Subscription Request failures in/out: 0/0
Subscription Status records in/out: 5/5
End of Publication records in/out: 5/5
Subscription rejected records in/out: 0/0
Subscription removed records in/out: 0/0
Subscription Status failures in/out: 0/0
Solicit Subscription records in/out: 1/1
Solicit Subscription failures in/out: 0/0
Publication records in/out: 11/11
Publication failures in/out: 0/0
Errors:
Mapping record TTL alerts: 0
Map-Request invalid source rloc drops: 0
Map-Register invalid source rloc drops: 0
DDT Requests failed: 0
DDT ITR Map-Requests dropped: 0 (nonce-collision: 0, bad-xTR-nonce:
0)
Cache Related:
Cache entries created/deleted: 4/4
Cache full: no
Cache entry limit: 32768
NSF replay entry count 0
NSF CEF replay entry count 0
Number of EID-prefixes in map-cache: 0
Number of native EID forward entries: 0
Number of unknown EID forward entries: 0
Number of mappings skipped due to RLOC watch: 0
Number of rejected EID-prefixes due to limit: 0
Number of times signal suppression was turned on: 0
Time since last signal suppressed change: never
Number of negative entries in map-cache: 0
Total number of RLOCs in map-cache: 0
Total number of RLOCs as last resort source: 0
Average RLOCs per EID-prefix: 0
Policy active entries: 0
Idle entries: 0
Forwarding:
Number of data signals processed: 1 (+ dropped 0)
Number of reachability reports: 0 (+ dropped 0)
Number of SMR signals dropped: 0
LISP RLOC Statistics - last cleared: never
Control Packets:
RTR Map-Requests forwarded: 0
RTR Map-Notifies forwarded: 0
DDT-Map-Requests in/out: 0/0
DDT-Map-Referrals in/out: 0/0
Errors:
Map-Request format errors: 0
Map-Reply format errors: 0
Map-Referral format errors: 0
LISP Miscellaneous Statistics - last cleared: never
Errors:
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show lisp instance-id ipv6 statistics .

Invalid IP version drops:
Invalid IP header drops:
Invalid IP proto field drops:
Invalid packet size drops:
Invalid LISP control port drops:
Invalid LISP checksum drops:
Unsupported LISP packet type drops:
Unknown packet drops:

device#

O O O O O o o o
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. show lisp prefix-list

show lisp prefix-list

To display the LISP prefix-list information, use the show lisp prefix-list command in the privileged EXEC
mode.

show lisp prefix-list [ name-prefix-list]

Syntax Description name-prefix-list (Optional) Specifies the prefix-list whose information is displayed.

Command Default None

Command History Release Modification
Cisco 10S XE Fuji This command was
16.9.1 introduced.
Example

The following is a sample output from the show lisp prefix-list command:

device# show lisp prefix-list
Lisp Prefix List information for router lisp O

Prefix List: set
Number of entries: 1
Entries:
1.2.3.4/16
Sources: static
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show lisp session

To display the current list of reliable transport sessions in the fabric, use the show lisp session command in
the privileged EXEC mode.

show lisp session [all | established]

Syntax Description all (Optional) Displays transport session inforamtion for all the sessions.

established (Optional) Displays transport session information for established connections.

Command Default None.
Command Modes Privileged Exec
Command History Release Modification

Cisco IOS XE Everest 16.6.1 This command was
introduced.

Usage Guidelines The show lisp session command displays only those sessions that are in Up or Down state. Use the show lisp
session all command to see all sessions in any state.

The following is a sample output of the command show lisp session on an MSMR:

device# show lisp session
Sessions for VRF default, total: 4, established: 2

Peer State Up/Down In/Out Users
172.16.1.3:22667 Up 00:00:52 4/8 2
172.16.1.4:18904 Up 00:22:15 5/13 1

device# show lisp session all
Sessions for VRF default, total: 4, established: 2

Peer State Up/Down In/Out Users
172.16.1.3 Listening never 0/0 0
172.16.1.3:22667 Up 00:01:13 4/8 2
172.16.1.4 Listening never 0/0 0
172.16.1.4:18904 Up 00:22:36 5/13 1
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. use-petr

use-petr

To configure a router to use an IPv4 or IPv6 Locator/ID Separation Protocol (LISP) Proxy Egress Tunnel
Router (PETR), use the use-petr command in LISP Instance configuration mode or LISP Instance Service
configuration mode. To remove the use of a LISP PETR, use the no form of this command.

use-petr locator-address[ priority priority weight weight ]

no use-petr locator-address|[ priority priority weight weight ]

Syntax Description locator-address | The name of locator-set that is set as default.

priority priority | (Optional) Specifies the priority (value between 0 and 255) assigned to this PETR. A
lower value indicates a higher priority.

weight weight | (Optional) Specifies the percentage of traffic to be load-shared (value between 0 and 100).

Command Default The router does not use PETR services.

Command Modes LISP Service (router-lisp-service)

LISP Instance-Service (router-lisp-instance-service)

Command History
Command History Release Modification

Cisco IOS XE Everest 16.6.1 This command was introduced.

Usage Guidelines Use the use-petr command to enable an Ingress Tunnel Router (ITR) or Proxy Ingress Tunnel Router (PITR)
to use [Pv4 Proxy Egress Tunnel Router (PETR) services. When the use of PETR services is enabled, instead
of natively forwarding LISP endpoint identifier (EID) (source) packets destined to non-LISP sites, these
packets are LISP-encapsulated and forwarded to the PETR. Upon receiving these packets, the PETR
decapsulates them and then forwards them natively toward the non-LISP destination.

Do not use use-petr command in Service-Ethernet configuration mode.
PETR services may be necessary in several cases:

1. By default when a LISP site forwards packets to a non-LISP site natively (not LISP encapsulated), the
source IP address of the packet is that of an EID. When the provider side of the access network is configured
with strict unicast reverse path forwarding (uURPF) or an anti-spoofing access list, it may consider these
packets to be spoofed and drop them since EIDs are not advertised in the provider core network. In this
case, instead of natively forwarding packets destined to non-LISP sites, the ITR encapsulates these packets
using its site locator(s) as the source address and the PETR as the destination address.

)

Note The use of the use-petr command does not change LISP-to-LISP or non-LISP-to-non-LISP forwarding
behavior. LISP EID packets destined for LISP sites will follow normal LISP forwarding processes and be
sent directly to the destination ETR as normal. Non-LISP-to-non-LISP packets are never candidates for LISP
encapsulation and are always forwarded natively according to normal processes.
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Examples

use-petr .

2. When a LISP IPv6 (EID) site needs to connect to a non-LISP IPv6 site and the ITR locators or some
portion of the intermediate network does not support IPv6 (it is IPv4 only), the PETR can be used to
traverse (hop over) the address family incompatibility, assuming that the PETR has both IPv4 and IPv6
connectivity. The ITR in this case can LISP-encapsulate the IPv6 EIDs with IPv4 locators destined for
the PETR, which de-encapsulates the packets and forwards them natively to the non-LISP IPv6 site over
its IPv6 connection. In this case, the use of the PETR effectively allows the LISP site packets to traverse
the IPv4 portion of network using the LISP mixed protocol encapsulation support.

The following example shows how to configure an ITR to use the PETR with the IPv4 locator of
10.1.1.1. In this case, LISP site IPv4 EIDs destined to non-LISP IPv4 sites are encapsulated in an
IPv4 LISP header destined to the PETR located at 10.1.1.1:

device (config) # router lisp
device (config-router-1lisp) #service ipv4
device (config-router-lisp-serv-ipv4) # use-petr 10.1.1.1

The following example configures an ITR to use two PETRs: one has an IPv4 locator of 10.1.1.1
and is configured as the primary PETR (priority 1 weight 100), and the other has an IPv4 locator of
10.1.2.1 and is configured as the secondary PETR (priority 2 weight 100). In this case, LISP site
IPv4 EIDs destined to non-LISP IPv4 sites will be encapsulated in an IPv4 LISP header to the primary
PETR located at 10.1.1.1 unless it fails, in which case the secondary will be used.

Router (config-router-lisp-serv-ipv4) # use-petr 10.1.1.1 priority 1 weight 100
Router (config-router-lisp-serv-ipv4)# use-petr 10.1.2.1 priority 2 weight 100
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. use-petr
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Cisco TrustSec Commands

* address (CTS), on page 99

* clear cts environment-data, on page 100

» clear cts policy-server statistics, on page 101
* content-type json, on page 102

* cts authorization list, on page 103

* cts change-password, on page 104

* cts credentials, on page 105

* cts environment-data enable, on page 107
* cts policy-server device-id, on page 108

* cts policy-server name, on page 109

* cts policy-server order random, on page 110
* cts policy-server username, on page 111

* cts refresh, on page 112

* cts rekey, on page 114

* cts role-based enforcement, on page 115
* cts role-based 12-vrf, on page 116

* cts role-based monitor, on page 118

* cts role-based permissions, on page 119

* cts role-based sgt-caching, on page 121

* cts role-based sgt-map, on page 122

* cts sxp connection peer, on page 124

* cts sxp default password, on page 127

* cts sxp default source-ip, on page 129

* cts sxp export-import-group, on page 131
* cts sxp export-list, on page 132

* cts sxp filter-enable, on page 133

* cts sxp filter-group, on page 134

* cts sxp filter-list, on page 136

* cts sxp import-list, on page 138

* cts sxp log binding-changes, on page 139
* cts sxp reconciliation period, on page 140
* cts sxp retry period, on page 141

* debug cts environment-data, on page 142
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* debug cts policy-server, on page 144

* port (CTS), on page 145

* propagate sgt (cts manual), on page 146

« retransmit (CTS), on page 148

* sap mode-list (cts manual), on page 149

* show cts credentials, on page 151

* show cts environment-data, on page 152

« show cts interface, on page 153

* show cts policy-server, on page 155

* show cts role-based counters, on page 158

* show cts role-based permissions, on page 160

* show cts server-list, on page 162

* show cts sxp, on page 164

* show platform hardware fed switch active fwd-asic resource tcam utilization , on page 167

* show platform hardware fed switch active sgacl resource usage, on page 169

* show platform software classification switch active FO class-group-manager class-group client acl all,
on page 170

* show platform software cts forwarding-manager switch active FO port, on page 171

* show platform software cts forwarding-manager switch active FO, on page 175

* show platform software cts forwarding-manager switch active FO permissions, on page 176

« show platform software fed switch active acl counters hardware | inc SGACL , on page 178

« show platform software fed switch active acl usage , on page 179

* show platform software fed switch active ifm mappings , on page 180

* show platform software fed switch active ip route , on page 182

« show platform software fed switch active sgacl detail , on page 184

* show platform software fed switch active sgacl port , on page 185

« show platform software fed switch active sgacl vlan , on page 187

* show platform software status control-processor brief, on page 188

» show monitor capture <name> buffer, on page 189

« timeout (CTS), on page 190

« tls server-trustpoint, on page 191
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address (CTS)

To configure the Cisco TrustSec policy-server address, use the addresscommand in policy-server configuration
mode. To remove the address of the policy server, use the no form of this command.

address {domain-name name | ipv4 policy-server-address | ipv6 policy-server-address}
no address {domain-name |ipv4 |ipv6}

Syntax Description  domain-name name Specifies the domain name of the
policy server.

ipv4 policy-server-address Specifies the IP address of the policy
server.
ipv6 Specifies the [Pv6 address of the

policy server.

Command Default Policy server address is not configured.
Command Modes Policy-server configuration (config-policy-server)
Command History Release Modification

Cisco 10S XE Amsterdam 17.1.1 This command was introduced.
Usage Guidelines Configure the policy server name to enter the policy-server configuration mode.
Examples

The following example shows how configure the domain name of the policy-server:

Device# enable

Device# configure terminal

Device (config) # policy-server name ise_server 2

Device (config-policy-server)# address domain-name ISE_domain

The following example shows how configure the IP address of the policy-server:

Device# enable

Device# configure terminal

Device (config) # cts policy-server name ise_server_2
Device (config-policy-server)# address ipv4 10.1.1.1

Related Commands Command Description

ctspolicy-server name Configures the name of a policy server and
enters policy-server configuration mode.
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. clear cts environment-data

clear cts environment-data

To clear Cisco TrustSec environment data, use the clear ctsenvironment-data command in privileged EXEC
mode.

clear ctsenvironment-data

This command has no arguments or keywords.

Command History Release Modification

Cisco IOS XE Amsterdam 17.1.1 This command was introduced.

Examples The following example shows how to clear environment data:

Device# enable
Device# clear cts environment-data

Related Commands Command Description
ctsenvironment-data enable Enables the download of environment data.
debug cts environment-data Enables the debugging of Cisco TrustSec

environment data operations.

show cts environment-data Displays Cisco TrustSec environment data
information.
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clear cts policy-server statistics .

clear cts policy-server statistics

To clear Cisco TrustSec policy-server statistics, use the clear ctspolicy-server statisticscommand in privileged

EXEC mode.

clear ctspolicy-server statistics {active | all}

Syntax Description active Clears statistics of all active policy
servers.
all Clears all policy server statistics.
Command Modes Privileged EXEC (#)
Command History Release Modification

Examples

Cisco IOS XE Amsterdam 17.1.1

This command was introduced.

The following example shows how to clear all policy-server statistics:

Device# enable

Device# clear cts policy-server statistics all

Related Commands

Command

Description

cts policy-server name

Configures a Cisco TrustSec policy server and
enters policy-server configuration mode.
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. content-type json

content-type json

To enable the JavaScript Object Notation (JSON) as the content type, use the content-type json command
in policy-server configuration mode. To remove the content-type, use the no form of this command.

content-typejson
no content-typejson

This command has no arguments or keywords.

Command Default JSON content-type is enabled.

Command Modes Policy-server configuration (config-policy-server)
Command History Release Modification
Cisco IOS XE Amsterdam 17.1.1 This command was introduced.
Usage Guidelines JSON is used as the content-type to download Security Group access control lists (SGACLs) and environment

data from the Cisco Identity Services Engine (ISE).

Examples The following example shows how to enable the JSON content-type:
Device# enable
Device# configure terminal
Device (config) # policy-server name ise_server_ 2
Device (config-policy-server)# content-type json
Related Commands | Command Description

ctspolicy-server name Configures the name of a policy server and
enters policy-server configuration mode.
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cts authorization list

To specify a list of authentication, authorization, and accounting (AAA) servers to be used by the TrustSec
seed device, use the ctsauthorization list command on the Cisco TrustSec seed device in global configuration
mode. Use the no form of the command to stop using the list during authentication.

cts authorization list server_list

no cts authorization list server_list

Syntax Description  server_ligt Cisco TrustSec AAA server group.

Command Default None

Command Modes Global configuration (config)

Supported User Roles

Administrator
Command History Release Modification

Cisco IOS XE Fuji 16.9.1 This command was introduced.
Usage Guidelines This command is only for the seed device. Non-seed devices obtain the TrustSec AAA server list from their

TrustSec authenticator peer as a component of their TrustSec environment data.

The following example displays an AAA configuration of a TrustSec seed device:

Device# cts credentials id Devicel password Ciscol23
Device# configure terminal

Device (config) # aaa new-model

Device (config) # aaa authentication dotlx default group radius
Device (configqg) aaa authorization network MLIST group radius
Device (config) # cts authorization list MLIST

Device (config)

Device (configqg)

AbCel234

Device (config) # radius-server vsa send authentication

Device (config) # dotlx system-auth-control

Device (config) # exit

aaa accounting dotlx default start-stop group radius

#
#
#
# radius-server host 10.20.3.1 auth-port 1812 acct-port 1813 pac key

Related Commands | Command Description
show cts Displays RADIUS server configurations.
server-list
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cts change-password

To change the password between the local device and the authentication server, use the cts change-passwor d
privileged EXEC command.

cts change-password server ipv4_address udp_port {a-id hex string | key radius key }[{source
interface list}]

Syntax Description

Command Default

Command Modes

server Specifies the authentication server.
ipv4_address IP address of the authentication server.
udp_port UPD port of the authentication server.

a-id hex_string Specifies the identification string of the ACS server.

key Specifies the RADIUS key to be used for provisioning.

sourceinterface list (Optional) Specifies the interface type and its identifying parameters as per the displayed
list for source address in request packets.

None.

Privileged EXEC (#)

Supported User Roles

Administrator
Command History Release Modification
Cisco IOS XE Fuji 16.9.1 This command was introduced.

Usage Guidelines

The cts change-password command allows an administrator to change the password used between the local
device and the Cisco Secure ACS authentication server, without having to reconfigure the authentication
server.

The following example shows how to change the Cisco TrustSec password between a switch and a
Cisco Secure ACS:

Device# cts change-password server 192.168.2.2 88 a-id ffef
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cts credentials .

cts credentials

Use the cts credentials command in privileged EXEC mode to specify the TrustSec ID and password of the
network device. Use the clear ctscredentials command to delete the credentials.

cts credentialsid cts id password cts pwd

Syntax Description

Command Default

Command Modes

credentialsid cts id Specifies the Cisco TrustSec device ID for this device to use when authenticating
with other Cisco TrustSec devices with EAP-FAST. The cts-id variable has a maximum
length of 32 characters and is case sensitive.

password cts pwd Specifies the password for this device to use when authenticating with other Cisco
TrustSec devices with EAP-FAST.

None

Privileged EXEC (#)

Supported User Roles

Administrator
Command History Release Modification
Cisco IOS XE Fuji 16.9.1 This command was introduced.

Usage Guidelines

The cts credentials command specifies the Cisco TrustSec device ID and password for this device to use
when authenticating with other Cisco TrustSec devices with EAP-FAST. The Cisco TrustSec credentials state
retrieval is not performed by the nonvolatile generation process (NVGEN) because the Cisco TrustSec credential
information is saved in the keystore, and not in the startup configuration. The device can be assigned a Cisco
TrustSec identity by the Cisco Secure Access Control Server (ACS), or a new password auto-generated when
prompted to do so by the ACS. These credentials are stored in the keystore, eliminating the need to save the
running configuration. To display the Cisco TrustSec device ID, use the show cts credentials command. The
stored password is never displayed.

To change the device ID or the password, reenter the command. To clear the keystore, use the clear cts
credentials command.

\}

Note

keystore because PACs are associated with the old device ID and are not valid for a new identity.

When the Cisco TrustSec device ID is changed, all Protected Access Credentials (PACs) are flushed from the

The following example shows how to configure the Cisco TrustSec device ID and password:

Device# cts credentials id ctsl password passwordl
CTS device ID and password have been inserted in the local keystore. Please make sure that
the same ID and password are configured in the server database.
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. cts credentials

The following example show how to change the Cisco TrustSec device ID and password to cts new
and password123, respectively:

Device# cts credentials id cts_new pacssword passwordl23
A different device ID is being configured.

This may disrupt connectivity on your CTS links.

Are you sure you want to change the Device ID? [confirm] y

TS device ID and password have been inserted in the local keystore. Please make sure that
the same ID and password are configured in the server database.

The following sample output displays the Cisco TrustSec device ID and password state:

Device# show cts credentials

CTS password is defined in keystore, device-id = cts_ new

Related Commands | Command Description
clear cts Clears the Cisco TrustSec device ID and password.
credentials
show cts Displays the state of the current Cisco TrustSec device ID and password.
credentials
show ctskeystore | Displays contents of the hardware and software keystores.
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cts environment-data enable

To enable the download of environment data through REST application programming interfaces (APIs), use
the cts environment-data enable command in global configuration mode. To disable the download of
environment data, use the no form of this command.

cts environment-data enable
no cts environment-data enable

This command has no arguments or keywords.

Command Default Environment data download is not enabled.
Command Modes Global configuration (config)
Command History Release Modification
Cisco IOS XE Amsterdam 17.1.1 This command was introduced.
Usage Guidelines The cts environment-data enable command cannot co-exist with the ctsauthorization list command. The

ctsauthorization list command enables the download of environment data through RADIUS.

If you try to configure RADIUS-based configuration by using the ctsauthorization list command, when the
ctsenvironment-data enable command is already configured, the following error message is displayed on
the console:

Error: 'cts policy-server or cts environment-data' related configs are enabled.
Disable http-based configs, to enable 'cts authorization'

Examples The following example shows how to enable environment data download:
Device# enable
Device# configure terminal
Device (config) # cts environment-data enable
Related Commands Command Description
clear ctsenvironment-data Clears environment data.
debug cts environment-data Enables the debugging of Cisco TrustSec

environment data operations.

show cts environment-data Displays Cisco TrustSec environment data
information.
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cts policy-server device-id

To configure the policy-server device ID, use the ctspolicy-server device-id command in global configuration
mode. To remove the policy-server device ID, use the no form of this command.

cts policy-server device-id device-ID
no cts policy-server device-id device-1D

Syntax Description device-1D Device ID of the Cisco TrustSec
device.
Command Default Device ID is not configured.
Command Modes Global configuration (config)
Command History Release Modification
Cisco IOS XE Amsterdam 17.1.1 This command was introduced.
Usage Guidelines The device ID must be the same one that was used to add the network access device (NAD) on Cisco Identity

Services Engine (ISE). This ID is used to send environment data requests to Cisco ISE.

Examples The following example shows how to configure the policy-server device ID:
Device# enable
Device# configure terminal
Device (config) # cts policy-server device-id serverl

Related Commands Command Description

cts policy-server name Configures a Cisco TrustSec policy server and
enters policy-server configuration mode.
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cts policy-server name

To configure a Cisco TrustSec policy server and enter policy-server configuration mode, use the cts
policy-server name command in global configuration mode. To remove the policy server, use the no form
of this command.

cts policy-server name server-name
no cts policy-server name server-name

Syntax Description server-name Policy-server name.

Command Default Policy server is not configured.

Command Modes Global configuration (config)

Command History Release Modification

Cisco IOS XE Amsterdam 17.1.1 This command was introduced.

Usage Guidelines The policy server name will accept all characters. Once the policy-server name is configured, the configuration
mode changes to policy-server configuration. You can configure other details of the policy-server in this
mode.

Examples

The following example shows how to configure policy server name:

Device# enable

Device# configure terminal

Device (config)# cts policy-server name ISEl
Device (config-policy-server) #

Related Commands Command Description

show cts policy-server Displays policy server information.
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. cts policy-server order random

cts policy-server order random

Command Default

Command Modes

To change the server-selection logic to random, use the cts policy-server order random command in global
configuration mode. To go back to the default, use the no form of this command.

cts policy-server order random
no cts policy-server order random

This command has no arguments or keywords.
In-order selection is the default.

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Amsterdam 17.1.1 This command was introduced.

When multiple HTTP policy servers are configured on a device, a single Cisco Identity Services Engine (ISE)
instance may get overloaded if the device always selects the first configured server. To avoid this situation,
each device randomly selects a server. A random number is generated by the device and based on this number
a server is selected. For different devices to generate random numbers, the unique board ID and the Cisco
TrustSec process ID of the device is used to initialize the random number generator.

To change the server selection logic to random, use the cts policy-server order random command. If this
command is not selected, the default in-order selection is retained.

In-order selection is when servers are picked in the order in which they are configured (from the public server
list) or downloaded (from the private server list). Once a server is selected, the server is used till it is marked
as dead, and then the next server in the list is selected.

The following example shows how to change the server selection logic:

Device# enable
Device# configure terminal
Device (config)# cts policy-server order random

Related Commands

Command Description

ctspolicy-server name Configures a Cisco TrustSec policy server and
enters policy-server configuration mode.
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cts policy-server username

To configure a policy-server username, use the ctspolicy-server username command in global configuration
mode. To remove the policy server username, use the N0 form of this command.

cts policy-server username username password {0 | 6 | 7 password} password
no cts policy-server username

Syntax Description

Command Default

Command Modes

username Username to access REST
application programming interfaces
(APIs).

password Specifies the password to

authenticate the user.

0 Specifies an unencrypted password.
6 Specifies an encrypted password.

7 Specifies a hidden password.
password Encrypted or unencrypted password.

User credentials are not configured.

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Amsterdam 17.1.1 This command was introduced.

You must configure the username and password in Cisco Identity Services Engine (ISE) as the REST API
access credentials, before configuring it on the device. See the Cisco TrustSec HTTP Servers section of the
"Cisco TrustSec Policies Configuration" chapter for more information.

The following example shows how to configure the policy server credentials:

Device# enable
Device# configure terminal
Device (config) # policy-server username userl password 0 ise-password

Related Commands

Command Description

cts policy-server name Configures the name of a policy server and
enters policy-server configuration mode.
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. cts refresh

cts refresh

Cisco TrustSec |

To refresh the TrustSec peer authorization policy of all or specific Cisco TrustSec peers, or to refresh the
SGACL policies downloaded to the device by the authentication server, use the ctsrefresh command in
privileged EXEC mode.

cts refresh {peer [peer_id] | sgt [{sgt_number | default | unknown}]}

Syntax Description

Command Default

Command Modes

environment-data Refreshes environment data.

peer Peer-1D (Optional) If a peer-id is specified, only policies related to the specified peer connection
are refreshed.

sgt sgt_number  (Optional) Performs an immediate refresh of the SGACL policies from the authentication
server.

If an SGT number is specified, only policies related to that SGT are refreshed.

default (Optional) Refreshes the default SGACL policy.
unknown (Optional) Refreshes the unknown SGACL policy.
None
Privileged EXEC (#)

Supported User Roles

Administrator

Command History

Usage Guidelines

Release Modification

Cisco 10S XE Fuji 16.9.1 This command was introduced.

To refresh the Peer Authorization Policy on all TrustSec peers, enter cts policy refresh without specifying a
peer ID.

The peer authorization policy is initially downloaded from the Cisco ACS at the end of the EAP-FAST NDAC
authentication success. The Cisco ACS is configured to refresh the peer authorization policy, but the ctspolicy
refresh command can force immediate refresh of the policy before the Cisco ACS timer expires. This command
is relevant only to TrustSec devices that can impose Security Group Tags (SGTs) and enforce Security Group
Access Control Lists (SGACLs).

The following example shows how to refresh the TrustSec peer authorization policy of all peers:

Device# cts policy refresh
Policy refresh in progress

The following sample output displays the TrustSec peer authorization policy of all peers:

VSS-1# show cts policy peer
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CTS Peer Policy

device-id of the peer that this local device is connected to
Peer name: VSS-2T-1

Peer SGT: 1-02
Trusted Peer:

Peer Policy Lifetime = 120 secs

Peer Last update time = 12:19:09 UTC Wed Nov 18 2009
Policy expires in 0:00:01:51 (dd:hr:mm:sec)

Policy refreshes in 0:00:01:51 (dd:hr:mm:sec)

Cache data applied

= NONE

Related Commands

Command

Description

clear ctspolicy

Clears all Cisco TrustSec policies, or by the peer ID or SGT.

show ctspolicy
peer

Displays peer authorization policy for all or specific TrustSec peers.

cts refresh .
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cts rekey

Cisco TrustSec |

To regenerate the Pairwise Master Key used by the Security Association Protocol (SAP), use the ctsrekey
privileged EXEC command.

cts rekey interface type dot/port

Syntax Description

Command Default

Command Modes

interface type dot/port Specifies the Cisco TrustSec interface on which to regenerate the SAP key.

None.

Privileged EXEC (#)

Supported User Roles

Administrator
Command History Release Modification
Cisco IOS XE Fuji 16.9.1 This command was introduced.

Usage Guidelines

SAP Pair-wise Master Key key (PMK) refresh ordinarily occurs automatically, triggered by combinations of
network events and non-configurable internal timers related to dot1X authentication. The ability to manually
refresh encryption keys is often part of network administration security requirements. To manually force a
PMK refresh, use the ctsrekey command.

TrustSec supports a manual configuration mode where dot1X authentication is not required to create link-to-link
encryption between switches. In this case, the PMK is manually configured on devices on both ends of the
link with the sap pmk Cisco TrustSec manual interface configuration command.

The following example shows how to regenerate the PMK on a specified interface:

Device# cts rekey interface gigabitEthernet 2/1

Related Commands

Command Description

sap mode-list (ctsmanual) | Configures Cisco TrustSec SAP for manual mode.
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cts role-based enforcement

Syntax Description

Command Default

Command Modes

To enable role-based access control globally and on specific Layer 3 interfaces using Cisco TrustSec, use the
ctsrole-based enforcement command in global configuration mode and interface configuration mode
respectively. To disable the enforcement of role-based access control at an interface level, use the no form of
this command.

ctsrole-based enforcement
no ctsrole-based enforcement

This command has no keywords or arguments.
Enforcement of role-based access control at an interface level is disabled globally.

Global configuration (config)

Interface configuration (config-if)

Command History

Usage Guidelines

Release Modification
Cisco IOS XE Fuji This command was introduced.
16.9.1

The ctsrole-based enforcement command in global configuration mode enables role-based access control
globally. Once role-based access control is enabled globally, it is automatically enabled on every Layer 3
interface on the device. To disable role-based access control on specific Layer 3 interfaces, use the no form
of the command in interface configuration mode. The ctsrole-based enforcement command in interface
configuration mode enables enforcement of role-based access control on specific Layer 3 interfaces.

The attribute-based access control list organizes and manages the Cisco TrustSec access control on a network
device. The security group access control list (SGACL) is a Layer 3-4 access control list to filter access based
on the value of the security group tag (SGT). The filtering usually occurs at an egress port of the Cisco TrustSec
domain. The terms role-based access control list (RBACL) and SGACL can be used interchangeably, and
they refer to a topology-independent ACL used in an attribute-based access control (ABAC) policy model.

The following example shows how to enable role-based access control on a Gigabit Ethernet interface:

Device> enable

Device# configure terminal

Device (config) # interface gigabitethernet 1/1/3
Device (config-if) # cts role-based enforcement
Device (config-if)# end
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cts role-based 12-vrf

To select a virtual routing and forwarding (VRF) instance for Layer 2 VLANS, use the ctsrole-based |2-vrf
command in global configuration mode. To remove the configuration, use the no form of this command.

cts role-based 12-vrf wrf-namevlan-list {all vian-ID} [{,}] [{-}]
no cts role-based [2-vrf vrf-namevlan-list {all vian-ID} [{,}] [{-}]

Syntax Description

Command Default

Command Modes

vrf-name Name of the VRF instance.

vlan-list  Specifies the list of VLANS to be assigned to a VRF instance.

all Specifies all VLANS.

vian-ID  VLAN ID. Valid values are from 1 to 4094.

, (Optional) Specifies another VLAN separated by a comma.

- (Optional) Specifies a range of VLANS separated by a hyphen.

VRF instances are not selected.

Global configuration (config)

Command History

Usage Guidelines

Release Modification
Cisco I0S XE Fuji This command was introduced.
16.9.1

The Vian-list argument can be a single VLAN ID, a list of comma-separated VLAN IDs, or hyphen-separated
VLAN ID ranges.

The all keyword is equivalent to the full range of VLANSs supported by the network device. The all keyword
is not preserved in the nonvolatile generation (NVGEN) process.

If the ctsrole-based 12-vrf command is issued more than once for the same VRF, each successive command
entered adds the VLAN IDs to the specified VRF.

The VRF assignments configured by the ctsrole-based 12-vrf command are active as long as a VLAN
remains a Layer 2 VLAN. The IP-SGT bindings learned while a VRF assignment is active are also added to
the Forwarding Information Base (FIB) table associated with the VRF and the IP protocol version. If an
Switched Virtual Interface (SVI) becomes active for a VLAN, the VRF-to-VLAN assignment becomes inactive
and all bindings learned on the VLAN are moved to the FIB table associated with the VRF of the SVI.

Use the interfacevlan command to configure an SVI interface, and the vr f forwar ding command to associate
a VREF instance to the interface.

The VRF-to-VLAN assignment is retained even when the assignment becomes inactive. It is reactivated when
the SVIis removed or when the SVI IP address is changed. When reactivated, the IP-SGT bindings are moved
back from the FIB table associated with the VRF of the SVI to the FIB table associated with the VRF assigned
by the ctsrole-based 12-vrf command.
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The following example shows how to select a list of VLANS to be assigned to a VRF instance:

Device (config) # cts role-based 12-vrf vrfl vlan-list 20

The following example shows how to configure an SVI interface and associate a VRF instance:

Device (config)# interface vlan 101
Device (config-if)# vrf forwarding vrfl

Related Commands

Command

Description

interface vlan

Configures a VLAN interface.

vrf forwarding

Associates a VRF instance or a virtual network with an interface or
subinterface.

show ctsrole-based per missions

Displays the SGACL permission list.
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cts role-bha

Cisco TrustSec |

sed monitor

To enable role-based (security-group) access list monitoring, use the ctsrole-based monitor command in
global configuration mode. To remove role-based access list monitoring, use the no form of this command.

ctsrole-based monitor {all | permissions {default [{ipv4 | ipv6}] | from {sgt | unknown} to {sgt
| unknown} [{ipv4 |ipv6}]}}
no ctsrole-based monitor {all | permissions {default [{ipv4 | ipv6}] | from {sgt | unknown} to {sgt
| unknown} [{ipv4 |ipv6}]}}

Syntax Description

Command Default

Command Modes

all Monitors permissions for all source tags to all destination tags.

permissions Monitors permissions from a source tags to a destination tags.

default Monitors the default permission list.

ipv4 (Optional) Specifies the IPv4 protocol.

ipv6 (Optional) Specifies the IPv6 protocol.

from Specifies the source group tag for filtered traffic.

sgt Security Group Tag (SGT). Valid values are from 2 to 65519.
unknown Specifies an unknown source or destination group tag (DST).

Role-based access control monitoring is not enabled.

Global configuration (config)

Command History

Usage Guidelines

Release Modification
Cisco 10S XE Fuji This command was introduced.
16.9.1

Use the ctsrole-based monitor all command to enable the global monitor mode. If the ctsrole-based monitor
all command is configured, the output of the show cts role-based per missions command displays monitor
mode for all configured policies as true.

The following examples shows how to configure SGACL monitor from a source tag to a destination
tag:

Device (config) # cts role-based monitor permissions from 10 to 11

Related Commands

Command Description

show ctsrole-based per missions| Displays the SGACL permission list.
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cts role-based permissions

To enable permissions from a source group to a destination group, use the ctsrole-based per missionscommand
in global configuration mode. To remove the permissions, use the No form of this command.

ctsrole-based permissions {default | from {sgt | unknown}to {sgt | unknown}}{rbacl-name | ipv4
| ipv6}

no ctsrole-based permissions {default | from {sgt | unknown}to {sgt | unknown}} {rbacl-name |
ipv4d | ipv6}

Syntax Description

Command Default

Command Modes

default Specifies the default permissions list. Every cell (an SGT pair) for which, security group access
control list (SGACL) permission is not configured statically or dynamically falls under the
default category.

from Specifies the source group tag of the filtered traffic.

sgt Security Group Tag (SGT). Valid values are from 2 to 65519.

unknown  Specifies an unknown source or destination group tag.

rbacl-name Role-based access control list (RBACL) or SGACL name. Up to 16 SGACLs can be specified
in the configuration.

ipv4 Specifies the IPv4 protocol.

ipv6 Specifies the IPv6 protocol.

Permissions from a source group to a destination group is not enabled.

Global configuration (config)

Command History

Usage Guidelines

Release Modification
Cisco I0S XE Fuji This command was introduced.
16.9.1

Use the ctsrole-based per missions command to define, replace, or delete the list of SGACLs for a given
source group tag (SGT), destination group tag (DGT) pair. This policy is in effect as long as there is no
dynamic policy for the same DGT or SGT.

The ctsrole-based per missions default command defines, replaces, or deletes the list of SGACLs of the
default policy as long as there is no dynamic policy for the same DGT.

The following example shows how to enable permissions for a destination group:

Device (config) # cts role-based permissions from 6 to 6 mon_2

Command Reference, Cisco 10S XE 17.14.x (Catalyst 9500 Switches) .



Cisco TrustSec |
. cts role-based permissions

Related Commands | Command Description

show ctsrole-based per missions| Displays the SGACL permission list.
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cts role-based sgt-caching

To enable Security Group Tag (SGT) caching globally, use the ctsrole-based sgt-caching command in global
configuration mode. To remove SGT caching, use the no form of this command.

ctsrole-based sgt-caching [vlan-list {vlan-id | all}]
no ctsrole-based sgt-caching [vlan-list {vian-id | all}]

Syntax Description  vlan-list vian-id (Optional) Specifies VLAN IDs.
Individual VLAN IDs are separated
by commas, and a range of IDs
specified with a hyphen. Valid
values are from 1 to 4094.

all (Optional) Selects all VLANS.
Command Default SGT caching is not configured.
Command Modes Global configuration (config)
Command History Release Modification

Cisco IOS XE Fuji 16.9.1 This command was introduced.

Usage Guidelines To enable SGT caching on a VLAN, both ctsrole-based sgt-caching and ctsrole-based sgt-caching vian-list
commands must be configured.

Example

The following example shows how to enable SGT caching on a VLAN:

Device# configure terminal
Device (config)# cts role-based sgt-caching
Device (config) # cts role-based sgt-caching vlan-list 4
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cts role-based sgt-map

To manually map a source IP address to a Security Group Tag (SGT) on either a host or a VRF, use the cts
role-based sgt-map command in global configuration mode. Use the no form of the command to remove the

mapping.

Cisco TrustSec |

ctsrole-based sgt-map {ipv4_netaddress|ipv6_netaddress| ipv4_netaddress/prefix | ipv6_netaddress/prefix}

sgt sgt-number

ctsrole-based sgt-map host {ipv4_hostaddress|ipv6_hostaddress} sgt sgt-number
ctsrole-based sgt-map vlan-list [{vlan_ids|all}] sgt sgt-number

ctsrole-based sgt-map vrf instance_name

{ipv4_netaddress|ipv6_netaddress| ipv4_netaddress/prefix | ipv6_netaddress/prefix | host
{ipv4_hostaddress|ipv6_hostaddress}} sgt sgt-number

no ctsrole-based sgt-map

Syntax Description

Command Default

Command Modes

ipv4_netaddress |
ipv6_netaddress

Specifies the network to be associated with an SGT. Enter IPv4 address
in dot decimal notation; IPv6 in colon hexadecimal notation.

ipv4_netaddress/prefix |
ipv6_netaddress/prefix

Maps the SGT to all hosts of the specified subnet address (IPv4 or
IPv6). IPv4 is specified in dot decimal CIDR notation, IPv6 in colon
hexadecimal notation

host {ipv4_hostaddress |
ipv6_hostaddress}

Binds the specified host IP address with the SGT. Enter the [Pv4
address in dot decimal notation; IPv6 in colon hexadecimal notation.

vlan-list {vlan_ids | all}

Specifies VLAN IDs.

* (Optional) vian_ids: Individual VLAN IDs are separated by
commas, a range of IDs specified with a hyphen.

* (Optional) all: Specifies all VLAN IDs.

vrf instance_name

Specifies a VRF instance, previously created on the device.

sgt sgt-number

Specifies the SGT number from 0 to 65,535.

None

Global configuration (config)

Command History

Usage Guidelines

Release Modification
Cisco I0S XE Fuji This command was introduced.
16.9.1

If you do not have a Cisco Identity Services Engine, Cisco Secure ACS, dynamic Address Resolution Protocol
(ARP) inspection, Dynamic Host Control Protocol (DHCP) snooping, or Host Tracking available on your
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device to automatically map SGTs to source IP addresses, you can manually map an SGT to the following
with the ctsrole-based sgt-map command:

* A single host IPv4 or IPv6 address
 All hosts of an IPv4 or IPv6 network or subnetwork
* VRFs

* Single or multiple VLANs

The ctsrole-based sgt-map command binds the specified SGT with packets that fall within the specified
network address.

SXP exports an exhaustive expansion of all possible individual IP-SGT bindings within the specified network
or subnetwork. IPv6 bindings and subnet bindings are exported only to SXP listener peers of SXP version 2
or later. The expansion does not include host bindings which are known individually or are configured or
learnt from SXP for any nested subnet bindings.

The ctsrole-based sgt-map host command binds the specified SGT with incoming packets when the IP
source address is matched by the specified host address. This IP-SGT binding has the lowest priority and is
ignored in the presence of any other dynamically discovered bindings from other sources (such as, SXP or
locally authenticated hosts). The binding is used locally on the device for SGT imposition and SGACL
enforcement. It is exported to SXP peers if it is the only binding known for the specified host IP address.

The vrf keyword specifies a virtual routing and forwarding table previously defined with the vrf definition
global configuration command. The IP-SGT binding specified with the ctsrole-based sgt-map vrf global
configuration command is entered into the IP-SGT table associated with the specified VRF and the IP protocol
version which is implied by the type of IP address entered.

The ctsrole-based sgt-map vlan-list command binds an SGT with a specified VLAN or a set of VLANS.
The keyword all is equivalent to the full range of VLANS supported by the device and is not preserved in the
nonvolatile generation (NVGEN) process. The specified SGT is bound to incoming packets received in any
of the specified VLANS. The system uses discovery methods such as DHCP and/or ARP snooping (a.k.a. IP
device tracking) to discover active hosts in any of the VLANSs mapped by this command. Alternatively, the
system could map the subnet associated with the SVI of each VLAN to the specified SGT. SXP exports the
resulting bindings as appropriate for the type of binding.

The following example shows how to manually map a source IP address to an SGT:
Device (config) # cts role-based sgt-map 10.10.1.1 sgt 77

In the following example, a device binds host IP address 10.1.2.1 to SGT 3 and 10.1.2.2 to SGT 4.
These bindings are forwarded by SXP to an SGACL enforcement device.

Device (config)# cts role-based sgt-map host 10.1.2.1 sgt 3
Device (config)# cts role-based sgt-map host 10.1.2.2 sgt 4

Related Commands

Command Description

show ctsrole-based sgt-map | Displays role-based access control information.
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cts sxp connection peer

To enter the Cisco TrustSec Security Group Tag (SGT) Exchange Protocol (CTS-SXP) peer IP address, to
specify if a password is used for the peer connection, to specify the global hold-time period for a listener or
speaker device, and to specify if the connection is bidirectional, use the cts sxp connection peer command
in global configuration mode. To remove these configurations for a peer connection, use the no form of this
command.

cts sxp connection peer ipv4-address {source | password} {default | none} mode {local | peer}
[{[[{listener | speaker}] [{hold-time minimum-time maximum-time | vrf vrf-name}]] | both [vrf
vrf-name]} |

cts sxp connection peer ipv4-address {source | password} {default | none} mode {local | peer}
[{[[{listener | speaker}] [{hold-time minimum-time maximum-time | vrf vrf-name}]] | both [vrf
vrf-name]} ]

Syntax Description

ipv4-address SXP peer IPv4 address.

source Specifies the source [Pv4 address.

password Specifies that an SXP password is used for the peer connection.
default Specifies that the default SXP password is used.

none Specifies no password is used.

mode Specifies either the local or peer SXP connection mode.

local Specifies that the SXP connection mode refers to the local device.
peer Specifies that the SXP connection mode refers to the peer device.
listener (Optional) Specifies that the device is the listener in the connection.
speaker (Optional) Specifies that the device is the speaker in the connection.

hold-time minimum-time | (Optional) Specifies the hold-time period, in seconds, for the device. The range
maxi mum-time for minimum and maximum time is from 0 to 65535.

A maximum-time value is required only when you use the following keywords:
peer speaker and local listener. In other instances, only a minimum-time value
is required.

Note If both minimum and maximum times are required, the
maxi mum-time value must be greater than or equal to the
minimum-time value.

vrf vrf-name (Optional) Specifies the virtual routing and forwarding (VRF) instance name
to the peer.
both (Optional) Specifies that the device is both the speaker and the listener in the

bidirectional SXP connection.
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Command Default

The CTS-SXP peer IP address is not configured and no CTS-SXP peer password is used for the peer connection.

The default setting for a CTS-SXP connection password is hone.

Command Modes

Global configuration (config)

Command History

Release Modification
Cisco 10S XE Fuji This command was introduced.
16.9.1

Usage Guidelines

Examples

When a CTS-SXP connection to a peer is configured with the cts sxp connection peer command, only the
connection mode can be changed. The vrf keyword is optional. If a VRF name is not provided or a VRF name
is provided with the default keyword, then the connection is set up in the default routing or forwarding domain.

A hold-time maximum-period value is required only when you use the following keywords: peer speaker
and local listener. In other instances, only a hold-time minimum-period value is required.

\}

Note The maximum-period value must be greater than or equal to the minimum-period value.

Use the both keyword to configure a bidirectional SXP connection. With the support for bidirectional SXP
configuration, a peer can act as both a speaker and a listener and propagate SXP bindings in both directions
using a single connection.

The following example shows how to enable CTS-SXP and configure the CTS-SXP peer connection
on Device A, a speaker, for connection to Device B, a listener:

Device A> enable

Device A# configure terminal

Device A#(config)# cts sxp enable

Device A#(config)# cts sxp default password Ciscol23

Device A#(config)# cts sxp default source-ip 10.10.1.1

Device A#(config)# cts sxp connection peer 10.20.2.2 password default mode local speaker

The following example shows how to configure the CTS-SXP peer connection on Device B, a
listener, for connection to Device A, a speaker:

Device B> enable

Device B# configure terminal

Device B(config)# cts sxp enable

Device B(config)# cts sxp default password Ciscol23

Device B(config)# cts sxp default source-ip 10.20.2.2

Device B(config)# cts sxp connection peer 10.10.1.1 password default mode local listener

You can also configure both peer and source IP addresses for an SXP connection. The source IP
address specified in the cts sxp connection command overwrites the default value.

Device A(config)# cts sxp connection peer 51.51.51.1 source 51.51.51.2 password none mode
local speaker
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Device B(config)# cts sxp connection peer 51.51.51.2 source 51.51.51.1 password none mode

local listener

The following example shows how to enable bidirectional CTS-SXP and configure the SXP peer

connection on Device A to

Device A> enable

connect to Device B:

Device A# configure terminal

Device A#(config)# cts
Device A#(config)# cts
Device A#(config)# cts
Device A#(config)# cts

sxp enable

sxp default password Ciscol23

sxp default source-ip 10.10.1.1

sxp connection peer 10.20.2.2 password default mode local both

Related Commands Command

Description

cts sxp default password

Configures the Cisco TrustSec SXP default password.

cts sxp default source-ip

Configures the Cisco TrustSec SXP source IPv4 address.

ctssxp enable

Enables Cisco TrustSec SXP on a device.

ctssxp log

Enables logging for IP-to-SGT binding changes.

cts sxp reconciliation

Changes the Cisco TrustSec SXP reconciliation period.

ctssxp retry

Changes the Cisco TrustSec SXP retry period timer.

ctssxp speaker hold-time

Configures the global hold-time period of a speaker device in a Cisco TrustSec
SGT SXPv4 network.

ctssxp listener hold-time

Configures the global hold-time period of a listener device in a Cisco TrustSec
SGT SXPv4 network.

show cts sxp

Displays the status of all Cisco TrustSec SXP configurations.
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cts sxp default password

To specify the Cisco TrustSec Security Group Tag (SGT) Exchange Protocol (CTS-SXP) default password,
use the cts sxp default password command in global configuration mode. To remove the CTS-SXP default
password, use the no form of this command.

cts sxp default password {0 unencrypted-pwd | 6 encrypted-key | 7 encrypted-keycleartext-pwd}
no cts sxp default password {0 unencrypted-pwd | 6 encrypted-key | 7 encrypted-keycleartext-pwd}

Syntax Description

Command Default

Command Modes

0 unencrypted-pwd | Specifies that an unencrypted CTS-SXP default password follows. The maximum
password length is 32 characters.

6 encrypted-key Specifies that a 6 encryption type password is used as the CTS-SXP default password.
The maximum password length is 32 characters.

7 encrypted-key Specifies that a 7 encryption type password is used as the CTS-SXP default password.
The maximum password length is 32 characters.

cleartext-pwd Specifies a cleartext CTS-SXP default password. The maximum password length is 32
characters.

Type O (cleartext)

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification
Cisco IOS XE Fuji This command was introduced.
16.9.1

The cts sxp default password command sets the CTS-SXP default password to be optionally used for all
CTS-SXP connections configured on the device. The CTS-SXP password can be cleartext, or encrypted with
the O, 7, 6 encryption type keywords. If the encryption type is 0, then an unencrypted cleartext password
follows.

The following example shows how to enable CTS-SXP and configure the CTS-SXP peer connection
on Device A, a speaker, for connection to Device B, a listener:

Device A# configure terminal

Device A#(config)# cts sxp enable

Device A#(config)# cts sxp default password Ciscol23

Device A#(config)# cts sxp default source-ip 10.10.1.1

Device A#(config)# cts sxp connection peer 10.20.2.2 password default mode local speaker

The following example shows how to configure the CTS-SXP peer connection on Device B, a
listener, for connection to Device A, a speaker:

Device B# configure terminal
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Device B(config

( ) # cts sxp enable
Device B(config)

( )

( )

cts sxp default password Ciscol23
cts sxp default source-ip 10.20.2.2
cts sxp connection peer 10.10.1.1 password default mode local listener

Device B(config
Device B(config

#
#
#
#

Related Commands | Command Description

cts sxp connection peer | Enters the CTS-SXP peer IP address and specifies if a password is used for the
peer connection.

cts sxp default source-ip | Configures the CTS-SXP source IPv4 address.

ctssxp enable Enables CTS-SXP on a device.

ctssxp log Enables logging for IP-to-SGT binding changes.

cts sxp reconciliation Changes the CTS-SXP reconciliation period.

ctssxp retry Changes the CTS-SXP retry period timer.

show cts sxp Displays the status of all SXP configurations.
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cts sxp default source-ip

To configure the Cisco TrustSec Security Group Tag (SGT) Exchange Protocol (CTS-SXP) source IPv4
address, use the cts sxp default source-ip command in global configuration mode. To remove the CTS-SXP
default source IP address, use the no form of this command.

cts sxp default source-ip ipv4-address
no cts sxp default source-ip ipv4-address

Syntax Description

Command Default

Command Modes

ip-address | Default source CTS-SXP IPv4 address.

The CTS-SXP source IP address is not configured.

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification
Cisco IOS XE Fuji This command was introduced.
16.9.1

The cts sxp default source-ip command sets the default source IP address that CTS-SXP uses for all new
TCP connections where a source IP address is not specified. Preexisting TCP connections are not affected
when this command is entered. CTS-SXP connections are governed by three timers:

* Retry timer
* Delete Hold Down timer

» Reconciliation timer

The following example shows how to enable CTS-SXP and configure the CTS-SXP peer connection
on Device A, a speaker, for connection to Device B, a listener:

Device A# configure terminal

Device A#(config)# cts sxp enable

Device A#(config)# cts sxp default password Ciscol23

Device A#(config)# cts sxp default source-ip 10.10.1.1

Device A#(config)# cts sxp connection peer 10.20.2.2 password default mode local speaker

The following example shows how to configure the CTS-SXP peer connection on Device B, a
listener, for connection to Device A, a speaker:

Device_ B# configure terminal

Device B(config)# cts sxp enable

Device B(config)# cts sxp default password Ciscol23

Device B(config)# cts sxp default source-ip 10.20.2.2

Device B(config)# cts sxp connection peer 10.10.1.1 password default mode local listener
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Related Commands Command Description

ctssxp connectionpeer | Enters the CTS-SXP peer IP address and specifies if a password is used for the
peer connection.

cts sxp default password | Configures the CTS-SXP default password.

ctssxp enable Enables CTS-SXP on a device.

ctssxp log Enables logging for IP-to-SGT binding changes.
cts sxp reconciliation Changes the CTS-SXP reconciliation period.
ctssxp retry Changes the CTS-SXP retry period timer.

show ctssxp Displays the status of all SXP configurations.
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cts sxp export-import-group

To create an SXP export or import VRF group, use the cts sxp export-import-group command in global
configuration mode. To delete an SXP export or import VRF group, use the no form of the command.

ctssxp export-import-group { listener | speaker } { vrf-group-name | global }
no cts sxp export-import-group { listener | speaker } { vrf-group-name | global }

Syntax Description listener Creates an SXP listener import group.

speaker Creates an SXP speaker export group.

vrf-group-name Name of the export or import VRF group name.

global Configures either an SXP listener global import-group or SXP speaker global export-group.
Command Modes Global configuration (config)
Command History Release Modification

Cisco IOS XE Cupertino 17.9.1 This command was
introduced.

Usage Guidelines Export and import list configurations cannot be removed if it is associated with any SXP group.

Modifying a peer list under an SXP group is not supported when the peer connection configuration is present.

Examples The following example shows how to create an export-import group:

Device# configure terminal

Device (config) # cts sxp export-import-group listener group_l
Device (config-export-import-group) # import-list import_ 1
Device (config-export-import-group) # peer 1.1.1.1 2.2.2.2

Related Commands | Command Description

ctssxp import-list Creates an SXP import list to hold VRFs where received SXP bindings
are added.

cts sxp export-list Creates a list of VRFs whose bindings are exported to the listener.

show ctssxp export-import-group | Displays the export list or import list applied with the given
export-import group along with the list of peers that are part of this
export-import group.
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cts sxp export-list

To create an SXP export list of VRF bindings to be exported to the listener, use the ctssxp export-list command
in global configuration mode. To delete an export list, use the N0 form of the command.

ctssxp export-list export-list-name
no cts sxp export-list export-list-name

Syntax Description

Command Modes

export-lisg-name Name of the export-list.

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Cupertino 17.9.1 This command was
introduced.

Export list configurations cannot be removed if it is associated with any SXP group.

Modifying a peer list under an SXP group is not supported when the peer connection configuration is present.

The following example shows how to create an export list:

Device# configure terminal
Device (config) # cts sxp export-list export list 1
Device (config-export-list)# vrf all

Related Commands

Command Description

ctssxp import-list Creates an SXP import list to hold VRFs where received SXP bindings are
added.

ctssxp Creates an SXP export or import VRF groups.

export-import-group

show cts sxp export-list Displays the list of VRF associated to a given export list name or all export
lists.
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cts sxp filter-enable

To enable filtering after creating filter lists and filter groups, use the cts sxp filter-enable command in global
configuration mode. To disable filtering, use the no form of the command.

cts sxp filter-enable
no cts sxp filter-enable

Syntax Description

This command has no keywords or arguments.

Command Modes

Global configuration (config)

Command History

Release Modification
Cisco IOS XE Fuji This command was introduced.
16.9.1

Usage Guidelines

Examples

This command can be used at any time to enable or disable filtering. Configured filter lists and filter groups
can be used to implement filtering only after filtering is enabled. The filter action will only filter bindings that
are exchanged after filtering is enabled; there won’t be any effect on the bindings that were exchanged before
filtering was enabled.

Device (config)# cts sxp filter-enable

Related Commands

Command Description

ctssxp filter-list Creates a SXP filter list to filter IP-SGT bindings based on IP prefixes, SGT or
a combination of both.

ctssxp filter-group Creates a filter group for grouping a set of peers and applying a filter list to them.

show cts sxp filter-group | Displays information about the configured filter groups..

show cts sxp filter-list Displays information about the configured filter lists.

debug cts sxp filter Logs events related to the creation, deletion and update of filter-lists and
events filter-groups
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cts sxp filter-group

To create a filter group for grouping a set of peers and applying a filter list to them, use the ctssxp filter-group
command in global configuration mode. To delete a filter group, use the no form of this command.

cts sxp filter-group {listener | speaker } {filter-group-name | global filter-list-name}
nocts sxp filter-group {listener | speaker} {filter-group-name | global filter-list-name}

Syntax Description

Command Modes

listener Creates a filter group for a set of listeners.
speaker Creates a filter group for a set of speakers.
global Groups all speakers or listeners on the device.

filter-group-name | Name of the filter group.

filter-list-name Name of the filter list.

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification
Cisco 10S XE Fuji This command was introduced.
16.9.1

Issuing this command, places the device in the filter group configuration mode. From this mode, you can
specify the devices to be grouped and apply a filter list to the filter group.

The command format to add devices or peers to the group is a follows:

peer ipv4d peer-IP
In a single command, you can add one peer. To add more peers, repeat the command as many times as required.

The command format to apply a filter list to the group is as follows:

filter filter-list-name

You cannot specify a peer list for the global listener and global speaker filter-group options because in this
case the filter is applied to all SXP connections.

When both the global filter group and peer-based filter groups are applied, the global filter takes priority. If
only a global listener or global speaker filter group is configured, then the global filtering takes precendence
only in that specific direction. For the other direction, the peer-based filter group is implemented.

The following example shows how to create a listener group called group_1, and assign peers and
a filter list to this group:
Device# configure terminal

Device (config) # cts sxp filter-group listener group 1
Device (config-filter-group)# filter filter_ 1
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Device (config-filter-group)# peer ipv4 10.0.0.1
Device (config-filter-group) # peer ipv4 10.10.10.1

The following example shows how to create a global listener group called group_2:

Device# configure terminal
Device (config) # cts sxp filter-group listener global group_ 2

Related Commands | Command Description

ctssxp filter-list Creates a SXP filter list to filter IP-SGT bindings based on IP prefixes, SGT or
a combination of both.

ctssxp filter-enable Enables filtering.

show ctssxp filter-group | Displays information about the configured filter groups.

show cts sxp filter-list Displays information about the configured filter lists.

debug cts sxp filter Logs events related to the creation, deletion and update of filter-lists and
events filter-groups
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cts sxp filter-list

To create a SXP filter list to hold a set of filter rules for filtering IP-SGT bindings, use the cts sxp filter-list
command in global configuration mode. To delete a filter list, use the no form of the command.

cts sxp filter-list filter-list-name
no cts sxp filter-list filter-list-name

Syntax Description filter-list-name | Name of the filter-list.

Command Modes
Global configuration (config)

Command History Release Modification
Cisco IOS XE Fuji This command was introduced.
16.9.1
Usage Guidelines Issuing this command, places the device in the filter list configuration mode. From this mode, you can specify

rules for the filter lists.
A filter rule can be based on SGT or IP Prefixes or a combination of both SGT and IP Prefixes.

The command format to add rules to the group is a follows:

segquence-number  action(per mit/deny) filter-type(ipv4/ipve/sgt) valuelvalues
For example, to permit SGT-IP bindings whose SGT value is 20, the rule is as follows:
30 permit sgt 20

Note that the sequence number is optional. If you do not specify a sequence number, it is generated by the
system. Sequence numbers are automatically incremented by a value of 10 from the last used/configured
sequence number. A new rule can be inserted by specifying a sequence number in between two existing rules.

The range of valid SGT values is between 2 and 65519. To provide multiple SGT values in a rule, seperate
the values using a space. A maximum of 8 SGT values are allowed in a rule.

In a SGT and IP prefix combination rule, if there is a match for the binding in both the parts of the rule, then
the action specified in the second part of the rule takes precedence. For example, in the following rule, if the
SGT value of the IP prefix 10.0.0.1 is 20, the corresponding binding will be denied even if the first part of
the rule permits the binding.

Device (config-filter-list)# 10 permit sgt 30 20 deny 10.0.0.1/24

Similarly, in the rule below the binding with the sgt value 20 will be permitted even if the sgt of the IP prefix
10.0.0.1 is 20, and the first action does not permit the binding.

Device (config-filter-list)# 10 deny 10.0.0.1/24 permit sgt 30 20

Examples The following example shows how to create a filter list and add some rules to the list:
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Device# configure terminal

Device (config)# cts sxp filter-list filter 1

Device (config-filter-list)# 10 deny ipv4 10.0.0.1/24 permit sgt 100
Device (config-filter-list)# 20 permit sgt 60 61 62 63

Related Commands | Command Description
ctssxp filter-enable Enable SXP IP-prefix and SGT-based filtering.
ctssxp filter-group Creates a filter group for grouping a set of peers and applying a filter list to them.

show cts sxp filter-group | Displays information about the configured filter groups.

show ctssxp filter-list Displays information about the configured filter lists.

debug cts sxp filter Logs events related to the creation, deletion and update of filter-lists and
events filter-groups.
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cts sxp import-list

To create an SXP import list to hold VRFs where received SXP bindings are added, use the ctssxp import-list
command in global configuration mode. To delete an import list, use the No form of the command.

ctssxp import-list import-list-name
no cts sxp import-list import-list-name

Syntax Description import-list-name Name of the import-list.

Command Modes Global configuration (config)

Command History Release Modification

Cisco IOS XE Cupertino 17.9.1 This command was
introduced.

Usage Guidelines Import list configurations cannot be removed if it is associated with any SXP group.

Modifying a peer list under an SXP group is not supported when the peer connection configuration is present.

Examples The following example shows how to create an import list:

Device# configure terminal

Device (config) # cts sxp import-list import list 1
Device (config-import-list)# vlan-list

Device (config-import-list)# vrf vrf 1

Related Commands | Command Description

cts sxp export-list Creates a list of VRFs whose bindings are exported to the listener.

ctssxp Creates an SXP export or import VRF groups.
export-import-group
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cts sxp log binding-changes

To enable logging for IP-to-Cisco TrustSec Security Group Tag (SGT) Exchange Protocol (CTS-SXP) binding
changes, use the cts sxp log binding-changes command in global configuration mode. To disable logging,
use the nNo form of this command.

Command Default

Command Modes

cts sxp log binding-changes

no cts sxp log binding

Logging is disabled.

-changes

Global configuration (config)

Command History

Usage Guidelines

Release Modification
Cisco I0S XE Fuji This command was introduced.
16.9.1

The cts sxp log binding-changes command enables logging for IP-to-SGT binding changes. SXP syslogs
(sev 5 syslogs) are generated whenever IP address-to-SGT binding occurs (add, delete, change). These changes
are learned and propagated on the SXP connection.

Related Commands

Command

Description

cts sxp connectionpeer

Enters the CTS-SXP peer IP address and specifies if a password is used for the
peer connection

cts sxp default password

Configures the CTS-SXP default password.

cts sxp default source-ip

Configures the CTS-SXP source [Pv4 address.

cts sxp enable

Enables CTS-SXP on a device.

cts sxp reconciliation

Changes the CTS-SXP reconciliation period.

ctssxp retry

Changes the CTS-SXP retry period timer.

show cts sxp

Displays status of all SXP configurations.
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cts sxp reconciliation period

To change the Cisco TrustSec Security Group Tag (SGT) Exchange Protocol (CTS-SXP) reconciliation period,
use the ctssxp reconciliation period command in global configuration mode. To return the CTS-SXP
reconciliation period to its default value, use the no form of this command.

cts sxp reconciliation period seconds
no cts sxp reconciliation period seconds

Syntax Description | seconds | CTS-SXP reconciliation timer in seconds. The range is from 0 to 64000. The default is 120.

Command Default 120 seconds (2 minutes)

Command Modes
Global configuration (config)

Command History Release Modification
Cisco IOS XE Fuji This command was introduced.
16.9.1
Usage Guidelines After a peer terminates a CTS-SXP connection, an internal delete hold-down timer starts. If the peer reconnects

before the delete hold-down timer expires, then the CTS-SXP reconciliation timer starts. While the CTS-SXP
reconciliation period timer is active, the CTS-SXP software retains the SGT mapping entries learned from
the previous connection and removes invalid entries. Setting the SXP reconciliation period to 0 seconds
disables the timer and causes all entries from the previous connection to be removed.

Related Commands Command Description

cts sxp connection peer | Enters the CTS-SXP peer IP address and specifies if a password is used for the
peer connection.

cts sxp default password | Configures the CTS-SXP default password.

cts sxp default source-ip | Configures the CTS-SXP source IPv4 address.

ctssxp enable Enables CTS-SXP on a device.

ctssxp log Turns on logging for IP to SGT binding changes.
ctssxp retry Changes the CTS-SXP retry period timer.

show cts sxp Displays status of all CTS-SXP configurations.
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cts sxp retry period

To change the Cisco TrustSec Security Group Tag (SGT) Exchange Protocol (CTS-SXP) retry period timer,
use the ctssxp retry period command in global configuration mode. To return the CTS-SXP retry period
timer to its default value, use the no form of this command.

cts sxpretry period seconds
no cts sxpretry period seconds

Syntax Description | seconds | CTS-SXP retry timer in seconds. The range is from 0 to 64000. The default is 120.

Command Default 120 seconds (2 minutes)

Command Modes
Global configuration (config)

Command History Release Modification
Cisco 10S XE Fuji This command was
16.9.1 introduced.

Usage Guidelines The retry timer is triggered if there is at least one CTS-SXP connection that is not up. A new CTS-SXP
connection is attempted when this timer expires. A zero value results in no retry being attempted.

Related Commands Command Description

ctssxp connectionpeer | Enters the CTS-SXP peer IP address and specifies if a password is used for the
peer connection.

cts sxp default password | Configures the CTS-SXP default password.

cts sxp default source-ip | Configures the CTS-SXP source IPv4 address.

ctssxp enable Enables CTS-SXP on a device.

ctssxp log Enables logging for IP-to-SGT binding changes.
cts sxp reconciliation Changes the CTS-SXP reconciliation period.
show cts sxp Displays the status of all CTS-SXP configurations.
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debug cts environment-data

To enable the debugging of Cisco TrustSec environment data operations, use the debug ctsenvironment-data
command in privileged EXEC mode. To stop the debugging of environment data operations, use the no form

of this command.

Cisco TrustSec |

debug cts environment-data [{aaa | all | default-epg | default-sg | events | platform | sg-epg}]
no debug cts environment-data [{aaa | all | default-epg | default-sg | events | platform | sg-epg}]

Syntax Description aaa (Optional) Specifies the debugging
of authentication, authorization, and
accounting (AAA) messages.

all (Optional) Specifies the debugging
of all environment-data messages.

default-epg (Optional) Specifies the debugging
of default end-point group (EPG)
messages.

default-sg (Optional) Specifies the debugging
of default server group messages.

events (Optional) Specifies the debugging
of environment data events.

platform (Optional) Specifies the debugging
of Security Group Tag (SGT)-EPG
platform messages.

Sg-epg (Optional) Specifies the debugging
of SP-EPG mapping.

Command Modes Privileged EXEC (#)

Command History Release Modification

Cisco IOS XE Amsterdam 17.1.1 This command was introduced.

Examples

The following example shows how to enable the debugging of environment data events:

Device# enable
Device# debug cts environment-data events

Related Commands

Command

Description

ctsenvironment-data enable

Enables the download of environment data.

clear ctsenvironment-data

Clears environment data.
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Command

Description

show cts environment-data

Displays Cisco TrustSec environment data
information.
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debug cts policy-server

To enable Cisco TrustSec policy-server debugging, use the debug cts policy-server command in privileged
EXEC mode.

debug cts policy-server {all | {http |json}{all |error |events}}

Syntax Description all Enables all policy-server debugs.
http Enables HTTP client debugs.
json Enables JSON parser debugs.
error Enables HTTP error debugs.
events Enables HTTP event debugs.

Command Modes Privileged EXEC (#)

Command History Release Modification

Cisco IOS XE Amsterdam 17.1.1 This command was introduced.

Examples The following example shows how to enable HTTP client error debugs:

Device# enable
Device# debug cts policy-server http error

Related Commands Command Description

ctspolicy-server name Configures the name of a policy server and
enters policy-server configuration mode.

show cts policy-server Displays Cisco TrustSec policy-server
information.

. Command Reference, Cisco 10S XE 17.14.x (Catalyst 9500 Switches)



| Cisco TrustSec

port(cTS) [

port (CTS)

To configure the policy server port, use the port command in policy-server configuration mode. To remove
the policy server port, use the no form of this command.

port port-number
no port

Syntax Description  port-number Policy server port number. Valid
values are from 1025 to 65535.

Command Default Default port is 9063.

Command Modes Policy-server configuration (config-policy-server)
Command History Release Modification
Cisco IOS XE Amsterdam 17.1.1 This command was introduced.

Usage Guidelines Only 9063 is supported as the External RESTful Services (ERS) port.

Examples The following example shows how to configure the policy-server port:
Device# enable

Device# configure terminal

Device (config) # policy-server name ise_server 2

Device (config-policy-server)# port 9063

Related Commands Command Description

ctspolicy-server name Configures the name of a policy server and
enters policy-server configuration mode.
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propagate sgt (cts manual)

To enable Security Group Tag (SGT) propagation at Layer 2 on Cisco TrustSec Security (CTS) interfaces,
use the propagate sgt command in interface configuration mode. To disable SGT propagation, use the no
form of this command.

propagate sgt

Syntax Description ~ This command has no arguments or keywords.

Command Default SGT processing propagation is enabled.
Command Modes CTS manual interface configuration mode (config-if-cts-manual)
Command History Release Modification

Cisco IOS XE Fuji This command was introduced.

16.9.1

Usage Guidelines SGT processing propagation allows a CTS-capable interface to accept and transmit a CTS Meta Data (CMD)
based L2 SGT tag. The no propagate sgt command can be used to disable SGT propagation on an interface
in situations where a peer device is not capable of receiving an SGT, and as a result, the SGT tag cannot be
put in the L2 header.

Examples The following example shows how to disable SGT propagation on a manually-configured

TrustSec-capable interface:

Device# configure terminal

Device (config)# interface gigabitethernet 0
Device (config-if)# cts manual

Device (config-if-cts-manual) # no propagate sgt

The following example shows that SGT propagation is disabled on Gigabit Ethernet interface 0:

Device#show cts interface brief
Global Dotlx feature is Disabled
Interface GigabitEthernetO:
CTS is enabled, mode: MANUAL
IFC state: OPEN
Authentication Status: NOT APPLICABLE
Peer identity: "unknown"
Peer's advertised capabilities:
Authorization Status: NOT APPLICABLE
SAP Status: NOT APPLICABLE
Propagate SGT: Disabled
Cache Info:
Cache applied to link : NONE

wn

Related Commands | Command Description

ctsmanual Enables an interface for CTS.
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propagate sgt (cts manual) .

Command Description

show ctsinterface |Displays Cisco TrustSec states and statistics per interface.
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retransmit (CTS)

To configure the maximum number of retries from the server, use the retransmit command in policy-server
configuration mode. To go back to the default, use the no form of this command.

retransmit number-of-retries
no retransmit

Syntax Description number-of-retries Maximum number of retries. Valid
values are from O to 5.

Command Default The default is 4.

Command Modes Policy-server configuration (config-policy-server)
Command History Release Modification

Cisco IOS XE Amsterdam 17.1.1 This command was introduced.
Examples

The following example shows how to change the maximum number of retries:

Device# enable

Device# configure terminal

Device (config) # policy-server name ise_server 2
Device (config-policy-server)# retransmit 3

Related Commands Command Description

ctspolicy-server name Configures the name of a policy server and
enters policy-server configuration mode.
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sap mode-list (cts manual)

To select the Security Association Protocol (SAP) authentication and encryption modes (prioritized from
highest to lowest) used to negotiate link encryption between two interfaces, use the sap mode-list command
in CTS dotlx interface configuration mode. To remove a mode-list and revert to the default, use the no form
of this command.

Use the sap mode-list command to manually specify the Pairwise Master Key (PMK) and the Security
Association Protocol (SAP) authentication and encryption modes to negotiate MACsec link encryption between
two interfaces. Use the No form of the command to disable the configuration.

sap pmk mode-list {gcm-encrypt | gmac | no-encap | null} [gcm-encrypt | gmac | no-encap |
null]

no sap pmk mode-list {gcm-encrypt | gmac | no-encap | null} [gcm-encrypt | gmac | no-encap
| null]

Syntax Description

Command Default

Command Modes

pmk hex_value Specifies the Hex-data PMK
(without leading 0x; enter even
number of hex characters, or else

the last character is prefixed with
0.).

mode-list Specifies the list of advertised
modes (prioritized from highest to
lowest).

gcm-encrypt Specifies GMAC authentication,
GCM encryption.

gmac Specifies GMAC authentication
only, no encryption.

no-encap Specifies no encapsulation.

null Specifies encapsulation present, no
authentication, no encryption.

The default encryption is sap pmk mode-list gcm-encrypt null. When the peer interface does not support
802.1AE MACsec or 802.REV layer-2 link encryption, the default encryption is null.

CTS manual interface configuration (config-if-cts-manual)

Command History

Release Modification
Cisco IOS XE Fuji This command was introduced.
16.9.1

Usage Guidelines

Use the sap pmk mode-list command to specify the authentication and encryption method.
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. sap mode-list (cts manual)

Examples

The Security Association Protocol (SAP) is an encryption key derivation and exchange protocol based on a
draft version of the 802.11i IEEE protocol. SAP is used to establish and maintain the 802.1AE link-to-link
encryption (MACsec) between interfaces that support MACsec.

SAP and the Pairwise Master Key (PMK) can be manually configured between two interfaces with the sap
pmk mode-list command. When using 802.1X authentication, both sides (supplicant and authenticator) receive
the PMK and the MAC address of the peer's port from the Cisco Secure Access Control Server.

If a device is running CTS-aware software but the hardware is not CTS-capable, disallow encapsulation with
the sap mode-list no-encap command.

The following example shows how to configure SAP on a Gigabit Ethernet interface:

Device# configure terminal

Device (config) # interface gigabitethernet 2/1

DeviceD (config-if)# cts manual

Device (config-if-cts-manual)# sap pmk FFFEE mode-list gcm-encrypt

Related Commands

Command Description

ctsmanual Enables an interface for CTS.

propagate sgt (ctsmanual) | Enables Security Group Tag (SGT) propagation at Layer 2 on Cisco TrustSec
Security (CTS) interfaces.

show ctsinterface Displays Cisco TrustSec interface configuration statistics.
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show cts credentials

To display the Cisco TrustSec (CTS) device ID, use the show ctscredentials command in EXEC or privileged
EXEC mode.

show ctscredentials

Syntax Description ~ This command has no commands or keywords.

Command Modes
Privileged EXEC (#) User EXEC (>)

Command History Release Modification

Cisco IOS XE Fuji 16.9.1 | This command was introduced.

Examples The following example displays output:

Device# show cts credentials

CTS password is defined in keystore, device-id = r4
Related Commands Command Description

ctscredentials Specifies the TrustSec ID and password.
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show cts environment-data

To display Cisco TrustSec environment data information, use the show cts environment-data command in
privileged EXEC mode.

show cts environment-data

This command has no arguments and keywords.

Command History Release Modification
Cisco IOS XE Amsterdam 17.1.1 This command was introduced.
Examples

The following is sample output from the show cts environment-data command:

Device# enable
Device# show cts environment-data

TS Environment Data

Current state = START

Last status = Failed

Environment data is empty

State Machine is running

Retry timer (60 secs) is running

Output fields are self-explanatory.

Related Commands | Command Description
cts environment-data enable Enables the download of environment data.
clear ctsenvironment-data Clears environment data.
debug cts environment-data Enables the debugging of Cisco TrustSec
environment data operations.
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show cts interface

To display Cisco TrustSec (CTS) configuration statistics for an interface(s), use the show ctsinterface
command in EXEC or privileged EXEC mode.

show ctsinterface [{GigabitEthernet port | Vlan number | brief | summary}]

Syntax Description port (Optional) Gigabit Ethernet interface number. A verbose status output for this interface is
returned.

number (Optional) VLAN interface number from 1 to 4095.

brief (Optional) Displays abbreviated status for all CTS interfaces.

summary | (Optional) Displays a tabular summary of all CTS interfaces with 4 or 5 key status fields for
each interface.

Command Default None

Command Modes

EXEC (>)
Privileged EXEC (#)
Command History Release Modification
Cisco 10S XE Fuji This command was introduced.
16.9.1

Usage Guidelines Use the show ctsinterface command without keywords to display verbose status for all CTS interfaces.

Examples The following example displays output without using a keyword (verbose status for all CTS interfaces):

Device# show cts interface

Global Dotlx feature is Disabled
Interface GigabitEthernet0/1/0:

CTS is enabled, mode: MANUAL

IFC state: OPEN

Interface Active for 00:00:18.232

Authentication Status: NOT APPLICABLE
Peer identity: "unknown"
Peer's advertised capabilities: ""

Authorization Status: NOT APPLICABLE

SAP Status: NOT APPLICABLE

Configured pairwise ciphers:
gcm-encrypt
null

Replay protection: enabled
Replay protection mode: STRICT

Selected cipher:
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. show cts interface

Propagate SGT:

Cache Info:

Cache applied to link

Statistics:
authc success:
authc reject:
authc failure:
authc no response:
authc logoff:

sap
sap

success:
fail:

authz success:
authz fail:
port auth fail:
Ingress:

control frame bypassed:
sap frame bypassed:

esp packets:

unknown sa:

invalid sa:

inverse binding failed:
auth failed:

replay error:

Egress:

The following example displays output using the brief keyword:

Device# show

Global Dotlx

control frame bypassed:
esp packets:

sgt filtered:

sap frame bypassed:
unknown sa dropped:
unknown sa bypassed:

cts interface brief

feature is Disabled

Interface GigabitEthernet0/1/0:
CTS is enabled, mode: MANUAL
IFC state: OPEN
Interface Active for 00:00:40.386

Enabled

NONE

O OO OO 0O oo oo

O O O O O o o o

O O O O o o

Authentication Status:
Peer identity:

Peer's advertised capabilities:

Authorization Status:
SAP Status:

Propagate SGT:

Cache Info:

Cache applied to link

NOT APPLICABLE
"unknown"

wn
NOT APPLICABLE
NOT APPLICABLE
Enabled

NONE

Cisco TrustSec |

Related Commands Command

Description

ctsmanual

Enables an interface for CTS.

cts sxp enable

Configures SXP on a network device.

propagate sgt

(CTS) interfaces.

Enables Security Group Tag (SGT) propagation at Layer 2 on Cisco TrustSec Security
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show cts policy-server .

To display Cisco TrustSec policy-server information, use the show cts policy-server command in privileged

EXEC mode.

show cts policy-server {details | statistics } {active | all name}

Syntax Description details Displays policy-server details.
statistics Displays policy-server statistics.
active Displays information about active

policy servers.
all Displays statistics information about
all servers.
name Policy-server name.
Command Modes Privileged EXEC (#)
Command History Release Modification

Examples

Cisco IOS XE Amsterdam 17.1.1

This command was introduced.

The following is sample output from the show cts policy-server detailsall command:

Device# enable

Device# show cts policy-server details all

Server Name ise 151

Server Status Inactive
IPv4 Address : 10.1.1.1
IPv4 Address 10.2.2.2
IPv4 Address 10.2.2.3
IPv6 Address 2001:db8::1
IPv6 Address 2001:db8::3

Domain-name

: www.cisco.ise.com

Trustpoint : trust ise 151
Port-num 9063
Retransmit count 3
Timeout 15
App Content type JSON

Server Name ise 150

Server Status Inactive

IPv4 Address
Trustpoint
Port-num
Retransmit count
Timeout

App Content type

10.64.69.151

: trust ise 151

9063
3

15
JSON

The following is sample output from the show cts policy-server statisticsall command:
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. show cts policy-server

Server Name
Server State : ALIVE
of Request sent

of Request sent fail
of Response received
of Response recv fail

Number
Number
Number
Number

Server Name
Server State : ALIVE
of Request sent

of Request sent fail
of Response received
of Response recv fail

Number
Number
Number
Number

HTTP 200 OK
HTTP 400 BadReq

HTTP 401 UnAuthorized Reqg
HTTP 403 Req Forbidden

HTTP 404 NotFound

HTTP 408 ReqgTimeout
HTTP 415 UnSupported Media

HTTP 500 ServerErr

HTTP 501 Reqg NoSupport :
HTTP 503 Service Unavailable:
TCP or TLS handshake error

HTTP Other Error

HTTP 200 OK
HTTP 400 BadReq

HTTP 401 UnAuthorized Reqg
HTTP 403 Reqg Forbidden

HTTP 404 NotFound

HTTP 408 RegTimeout
HTTP 415 UnSupported Media

HTTP 500 ServerErr

HTTP 501 Reg NoSupport :
HTTP 503 Service Unavailable:
TCP or TLS handshake error

HTTP Other Error

ise server 1

ise server 1

Device# show cts policy-server statistics all

O WO O OO0 O OO bWk oI

O WO OOOOOOO O Wb o

Table 6: show cts policy-server statistics Field Descriptions

Cisco TrustSec |

The following is sample output from the show cts policy-server statistics name command:

Device# show cts policy-server statistics name ise server 1

The following table explains the significant fields shown in the display:

Field Description
HTTP 200 OK Client request was accepted successfully.
HTTP 400 BadReq Malformed request, or the request had invalid

parameters.

HTTP 401 UnAuthorized Req

Proper credentials (username and password) to access
a resource was not provided.

HTTP 403 Req Forbidden

Server refused to honor the client request.
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show cts policy-server .

Field

Description

HTTP 404 NotFound

Invalid URL.

HTTP 408 ReqTimeout

Request timed out.

HTTP 415 UnSupported Media

Server unable to process the requested content-type.

HTTP 500 ServerErr

Internal server error or exception.

TCP or TLS handshake error

IP unreachable or the Transport Layer Security (TLS)
handshake failed due to invalid trust-point.

Related Commands

Command

Description

cts policy-server name

Configures a Cisco TrustSec policy server and
enters policy-server configuration mode.

debug cts policy-server

Enables Cisco TrustSec policy-server
debugging.
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. show cts role-based counters

show cts role-based counters

To display Security Group access control list (ACL) enforcement statistics, use the show cts role-based
counters command in user EXEC or privileged EXEC mode.

show ctsrole-based counters[{default [{ipv4 | ipv6}]}] [{from {sgt-number | unknown}[{ipv4 | ipv6
|to | {sgt-number | unknown} |[{ipv4 | ipv6}]}]} ][{to {sgt-number | unknown} [{ipv4 | ipv6}]}]

[{ipv4 | ipv6}]

Syntax Description

Command Modes

default (Optional) Displays information
about the default policy counters.

from (Optional) Displays information
about the source security group.

ipv4 (Optional) Displays information
about security groups on IPv4
networks.

ipv6 (Optional) Displays information
about security groups on IPv6
networks.

to (Optional) Displays information
about the destination security group.

sgt-number (Optional) Security Group Tag
number. Valid values are from 0 to
65533.

unknown (Optional) Displays information

about all source groups.

User EXEC (>)

Privileged EXEC (#)
Command History Release Modification
Cisco IOS XE Fuji 16.9.1 This command was introduced.

Usage Guidelines

Use the clear ctsrole-based counter scommand to reset all or a range of statistics.

Specify the source SGT with the from keyword and the destination SGT with the to keyword. All statistics
are displayed when both the from and to keywords are omitted.

The default keyword displays the statistics of the default unicast policy. When neither ipv4 nor ipv6 keywords
are specified, this command displays only IPv4 counters.

In Cisco TrustSec monitor mode, permitted traffic counters are displayed under the SW-Permitt label and the
denied traffic counters are displayed under SW-Monitor label.
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Example

show cts role-based counters .

The following is sample output from the show ctsrole-based counters

Device# show cts role-based counters

Role-based IPv4 counters

From To SW-Denied HW-Denied SW-Permitt HW-Permitt SW-Monitor HW-Monitor
12 24 0 0 0 0 0 0
12 77 0 0 5 0 0 0

The table below lists the significant fields shown in the display.

Table 7: show cts role-based counters Field Descriptions

Field Description

From Source security group.

To Destination security group.

SW-Permitt Permitted traffic counters.

SW-Monitor Denied traffic counters.
Related Commands | Command Description

clear role-basedcounters

Resets SGACL statistic counters.

ctsrole-based

Maps IP addresses, Layer 3 interfaces, and VRFs to
SGTs. Enables Cisco TrustSec caching and SGACL
enforcement.
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. show cts role-based permissions

show cts role-based permissions

To display the role-based (security group) access control permission list, use the show cts role-based
permissions command in privileged EXEC mode.

show cts role-based permissions[{default [{details | ipv4[details] | ipv6 [details]}] | from {{sgt
| unknown }[{ipv4 | ipv6 | to{{sgt | unknown}[{details | ipv4[details] | ipv6 [details]}]}}}] |
ipv4 | ipv6 | platform | to {sgt | unknown}[{ipv4 | ipv6}]}]

Syntax Description

default (Optional) Displays information about the default permission list.

details (Optional) Displays attached access control list (ACL) details.

ipv4 (Optional) Displays information about the IPv4 protocol.

ipv6 (Optional) Displays information about the IPv6 protocol.

from (Optional) Displays information about the source group.

sgt (Optional) Security Group Tag. Valid values are from 2 to 65519.
to (Optional) Displays information about the destination group.

unknown (Optional) Displays information about unknown source and destination groups.

platform (Optional) Displays information about the platform.

Command Modes Privileged EXE (#)

Command History Release Modification
Cisco I0S XE Fuji This command was introduced.
16.9.1

Usage Guidelines

This command displays the content of the SGACL permission matrix. You can specify the source security
group tag (SGT) by using the from keyword and the destination SGT by using the to keyword. When both
these keywords are specified RBACLs of a single cell are displayed. An entire column is displayed when only
the to keyword is used. An entire row is displayed when the from keyword is used. The entire permission
matrix is displayed when both the from and to keywords are omitted.

The command output is sorted by destination SGT as a primary key and the source SGT as a secondary key.
SGACLs for each cell is displayed in the same order they are defined in the configuration or acquired from
Cisco Identity Services Engine (ISE).

The details keyword is provided when a single cell is selected by specifying both from and to keywords.
When the details keyword is specified the access control entries of SGACLs of a single cell are displayed.

The following is sample output from the show role-based per missions command:

Device# show cts role-based permissions
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show cts role-based permissions .

IPv4 Role-based permissions default (monitored):

default sgacl-02

Permit IP-00

IPv4 Role-based permissions from group 305:sgt to group 306:dgt (monitored):

test_reg tcp permit-02

RBACL Monitor All for Dynamic Policies : TRUE

RBACL Monitor All for Configured Policies : FALSE

IPv4 Role-based permissions from group 6:SGT 6 to group 6:SGT_6 (configured):
mon_1

IPv4 Role-based permissions from group 10 to group 11 (configured):
mon_2

RBACL Monitor All for Dynamic Policies : FALSE

RBACL Monitor All for Configured Policies : FALSE

Related Commands | Command Description

ctsrole-based permissions| Enables permissions from a source group to a destination group.

ctsrole-based monitor Enables role-based access list monitoring.
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show cts server-list

To display the list of HTTP and RADIUS servers available to Cisco TrustSec seed and nonseed devices, use
the show cts server-list command in user EXEC or privileged EXEC mode.

show cts server-list

Syntax Description This command has no arguments or keywords.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification

Cisco IOS XE Fuji 16.9.1 This command was introduced.

Cisco IOS XE Amsterdam 17.1.1 | The output of this command was modified to display the HTTP server
address and status information.

Usage Guidelines This command is useful for gathering Cisco TrustSec RADIUS server address and status information.

In Cisco IOS XE Gibraltar 17.1.1 and later releases, the output of this command displays HTTP server address
and their status information.

Examples Cisco IOS XE Amsterdam 17.1.1

The following sample output from the show cts server-list command displays HTTP servers and
their status information:

Device> show cts server-list

HTTP Server-list:

Server Name: Http Server 1

Server Status: DEAD
IPv4 Address: 10.78.105.148
IPv6 Address: Not Supported
Domain-name: http server l.ise.com
Port: 9063

Server Name: Http Server 2

Server Status: ALIVE
IPv4 Address: 10.78.105.149
IPv6 Address: Not Supported
Domain-name: http server 2.ise.com
Status = ALIVE

Prior to Cisco |OS XE Amsterdam 17.1.1
The following example displays the Cisco TrustSec RADIUS server list:

Device> show cts server-list
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show cts server-list .

CTS Server Radius Load Balance = DISABLED

Server Group Deadtime = 20 secs (default)
Global Server Liveness Automated Test Deadtime = 20 secs
Global Server Liveness Automated Test Idle Time = 60 mins

Global Server Liveness Automated Test = ENABLED (default)

Preferred list,

*Server:

Installed
*Server:

1 server(s):

port 1812, A-ID 1100E046659D4275B644BF946EFA49CD

ALIVE

= TRUE, idle-time = 60 mins, deadtime = 20 secs

list: ACSServerListl1-0001, 1 server(s):
101.0.2.61, port 1812, A-ID 1100E046659D4275B644BF946EFA49CD
ALIVE

= TRUE, idle-time = 60 mins, deadtime = 20 secs

Related Commands

Command

Description

addressipv4 (config-radius-server) | Configures the RADIUS server accounting and authentication

parameters for PAC provisioning.

pac key

Specifies the PAC encryption key.
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show cts sxp

To display Cisco TrustSec Security Group Tag (SGT) Exchange Protocol (CTS-SXP) connection or source
IP-to-SGT mapping information, use the show cts sxp command in user EXEC or privileged EXEC mode.

Cisco TrustSec |

show cts sxp {connections[{brief | vrf instance-name}] | filter-group [{detailed | global | listener

| speaker }] | filter-list filter-list-name | sgt-map [{brief | vrf instance-name}]} [{brief | vrf
instance-name} |

Syntax Description | connections Displays Cisco TrustSec SXP connections information.
brief (Optional) Displays an abbreviation of the SXP information.

vrf instance-name

(Optional) Displays the SXP information for the specified Virtual

Routing and Forwarding (VRF) instance name.

filter-group {detailed | global |

(Optional) Displays filter group information.

Command Default

Command Modes

listener | speaker }

filter-list filter-list-name

(Optional) Displays filter list information.

sgt-map

(Optional) Displays the IP-to-SGT mappings received through SXP.

None

User EXEC (>)
Privileged EXEC (#)

Command History

Examples

Release

Modification

Cisco I0S XE Fuji
16.9.1

This command was introduced.

The following example displays the SXP connections using the brief keyword:

Device# show cts sxp connection brief

SXP

: Enabled
Default Password :
Default Source IP:

Set
Not Set

Connection retry open period: 10 secs

Reconcile period:

120 secs

Retry open timer is not running

Peer_ IP Source_IP Conn Status Duration
10.10.10.1 10.10.10.2 On 0:00:02:14 (dd:hr:mm:sec)
10.10.2.1 10.10.2.2 On 0:00:02:14 (dd:hr:mm:sec)

Total num of SXP Connections = 2
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show cts sxp .

The following example displays the CTS-SXP connections:

Device# show cts sxp connections

SXP : Enabled

Default Password : Set

Default Source IP: Not Set
Connection retry open period: 10 secs
Reconcile period: 120 secs
Retry open timer is not running

Peer IP : 10.10.10.1
Source IP : 10.10.10.2
Set up : Peer

Conn status : On
Connection mode : SXP Listener
Connection inst# : 1

TCP conn fd 01

TCP conn password: not set (using default SXP password)
Duration since last state change: 0:00:01:25 (dd:hr:mm:sec)

Peer IP : 10.10.2.1
Source IP : 10.10.2.2
Set up : Peer

Conn status : On
Connection mode : SXP Listener
TCP conn fd H

TCP conn password: not set (using default SXP password)
Duration since last state change: 0:00:01:25 (dd:hr:mm:sec)
Total num of SXP Connections = 2

The following example displays the CTS-SXP connections for a bi-directional connection when the
device is both the speaker and listener:

Device# show cts sxp connections

SXP : Enabled

Highest Version Supported: 4

Default Password : Set

Default Source IP: Not Set

Connection retry open period: 120 secs
Reconcile period: 120 secs

Retry open timer is running

Peer IP : 2.0.0.2

Source IP 1.0.0.2

Conn status : On (Speaker) :: On (Listener)
Conn version : 4

Local mode : Both

Connection inst# : 1

TCP conn fd : 1 (Speaker) 3 (Listener)
TCP conn password: default SXP password
Duration since last state change: 1:03:38:03 (dd:hr:mm:sec) :: 0:00:00:46 (dd:hr:mm:sec)

The following example displays output from a CTS-SXP listener with a torn down connection to the
SXP speaker. Source IP-to-SGT mappings are held for 120 seconds, the default value of the delete
hold down timer.

Device# show cts sxp connections
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SXP : Enabled

Default Password : Set

Default Source IP: Not Set
Connection retry open period: 10 secs
Reconcile period: 120 secs
Retry open timer is not running

Peer IP : 10.10.10.1
Source IP : 10.10.10.2

Set up : Peer

Conn status : Delete Hold Down
Connection mode : SXP Listener
Connection inst# : 1

TCP conn fd : -1

TCP conn password: not set (using default SXP password)
Delete hold down timer is running
Duration since last state change: 0:00:00:16 (dd:hr:mm:sec)

Peer IP : 10.10.2.1
Source IP : 10.10.2.2
Set up : Peer

Conn status : On
Connection inst# : 1

TCP conn fd HE

TCP conn password: not set (using default SXP password)
Duration since last state change: 0:00:05:49 (dd:hr:mm:sec)
Total num of SXP Connections = 2

Cisco TrustSec |

Related Commands

Command Description

cts sxp connection peer | Enters the Cisco TrustSec SXP peer IP address and specifies if a password is

used for the peer connection

ctssxp default password | Configures the Cisco TrustSec SXP default password.

cts sxp default source-ip | Configures the Cisco TrustSec SXP source [Pv4 address.

ctssxp enable Enables Cisco TrustSec SXP on a device.

ctssxp log Enables logging for IP-to-SGT binding changes.

cts sxp reconciliation Changes the Cisco TrustSec SXP reconciliation period.

ctssxp retry Changes the Cisco TrustSec SXP retry period timer.
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show platform hardware fed switch active fwd-asic resource tcam utilization .

show platform hardware fed switch active fwd-asic resource
tcam utilization

To display CAM utilization information for ASIC, use the show platform hardware fed switch active
fwd-asic resource tcam utilization command in privileged EXEC mode.

show platform hardwarefed switch active fwd-asic resourcetcam utilization [ asic-number ] [ dlice-id
]

Syntax Description

Command Modes

asic-number Displays the ASIC number. Valid values are from
0to7.
dlice-id Displays per slice usage.

Privileged EXEC (#)

Command History

Examples

Release Modification

Cisco IOS XE Everest 16.5.1a This command was introduced.

The following is sample output from the show platform hardware fed switch active fwd-asic
resour ce tcam utilization command:

Device# enable
Device# show platform hardware fed switch active fwd-asic resource tcam utilization

CAM Utilization for ASIC [O0]

Table Subtype Dir Max Used %Used v4 Vo6
MPLS Other

Mac Address Table EM I 32768 25 0.08% 0 0
0 25

Mac Address Table TCAM I 1024 22 2.15% 0 0
0 22

L3 Multicast EM I 8192 0 0.00% 0 0
0 0

L3 Multicast TCAM I 512 9 1.76% 3 6
0 0

L2 Multicast EM I 8192 0 0.00% 0 0
0 0

L2 Multicast TCAM I 512 11 2.15% 3 8
0 0

IP Route Table EM I 24576 14 0.06% 13 0
1 0

IP Route Table TCAM I 8192 30 0.37% 11 16
2 1

Q0S ACL TCAM I0 5120 85 1.66% 28 38
0 19

TCAM I 45 0.88% 15 20
0 10

TCAM 0 40 0.78% 13 18
0 9
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. show platform hardware fed switch active fwd-asic resource tcam utilization
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Security ACL TCAM I0 5120 131 2.56% 26 60
0 45
TCAM I 88 1.72% 12 36
0 40
TCAM 0 43 0.84% 14 24
0 5
Netflow ACL TCAM I 256 6 2.34% 2 2
0 2
PBR ACL TCAM I 1024 36 3.52% 30 6
0 0
Netflow ACL TCAM o] 768 6 0.78% 2 2
0 2
Flow SPAN ACL TCAM IO 1024 13 1.27% 3 6
0 4
TCAM I 5 0.49% 1 2
0 2
TCAM o] 8 0.78% 2 4
0 2
Control Plane TCAM I 512 290 56.64% 138 106
0 46
Tunnel Termination TCAM I 512 22 4.30% 9 13
0 0
Lisp Inst Mapping TCAM I 2048 2 0.10% 0 0
0 2
Security Association TCAM I 256 4 1.56% 2 2
0 0
CTS Cell Matrix/VPN
Label EM o] 8192 0 0.00% 0 0
0 0
CTS Cell Matrix/VPN
Label TCAM o] 512 1 0.20% 0 0
0 1
Client Table EM I 4096 0 0.00% 0 0
0 0
Client Table TCAM I 256 0 0.00% 0 0
0 0
Input Group LE TCAM I 1024 0 0.00% 0 0
0 0
Output Group LE TCAM o] 1024 0 0.00% 0 0
0 0
Macsec SPD TCAM I 256 2 0.78% 0 0
0 2
Output fields are self-explanatory.
Related Commands | Command Description

show platform har dware fed switch active fwd-asic
resour ce tcam table

Displays the current CAM table.

show platform har dware fed switch active fwd-asic
resour ce tcam usage

Displays the current CAM usage.
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show platform hardware fed switch active sgacl resource usage .

show platform hardware fed switch active sgacl resource usage

To display Security Group access control list (SGACL) resource information for Application Specific Integrated
Circuit (ASIC), use the show platform hardware fed switch active sgacl resour ce usage command in
privileged EXEC mode.

show platform hardware fed switch active sgacl resource usage

Syntax Description usage Displays SGACL resource usage.
Command Modes Privileged EXEC (#)
Command History Release Modification

Cisco IOS XE Everest 16.5.1a This command was introduced.

Examples

The following is a sample output from the show platfor m har dwar efed switch active sgacl resource
usage command:

Device# enable
Device# show platform hardware fed switch active sgacl resource usage

SGACL RESOURCE DETAILS ASIC :#0

Percent Thresholds
Hardware Resource MAX Used Used Upper Lower
CTS Cell Matrix Config : 80 70
CTS Cell Matrix Entries : 8192 0 0 Normal
CTS Cell Overflow Entries : 512 1 0
Policy Configuration : 80 70
Policy Entries : 256 3 1 Normal
DGT Config : 80 70
DGT Entries : 4096 0 0 Normal
Security ACL Configured : 80 70
Security ACL Entries : 5120 131 2 Normal
Total Percent
SGACL TCAM Entries Used Used
Output PRE SGACL : 4 12
Output SGACL : 0 0
Output SGACL DEFAULT : 0 0
Device#

Output fields are self-explanatory.
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. show platform software classification switch active F0 class-group-manager class-group client acl all

show platform software classification switch active F0
class-group-manager class-group client acl all

To display ACL class group ID, which is used to view Ternary Content Addressable Memory(TCAM) entry,
use the show platform softwar e classification switch active FO class-group-manager class-group client

acl all command in privileged EXEC mode.

show platform software classification switch active FO class-group-manager class-group client acl all

Syntax Description  class-group-manager Displays the class group manager.
class-group Displays the class group.
all Displays the ACL class group ID for all class
groups.
Command History Release Modification
Cisco 10S XE Everest 16.5.1a This command was introduced.
Example

The following is a sample output from the show platfor m softwar e classification switch active FO

class-group-manager class-group client acl all command:

Device#show platform software classification switch active FO0 class-group-manager class-group

client acl all
QFP classification class client all group

class—group [ACL-GRP:273]
class—group [ACL-GRP:529]
class—group [ACL-GRP:801]

Output fields are self-explanatory.

Related Commands

Command

Description

show platform software classification switch active FO
class-group-manager class-group client acl name
class-group name

Displays ACL class group information for the
specified class group.

show platform software classification switch active FO
class-group-manager class-group client acl class-group
id

Displays ACL class group information for the
specified class group.
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show platform software cts forwarding-manager switch active F0 port .

show platform software cts forwarding-manager switch active
FO port

To display CTS information for forwarding manager interfaces, use the show platform software cts
forwarding-manager switch active FO port command in privileged EXEC mode.

show platform software cts forwar ding-manager switch active FO port

Syntax Description FO  Embedded service processor slot
0.

port Displays the port CTS status.

Command History Release Modification
Cisco IOS XE Everest 16.5.1a This command was introduced.
Example

The following is a sample output from the show platform software cts forwar ding-manager switch active
FO port command:

Device#show platform software cts forwarding-manager switch active FO port

Forwarding Manager Interfaces CTS Information

Name ID CTS Enable Trusted Propagate SGT value
GigabitEthernetl/0/1 77 0 0 0 0
GigabitEthernetl1/0/3 79 0 0 0 0
GigabitEthernetl/0/4 80 0 0 0 0
GigabitEthernetl1/0/5 81 0 0 0 0
GigabitEthernetl/0/6 82 0 0 0 0
GigabitEthernetl/0/7 83 0 0 0 0
GigabitEthernetl1/0/8 84 0 0 0 0
GigabitEthernetl1/0/9 85 0 0 0 0
GigabitEthernetl1/0/10 86 0 0 0 0
GigabitEthernetl1/0/11 87 0 0 0 0
GigabitEthernetl/0/12 88 0 0 0 0
GigabitEthernetl1/0/13 89 0 0 0 0
GigabitEthernetl1/0/14 90 0 0 0 0
GigabitEthernetl1/0/15 91 0 0 0 0
GigabitEthernetl1/0/16 92 0 0 0 0
GigabitEthernetl1/0/17 93 0 0 0 0
GigabitEthernetl1/0/18 94 0 0 0 0
GigabitEthernetl1/0/19 95 0 0 0 0
GigabitEthernetl1/0/20 96 0 0 0 0
GigabitEthernetl1/0/21 97 0 0 0 0
GigabitEthernetl/0/22 98 0 0 0 0
GigabitEthernetl1/0/23 99 0 0 0 0
GigabitEthernetl/0/24 100 0 0 0 0
GigabitEthernetl1/0/25 101 0 0 0 0
GigabitEthernetl1/0/26 102 0 0 0 0
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. show platform software cts forwarding-manager switch active F0 port

GigabitEthernetl/0/27
GigabitEthernetl1/0/28
GigabitEthernetl/0/29
GigabitEthernetl1/0/30
GigabitEthernetl1/0/31
GigabitEthernetl/0/32
GigabitEthernetl/0/33
GigabitEthernetl/0/34
GigabitEthernetl/0/35
GigabitEthernetl/0/36
GigabitEthernetl/0/37
GigabitEthernetl1/0/38
GigabitEthernetl/0/39
GigabitEthernetl1/0/40
GigabitEthernetl/0/41

Forwarding Manager Interfaces CTS Information

103
104
105
106
107
108
109
110
111
112
113
114
115
116
117

O O O O OO0 0O0O0O0OOooooo

CTS Enable

O O O O OO0 0O0O0O0OOooooo

Trusted

O O O O OO0 0O0O0O0OOooooo

Propagate
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O O O OO OO0 0O0OOooooo

GigabitEthernetl/0/42
GigabitEthernetl1/0/43
GigabitEthernetl/0/44
GigabitEthernetl1/0/45
GigabitEthernetl1/0/46
GigabitEthernetl/0/47
GigabitEthernetl/1/1
GigabitEthernetl/1/2
GigabitEthernetl/1/3
GigabitEthernetl/1/4
TenGigabitEthernetl/1/1
TenGigabitEthernetl/1/2
TenGigabitEthernetl/1/3
TenGigabitEthernetl/1/4
TenGigabitEthernetl/1/5
TenGigabitEthernetl/1/6
TenGigabitEthernetl/1/7
TenGigabitEthernetl/1/8
FortyGigabitEthernetl/1/1
FortyGigabitEthernetl/1/2
TwentyFiveGigEl/1/1
TwentyFiveGigEl/1/2
AppGigabitEthernetl/0/1
GigabitEthernet2/0/1
GigabitEthernet2/0/2
GigabitEthernet2/0/3
GigabitEthernet2/0/4
GigabitEthernet2/0/5
GigabitEthernet2/0/6
GigabitEthernet2/0/7
GigabitEthernet2/0/8
GigabitEthernet2/0/9
GigabitEthernet2/0/10
GigabitEthernet2/0/11
GigabitEthernet2/0/12
GigabitEthernet2/0/13
GigabitEthernet2/0/14
GigabitEthernet2/0/15
GigabitEthernet2/0/16
GigabitEthernet2/0/17

Forwarding Manager Interfaces CTS Information
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GigabitEthernet2/0/18
GigabitEthernet2/0/19
GigabitEthernet2/0/20
GigabitEthernet2/0/21
GigabitEthernet2/0/22
GigabitEthernet2/0/23
GigabitEthernet2/0/24
GigabitEthernet2/0/25
GigabitEthernet2/0/26
GigabitEthernet2/0/27
GigabitEthernet2/0/28
GigabitEthernet2/0/29
GigabitEthernet2/0/30
GigabitEthernet2/0/31
GigabitEthernet2/0/32
GigabitEthernet2/0/33
GigabitEthernet2/0/34
GigabitEthernet2/0/35
GigabitEthernet2/0/36
GigabitEthernet2/0/37
GigabitEthernet2/0/38
GigabitEthernet2/0/39
GigabitEthernet2/0/40
GigabitEthernet2/0/41
GigabitEthernet2/0/42
GigabitEthernet2/0/43
GigabitEthernet2/0/44
GigabitEthernet2/0/45
GigabitEthernet2/0/46
GigabitEthernet2/0/47
GigabitEthernet2/1/1

GigabitEthernet2/1/2

GigabitEthernet2/1/3

GigabitEthernet2/1/4

TenGigabitEthernet2/1/1
TenGigabitEthernet2/1/2
TenGigabitEthernet2/1/3
TenGigabitEthernet2/1/4
TenGigabitEthernet2/1/5
TenGigabitEthernet2/1/6

show platform software cts forwarding-manager switch active F0 port .

Forwarding Manager Interfaces CTS Information

TenGigabitEthernet2/1/7
TenGigabitEthernet2/1/8
FortyGigabitEthernet2/1/1
FortyGigabitEthernet2/1/2

TwentyFiveGigE2/1/1
TwentyFiveGigE2/1/2

AppGigabitEthernet2/0/1

GigabitEthernetl/0/2

ID CTS Enable Trusted Propagate SGT value
159 0 0 0 0
160 0 0 0 0
161 0 0 0 0
162 0 0 0 0
163 0 0 0 0
164 0 0 0 0
165 0 0 0 0
166 0 0 0 0
167 0 0 0 0
168 0 0 0 0
169 0 0 0 0
170 0 0 0 0
171 0 0 0 0
172 0 0 0 0
173 0 0 0 0
174 0 0 0 0
175 0 0 0 0
176 0 0 0 0
177 0 0 0 0
178 0 0 0 0
179 0 0 0 0
180 0 0 0 0
181 0 0 0 0
182 0 0 0 0
183 0 0 0 0
184 0 0 0 0
185 0 0 0 0
186 0 0 0 0
187 0 0 0 0
188 0 0 0 0
190 0 0 0 0
191 0 0 0 0
192 0 0 0 0
193 0 0 0 0
194 0 0 0 0
195 0 0 0 0
196 0 0 0 0
197 0 0 0 0
198 0 0 0 0
199 0 0 0 0

ID CTS Enable Trusted Propagate SGT value
200 0 0 0 0
201 0 0 0 0
202 0 0 0 0
203 0 0 0 0
204 0 0 0 0
205 0 0 0 0
206 0 0 0 0
213 0 0 0 0

The following table explains the significant fields shown in the output:

Table 8: show platform software cts forwarding-manager switch active F0 port Field Descriptions

‘ Field | Description
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. show platform software cts forwarding-manager switch active F0 port

Name

The name of the interface.

ID

The interface ID.

CTS
Enable

The status of CTS.

Trusted

The trusted status of the interface.

Propagate

The propagation status of the interface.

SGT value

The value of SGT.
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show platform software cts forwarding-manager switch active FO .

show platform software cts forwarding-manager switch active

FO

To display Security Group Tag (SGT) binding table, use the show platfor m softwar e ctsforwar ding-manager
switch active FO command in privileged EXEC mode.

show platform software cts forwar ding-manager switch active FO

Syntax Description

FO Selects embedded service processor slot

0.
Command Modes Privileged EXEC (#)
Command History Release Modification
Cisco IOS XE Everest 16.5.1a This command was introduced.
Example

The following is a sample output from the show platform softwar e cts forwarding-manager switch active
FO command:

Device#show platform software cts forwarding-manager switch active FO
SGT Binding Table

Number of bindings: 1

2.2.2.2/32

SGT Src: 2
SGT Dst: 2

SGT Binding Table

Output fields are self-explanatory.

Related Commands

Command Description

show platform softwar e cts forwarding-manager switch | Displays the port CTS status.
active FO port

show platform softwar e cts forwarding-manager switch | Displays the SGACL permissions.
active FO permissions
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. show platform software cts forwarding-manager switch active F0 permissions

show platform software cts forwarding-manager switch active
FO permissions

To display Security group access control lists (SGACLs) permissions, use the show platform software cts
forwarding-manager switch active FO permissions command in privileged EXEC mode.

show platform software cts forwarding-manager switch active FO per missions

Syntax Description FO Selects embedded service processor slot
0.

permissons Displays SGACL permissions.

Command Modes Privileged EXEC (#)

Command History Release Modification
Cisco IOS XE Everest 16.5.1a This command was introduced.
Example

The following is sample output from the show platform softwar e cts forwarding-manager switch active
FO per missions command:

Device#show platform software cts forwarding-manager switch active FO permissions

Forwarding Manager CTS permissions Information

sgt dgt ACL Group Name
4 2 V4SGACL7100

65535 65535 V4SGACL8100

65535 65535 V6SGACL9100

The following table explains the significant fields shown in the output:

Table 9: show platform software cts forwarding-manager switch active FO permissions Field Descriptions

Field Description
sgt The source group tag.
dgt The destination group tag.
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show platform software cts forwarding-manager switch active FO permissions .

ACL Group
Name

The name of the ACL
group.
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. show platform software fed switch active acl counters hardware | inc SGACL

show platform software fed switch active acl counters
hardware | inc SGACL

To display counters from the forwarding engine driver, use the show platform software fed switch active
acl counters hardware | inc SGACL command in privileged EXEC mode.

show platform software fed switch active acl countershardware | inc SGACL

Syntax Description  counters  Displays counter information.

hardware Displays hardware counters.

include Includes lines that match the specified string.

Command History Release Modification
Cisco IOS XE Everest 16.5.1a This command was introduced.
Example

The following is a sample output from the show platfor m softwar efed switch activeacl counter shardware
| inc SGACL command:

Device# show platform software fed switch active acl counters hardware | inc SGACL

Egress IPv4 SGACL Drop (0x3£000061) 0 frames
Egress IPv6 SGACL Drop (0x13000062) 0 frames
Egress IPv4 SGACL Test Cell Drop (0xd2000063): 0 frames
Egress IPv6 SGACL Test Cell Drop (0x40000064) 0 frames
Egress IPv4 Pre SGACL Forward (0x2c000067) 0 frames
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show platform software fed switch active acl usage .

show platform software fed switch active acl usage

To display Security Group access control lists (SGACLs) usage, use the show platform softwarefed switch
active acl usage command in privileged EXEC mode.

show platform software fed switch active acl usage

Syntax Description usage Displays ACL
usage.

Command Modes Privileged EXEC (#)

Command History Release Modification
Cisco IOS XE Everest 16.5.1a This command was introduced.
Example

The following is sample output from the show platform software fed switch active acl usage command:

Device# show platform software fed switch active acl usage
idsssssssassasasadsadsdsaaasdssdadddsdddddddaddsddddddiii

FHERHHHH FHHH A H RS
#HEHHHH Printing Usage Infos [T LSS
FHERHHHH FHHH A H RS

FHEF A AR AR AR AR AR A R A
##### ACE Software VMR max:196608 used:282
FHEH A A AR AR AR AR AR A A R

Feature Type ACL Type Dir Name Entries
Used

SGACL IPV4 Egress V4SGACL7100 2
Feature Type ACL Type Dir Name Entries
Used

SGACL_CATCHALL IPV4 Egress V4SGACL8100 1
Feature Type ACL Type Dir Name Entries
Used

SGACL_CATCHALL IPV6 Egress V6SGACL9100 1

Output fields are self-explanatory.

Command Reference, Cisco 10S XE 17.14.x (Catalyst 9500 Switches) .



Cisco TrustSec |
. show platform software fed switch active ifm mappings

show platform software fed switch active ifm mappings

show platform software fed switch active ifm mappings

Syntax Description ifm Displays interface manager information.

mappings Displays interface to hardware mapping information.

Command Modes Privileged EXEC (#)

Command History Release Modification
Cisco IOS XE Everest 16.5.1a This command was introduced.
Example

The following is a sample output from the show platfor m softwar efed switch activeifm mappingscommand:

Device#show platform software fed switch active ifm mappings

Interface IF ID Inst Asic Core Port SubPort Mac Cntx LPN GPN Type
Active

GigabitEthernet3/0/1 Oxa 1 0 1 0 0 26 6 1 193 NIF Y
GigabitEthernet3/0/2 Oxb 1 0 1 1 0 6 7 2 194 NIF Y
GigabitEthernet3/0/3 Oxc 1 0 1 2 0 28 8 3 195 NIF Y
GigabitEthernet3/0/4 0xd 1 0 1 3 0 27 9 4 196 NIF Y
GigabitEthernet3/0/5 Oxe 1 0 1 4 0 30 10 5 197 NIF Y
GigabitEthernet3/0/6 Oxf 1 0 1 5 0 29 11 6 198 NIF Y
GigabitEthernet3/0/7 0x10 1 0 1 6 0 32 12 7 199 NIF Y
GigabitEthernet3/0/8 0x11 1 0 1 7 0 31 13 8 200 NIF Y
GigabitEthernet3/0/9 0x12 1 0 1 8 0 19 14 9 201 NIF Y
GigabitEthernet3/0/10 0x13 1 0 1 9 0 5 15 10 202 NIF Y
GigabitEthernet3/0/11 0x14 1 0 1 10 0 21 16 11 203 NIF Y
GigabitEthernet3/0/12 0x15 1 0 1 11 0 20 17 12 204 NIF Y
GigabitEthernet3/0/13 0x16 1 0 1 12 0 23 18 13 205 NIF Y
GigabitEthernet3/0/14 0x17 1 0 1 13 0 22 19 14 206 NIF Y
GigabitEthernet3/0/15 0x18 1 0 1 14 0 25 20 15 207 NIF Y
GigabitEthernet3/0/16 0x19 1 0 1 15 0 24 21 16 208 NIF Y
GigabitEthernet3/0/17 Oxla 1 0 1 16 0 12 22 17 209 NIF Y
GigabitEthernet3/0/18 0x1b 1 0 1 17 0 4 23 18 210 NIF Y
GigabitEthernet3/0/19 Oxlc 1 0 1 18 0 14 24 19 211 NIF Y
GigabitEthernet3/0/20 0x1d 1 0 1 19 0 13 25 20 212 NIF Y
GigabitEthernet3/0/21 Oxle 1 0 1 20 0 16 26 21 213 NIF Y
GigabitEthernet3/0/22 0x1f 1 0 1 21 0 15 27 22 214 NIF Y
GigabitEthernet3/0/23 0x20 1 0 1 22 0 18 28 23 215 NIF Y
GigabitEthernet3/0/24 0x21 1 0 1 23 0 17 29 24 216 NIF Y
GigabitEthernet3/0/25 0x22 0 0 0 24 0 26 6 25 217 NIF Y
GigabitEthernet3/0/26 0x23 0 0 0 25 0 6 7 26 218 NIF Y
GigabitEthernet3/0/27 0x24 0 0 0 26 0 28 8 27 219 NIF Y
GigabitEthernet3/0/28 0x25 0 0 0 27 0 27 9 28 220 NIF Y
GigabitEthernet3/0/29 0x26 0 0 0 28 0 30 10 29 221 NIF Y
GigabitEthernet3/0/30 0x27 0 0 0 29 0 29 11 30 222 NIF Y
GigabitEthernet3/0/31 0x28 0 0 0 30 0 32 12 31 223 NIF Y
GigabitEthernet3/0/32 0x29 0 0 0 31 0 31 13 32 224 NIF Y
GigabitEthernet3/0/33 0x2a 0 0 0 32 0 19 14 33 225 NIF Y
GigabitEthernet3/0/34 0x2b 0 0 0 33 0 5 15 34 226 NIF Y
GigabitEthernet3/0/35 0x2c 0 0 0 34 0 21 16 35 227 NIF Y
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show platform software fed switch active ifm mappings .

GigabitEthernet3/0/36 0x2d 0 0 0 35
GigabitEthernet3/0/37 0x2e 0 0 0 36
GigabitEthernet3/0/38 0x2f 0 0 0 37
GigabitEthernet3/0/39 0x30 0 0 0 38
GigabitEthernet3/0/40 0x31 0 0 0 39
GigabitEthernet3/0/41 0x32 0 0 0 40
GigabitEthernet3/0/42 0x33 0 0 0 41
GigabitEthernet3