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To configure a flow cache parameter for a flow monitor, use the cache command in flow monitor configuration
mode. To remove a flow cache parameter for a flow monitor, use the no form of this command.

cache {timeout {active|inactive|update} seconds|type normal}
no cache {timeout {active|inactive|update} |type}

Syntax Description

Command Default

Command Modes

timeout Specifies the flow timeout.

active Specifies the active flow timeout.

inactive Specifies the inactive flow timeout.

update Specifies the update timeout for a permanent flow cache.

seconds The timeout value in seconds. The range is 30 to 604800 (7 days)
for a normal flow cache. For a permanent flow cache the range is 1
to 604800 (7 days).

type Specifies the type of the flow cache.

normal Configures a normal cache type. The entries in the flow cache will

be aged out according to the timeout active seconds and timeout
inactive seconds settings. This is the default cache type.

The default flow monitor flow cache parameters are used.
The following flow cache parameters for a flow monitor are enabled:
* Cache type: normal

* Active flow timeout: 1800 seconds

Flow monitor configuration

Command History

Usage Guidelines

Release Modification

Cisco I0S XE Fuji 16.9.2 This command was introduced.

Each flow monitor has a cache that it uses to store all the flows it monitors. Each cache has various configurable
elements, such as the time that a flow is allowed to remain in it. When a flow times out, it is removed from
the cache and sent to any exporters that are configured for the corresponding flow monitor.

The cache timeout active command controls the aging behavior of the normal type of cache. If a flow has
been active for a long time, it is usually desirable to age it out (starting a new flow for any subsequent packets
in the flow). This age out process allows the monitoring application that is receiving the exports to remain up
to date. By default, this timeout is 1800 seconds (30 minutes), but it can be adjusted according to system
requirements. A larger value ensures that long-lived flows are accounted for in a single flow record; a smaller
value results in a shorter delay between starting a new long-lived flow and exporting some data for it. When
you change the active flow timeout, the new timeout value takes effect immediately.
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The cachetimeout inactive command also controls the aging behavior of the normal type of cache. If a flow
has not seen any activity for a specified amount of time, that flow will be aged out. By default, this timeout
is 15 seconds, but this value can be adjusted depending on the type of traffic expected. If a large number of
short-lived flows is consuming many cache entries, reducing the inactive timeout can reduce this overhead.
If a large number of flows frequently get aged out before they have finished collecting their data, increasing
this timeout can result in better flow correlation. When you change the inactive flow timeout, the new timeout
value takes effect immediately.

The cachetimeout update command controls the periodic updates sent by the permanent type of cache. This
behavior is similar to the active timeout, except that it does not result in the removal of the cache entry from
the cache. By default, this timer value is 1800 seconds (30 minutes).

The cachetype normal command specifies the normal cache type. This is the default cache type. The entries
in the cache will be aged out according to the timeout active secondsand timeout inactive secondssettings.
When a cache entry is aged out, it is removed from the cache and exported via any exporters configured for
the monitor associated with the cache.

To return a cache to its default settings, use the default cache flow monitor configuration command.

\ )

Note When a cache becomes full, new flows will not be monitored.

The following example shows how to configure the active timeout for the flow monitor cache:

Device (config)# flow monitor FLOW-MONITOR-1
Device (config-flow-monitor)# cache timeout active 4800

The following example shows how to configure the inactive timer for the flow monitor cache:

Device (config)# flow monitor FLOW-MONITOR-1
Device (config-flow-monitor)# cache timeout inactive 30

The following example shows how to configure the permanent cache update timeout:

Device (config)# flow monitor FLOW-MONITOR-1
Device (config-flow-monitor)# cache timeout update 5000

The following example shows how to configure a normal cache:

Device (config)# flow monitor FLOW-MONITOR-1
Device (config-flow-monitor)# cache type normal
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clear flow exporter

To clear the statistics for a Flexible Netflow flow exporter, use the clear flow exporter command in privileged
EXEC mode.

clear flow exporter [[name] exporter-name] statistics

Syntax Description

name (Optional) Specifies the name of a flow exporter.

exporter-name  (Optional) Name of a flow exporter that was previously configured.

statistics Clears the flow exporter statistics.
Command Modes Privileged EXEC
Command History Release Modification

Usage Guidelines

Examples

Cisco IOS XE Fuji 16.9.2 This command was introduced.

The clear flow exporter command removes all statistics from the flow exporter. These statistics will not be
exported and the data gathered in the cache will be lost.

You can view the flow exporter statistics by using the show flow exporter statistics privileged EXEC
command.

The following example clears the statistics for all of the flow exporters configured on the device:

Device# clear flow exporter statistics

The following example clears the statistics for the flow exporter named FLOW-EXPORTER-1:

Device# clear flow exporter FLOW-EXPORTER-1 statistics
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clear flow monitor

To clear a flow monitor cache or flow monitor statistics and to force the export of the data in the flow monitor
cache, use the clear flow monitor command in privileged EXEC mode.

clear flow monitor [name] monitor-name [{[cache] force-export | statistics}]

Syntax Description name Specifies the name of a flow monitor.

monitor-name Name of a flow monitor that was previously configured.

cache (Optional) Clears the flow monitor cache information.

force-export  (Optional) Forces the export of the flow monitor cache statistics.

statistics (Optional) Clears the flow monitor statistics.

Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines The clear flow monitor cache command removes all entries from the flow monitor cache. These entries will
not be exported and the data gathered in the cache will be lost.

)

Note The statistics for the cleared cache entries are maintained.

The clear flow monitor force-export command removes all entries from the flow monitor cache and exports
them using all flow exporters assigned to the flow monitor. This action can result in a short-term increase in
CPU usage. Use this command with caution.

The clear flow monitor statistics command clears the statistics for this flow monitor.

)

Note The current entries statistic will not be cleared by the clear flow monitor statistics command because this is
an indicator of how many entries are in the cache and the cache is not cleared with this command.

You can view the flow monitor statistics by using the show flow monitor statisticsprivileged EXEC command.

Examples The following example clears the statistics and cache entries for the flow monitor named

FLOW-MONITOR-1:

Device# clear flow monitor name FLOW-MONITOR-1

The following example clears the statistics and cache entries for the flow monitor named
FLOW-MONITOR-1 and forces an export:
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Device# clear flow monitor name FLOW-MONITOR-1 force-export

The following example clears the cache for the flow monitor named FLOW-MONITOR-1 and forces
an export:

Device# clear flow monitor name FLOW-MONITOR-1 cache force-export

The following example clears the statistics for the flow monitor named FLOW-MONITOR-1:

Device# clear flow monitor name FLOW-MONITOR-1 statistics
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clear platform software fed switch swc connection

To clear the connection details and events of the Stealthwatch Cloud integration, use the clear platform
software fed switch switch-number swc connection command in privileged EXEC mode.

clear platform software fed switch { switch-number | active } swc connection

Syntax Description

Command Modes

switch {switch-number | active } Device for which you want to clear information.

* switch_num: Switch ID.

« active: Clears information for the active

switch.

SWC connection

Clears the connection details and events.

Privileged EXEC (#)

Command History

Examples

Release

Modification

Cisco 10S XE Bengaluru 17.5.1

This command was introduced.

The following is a sample output of the clear platform software fed switch active swc connection

command:

Device> enable

Device# clear platform software fed switch active swc connection

Related Commands

Command

Description

clear platform softwarefed switch {switch-number
|active }swc statistics

Clears the statistical information of the Stealthwatch
Cloud integration.

show platfor m softwarefed switch {switch-number
|active }swc connection

Displays the connection details and events of the
Stealthwatch Cloud integration.

show stealth-watch-cloud detail

Displays the Stealthwatch Cloud registration status
and its configured values.

stealthwatch-cloud-monitor

Configures the Stealthwatch Cloud monitor.
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clear platform software fed switch swc statistics

To clear the statistical information of the Stealthwatch Cloud integration, use the clear platform software
fed switch switch-number swc statistics command in privileged EXEC mode.

Command Modes

clear platform software fed switch { switch-number | active } swc statistics

Privileged EXEC (#)

Command History

Examples

Release

Modification

Cisco 10S XE Bengaluru 17.5.1

This command was introduced.

The following is a sample output of the clear platform software fed switch active swc statistics

command:

Device> enable

Device# clear platform software fed switch active swc statistics

Related Commands

Command

Description

clear platform softwarefed switch {switch-number
|active } swc connection

Clears the connection details and events of the
Stealthwatch Cloud integration.

show platfor m softwarefed switch {switch-number
lactive } swc statistics

Displays the statistical information of the Stealthwatch
Cloud integration.

show stealth-watch-cloud detail

Displays the Stealthwatch Cloud registration status
and its configured values.

stealthwatch-cloud-monitor

Configures the Stealthwatch Cloud monitor.
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clear snmp stats hosts

Syntax Description

Command Default

Command Modes

To clear the NMS IP address, the number of times an NMS polls the agent, and the timestamp of polling, use
the clear snmp stats hosts command in privileged EXEC mode.

clear snmp stats hosts
This command has no arguments or keywords.
The details of the SNMP managers polled to the SNMP agent is stored in the system.

Privileged EXEC (#)

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Amsterdam 17.1.1 This command was
introduced.

Use the clear snmp stats hosts command to delete all the entries polled to the SNMP agent.

The following is sample output of the clear snmp stats hosts command.

Device# clear snmp stats hosts
Request Count Last Timestamp Address

. Network Management Commands



| Network Management Commands

collect

collect .

To configure non-key fields for the flow monitor record and to enable capturing the values in the fields for
the flow created with the record, use the collect command in flow record configuration mode.

collect {counter | interface|timestamp | transport}

Syntax Description

Command Default

Command Modes

counter Configures the number of bytes or packets in a flow as a non-key field for a flow record. For
more information, see collect counter.

interface  Configures the input and output interface name as a non-key field for a flow record. For more
information, see collect interface.

timestamp Configures the absolute time of the first seen or last seen packet in a flow as a non-key field
for a flow record. For more information, see collect timestamp absolute.

transport  Enables the collecting of transport TCP flags from a flow record. For more information, see
collect transport tcp flags.

Non-key fields are not configured for the flow monitor record.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

The values in non-key fields are added to flows to provide additional information about the traffic in the flows.
A change in the value of a non-key field does not create a new flow. In most cases, the values for non-key
fields are taken from only the first packet in the flow.

The collect commands are used to configure non-key fields for the flow monitor record and to enable capturing
the values in the fields for the flow created with the record. The values in non-key fields are added to flows
to provide additional information about the traffic in the flows. A change in the value of a non-key field does
not create a new flow. In most cases the values for non-key fields are taken from only the first packet in the
flow.

\}

Note  Although it is visible in the command-line help string, the flow username keyword is not supported.

The following example configures the total number of bytes in the flows as a non-key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # collect counter bytes long
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collect counter

Command Default

Command Modes

To configure the number of bytes or packets in a flow as a non-key field for a flow record, use the collect
counter command in flow record configuration mode. To disable the use of the number of bytes or packets
in a flow (counters) as a non-key field for a flow record, use the no form of this command.

The number of bytes or packets in a flow is not configured as a non-key field.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

To return this command to its default settings, use the no collect counter or default collect counter flow
record configuration command.

The following example configures the total number of bytes in the flows as a non-key field:

Device (config) # flow record FLOW-RECORD-1
Device (config-flow-record) #collect counter bytes long

The following example configures the total number of packets from the flows as a non-key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # collect counter packets long
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collect flow sampler

To configure a flow sampler ID as a non-key field for the record, use the collect flow sampler command in
flow record configuration mode. To disable the use of the flow sampler ID number as a non-key field for a
flow record, use the no form of this command.

collect flow sampler
no collect flow sampler

Syntax Description ~ This command has no arguments or keywords.

Command Default The flow sampler is not configured as non-key fields.
Command Modes Flow record configuration (config-flow-record)
Command History Release Modification

Cisco IOS XE Amsterdam 17.2.1 This command was introduced.

Usage Guidelines The collect commands are used to configure non-key fields for the flow monitor record and to enable capturing
the values in the fields for the flow created with the record. The values in non-key fields are added to flows
to provide additional information about the traffic in the flows. A change in the value of a non-key field does
not create a new flow. In most cases the values for non-key fields are taken from only the first packet in the
flow.

The collect flow sampler command is useful when more than one flow sampler is being used with different
sampling rates. The non-key field contains the ID of the flow sampler used to monitor the flow.

Examples The following example shows how to configure the ID of the flow sampler that is assigned to the

flow as a non-key field:

Device> enable

Device# confgure terminal

Device (config)# flow record FLOW-RECORD-1

Device (config-flow-record) # collect flow sampler

Related Commands | Command Description

flow exporter |Creates a flow exporter

flow record Creates a flow record for Flexible NetFlow.
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collect interface

To configure the input interface name as a non-key field for a flow record, use the collect interface command
in flow record configuration mode. To disable the use of the input interface as a non-key field for a flow
record, use the no form of this command.

collect interface input
no collect interface input

Syntax Description

Command Default

Command Modes

input  Configures the input interface name as a non-key field and enables collecting the input interface
from the flows.

The input interface name is not configured as a non-key field.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

The Flexible NetFlow collect commands are used to configure non-key fields for the flow monitor record and
to enable capturing the values in the fields for the flow created with the record. The values in non-key fields
are added to flows to provide additional information about the traffic in the flows. A change in the value of
a non-key field does not create a new flow. In most cases, the values for non-key fields are taken from only
the first packet in the flow.

To return this command to its default settings, use the no collect interface or default collect interface flow
record configuration command.

The following example configures the input interface as a non-key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # collect interface input
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collect ipv4 destination

To configure the IPv4 destination as a non-key field for a flow record, use the collect ipv4 destination
command in flow record configuration mode. To disable the use of an IPv4 destination field as a non-key
field for a flow record, use the no form of this command.

collect ipv4 destination {mask | prefix} [minimum-mask mask]
no collect ipv4 destination {mask | prefix} [minimum-mask mask]

Syntax Description | mask Configures the IPv4 destination mask as a non-key field and enables collecting
the value of the IPv4 destination mask from the flows.

prefix Configures the prefix for the IPv4 destination as a non-key field and enables
collecting the value of the IPv4 destination prefix from the flows.

minimum-mask mask |(Optional) Specifies the size, in bits, of the minimum mask. Range: 1 to 32.

Command Default The IPv4 destination is not configured as a non-key field.
Command Modes Flow record configuration (config-flow-record)
Command History Release Modification

Cisco IOS XE Amsterdam 17.2.1 This command was introduced.

Usage Guidelines The Flexible NetFlow collect commands are used to configure non-key fields for the flow monitor record and
to enable capturing the values in the fields for the flow created with the record. The values in non-key fields
are added to flows to provide additional information about the traffic in the flows. A change in the value of
a non-key field does not create a new flow. In most cases the values for non-key fields are taken from only
the first packet in the flow.

Examples The following example shows how to configure the IPv4 destination prefix from the flows that have

a prefix of 16 bits as a non-key field:

Device> enable

Device> configure terminal

Device (config)# flow record FLOW-RECORD-1

Device (config-flow-record) # collect ipv4 destination prefix minimum-mask 16

Related Commands Command Description

flow record Creates a flow record for Flexible NetFlow.
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collect ipv6 destination

To configure the IPv6 destination as a non-key field for a flow record, use the collect ipv6 destination
command in flow record configuration mode. To disable the use of an IPv6 destination field as a non-key
field for a flow record, use the no form of this command.

collect ipv6 destination {mask |prefix} [minimum-mask mask]
no collect ipve destination {mask |prefix} [ minimum-mask mask]

Syntax Description ~ mask Configures the IPv6 destination mask as a non-key field and enables collecting
the value of the IPv6 destination mask from the flows.

prefix Configures the prefix for the IPv6 destination as a non-key field and enables
collecting the value of the IPv6 destination prefix from the flows.

minimum-mask mask (Optional) Specifies the size, in bits, of the minimum mask. Range: 1 to 32.

Command Default The IPv6 destination is not configured as a non-key field.
Command Modes Flow record configuration (config-flow-record)
Command History Release Modification

Cisco IOS XE Amsterdam 17.3.1 This command was introduced.

Usage Guidelines The Flexible NetFlow collect commands are used to configure non-key fields for the flow monitor record and
to enable capturing the values in the fields for the flow created with the record. The values in non-key fields
are added to flows to provide additional information about the traffic in the flows. A change in the value of
a non-key field does not create a new flow. In most cases the values for non-key fields are taken from only
the first packet in the flow.

Examples The following example shows how to configure the IPv6 destination prefix from the flows that have

a prefix of 16 bits as a non-key field:

Device> enable

Device> configure terminal

Device (config)# flow record FLOW-RECORD-1

Device (config-flow-record) # collect ipv6é destination prefix minimum-mask 16

Related Commands Command Description

flow record Creates a flow record for Flexible NetFlow.
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collect ipv4 source

To configure the IPv4 source as a non-key field for a flow record, use the collect ipv4 source command in
flow record configuration mode. To disable the use of the IPv4 source field as a non-key field for a flow
record, use the no form of this command.

collect ipv4 source {mask | prefix} [minimum-mask mask]
no collect ipv4 source {mask | prefix} [minimum-mask mask]

Syntax Description mask Configures the mask for the IPv4 source as a non-key field and enables collecting
the value of the IPv4 source mask from the flows.

prefix Configures the prefix for the IPv4 source as a non-key field and enables collecting
the value of the IPv4 source prefix from the flows.

minimum-mask mask |(Optional) Specifies the size, in bits, of the minimum mask. Range: 1 to 32.

Command Default The IPv4 source is not configured as a non-key field.
Command Modes Flow record configuration (config-flow-record)
Command History Release Modification

Cisco IOS XE Amsterdam 17.2.1 This command was introduced.

Usage Guidelines The collect commands are used to configure non-key fields for the flow monitor record and to enable capturing
the values in the fields for the flow created with the record. The values in non-key fields are added to flows
to provide additional information about the traffic in the flows. A change in the value of a non-key field does
not create a new flow. In most cases the values for non-key fields are taken from only the first packet in the
flow.

collect ipv4 source prefix minimum-mask

The source prefix is the network part of an [Pv4 source. The optional minimum mask allows more information
to be gathered about large networks.

collect ipv4 source mask minimum-mask

The source mask is the number of bits that make up the network part of the source. The optional minimum
mask allows a minimum value to be configured. This command is useful when there is a minimum mask
configured for the source prefix field and the mask is to be used with the prefix. In this case, the values
configured for the minimum mask should be the same for the prefix and mask fields.

Alternatively, if the collector is aware of the minimum mask configuration of the prefix field, the mask field
can be configured without a minimum mask so that the true mask and prefix can be calculated.

Examples The following example shows how to configure the IPv4 source prefix from flows that have a prefix

of 16 bits as a non-key field:

Device> enable
Device# conigure terminal
Device (config) # flow record FLOW-RECORD-1
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Device (config-flow-record) # collect ipv4 source prefix minimum-mask 16

Related Commands | Command Description

flow record Creates a flow record for Flexible NetFlow.
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collect ipvb source

To configure the IPv6 source as a non-key field for a flow record, use the collect ipv6 source command in
flow record configuration mode. To disable the use of the IPv6 source field as a non-key field for a flow
record, use the no form of this command.

collect ipv6 source {mask |prefix} [minimum-mask mask]
no collect ipv6 source {mask |prefix} [minimum-mask mask]

Syntax Description

Command Default

Command Modes

Usage Guidelines

Examples

mask Configures the mask for the IPv6 source as a non-key field and enables collecting
the value of the IPv6 source mask from the flows.

prefix Configures the prefix for the IPv6 source as a non-key field and enables collecting
the value of the IPv6 source prefix from the flows.

minimum-mask mask (Optional) Specifies the size, in bits, of the minimum mask. Range: 1 to 32.

The IPv6 source is not configured as a non-key field.

Flow record configuration (config-flow-record)

Release Modification

Cisco IOS XE Amsterdam 17.3.1 This command was introduced.

The collect commands are used to configure non-key fields for the flow monitor record and to enable capturing
the values in the fields for the flow created with the record. The values in non-key fields are added to flows
to provide additional information about the traffic in the flows. A change in the value of a non-key field does
not create a new flow. In most cases the values for non-key fields are taken from only the first packet in the
flow.

collect ipv6 sour ce prefix minimum-mask

The source prefix is the network part of an IPv6 source. The optional minimum mask allows more information
to be gathered about large networks.

collect ipv6 source mask minimum-mask

The source mask is the number of bits that make up the network part of the source. The optional minimum
mask allows a minimum value to be configured. This command is useful when there is a minimum mask
configured for the source prefix field and the mask is to be used with the prefix. In this case, the values
configured for the minimum mask should be the same for the prefix and mask fields.

Alternatively, if the collector is aware of the minimum mask configuration of the prefix field, the mask field
can be configured without a minimum mask so that the true mask and prefix can be calculated.

The following example shows how to configure the IPv6 source prefix from flows that have a prefix
of 16 bits as a non-key field:

Device> enable
Device# conigure terminal
Device (config) # flow record FLOW-RECORD-1
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Device (config-flow-record) # collect ipvé source prefix minimum-mask 16
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collect timestamp absolute

To configure the absolute time of the first seen or last seen packet in a flow as a non-key field for a flow
record, use the collect timestamp absolute command in flow record configuration mode. To disable the use
of the first seen or last seen packet in a flow as a non-key field for a flow record, use the no form of this
command.

collect timestamp absolute {first|last}
no collect timestamp absolute {first | last}

Syntax Description first Configures the absolute time of the first seen packet in a flow as a non-key field and enables collecting
time stamps from the flows.

last Configures the absolute time of the last seen packet in a flow as a non-key field and enables collecting
time stamps from the flows.

Command Default The absolute time field is not configured as a non-key field.
Command Modes Flow record configuration
Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines The collect commands are used to configure non-key fields for the flow monitor record and to enable capturing
the values in the fields for the flow created with the record. The values in non-key fields are added to flows
to provide additional information about the traffic in the flows. A change in the value of a non-key field does
not create a new flow. In most cases the values for non-key fields are taken from only the first packet in the
flow.

The following example configures time stamps based on the absolute time of the first seen packet
in a flow as a non-key field:

Device (config) # flow record FLOW-RECORD-1
Device (config-flow-record)# collect timestamp absolute first

The following example configures time stamps based on the absolute time of the last seen packet in
a flow as a non-key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # collect timestamp absolute last
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collect transport tcp flags

To enable the collecting of transport TCP flags from a flow, use the collect transport tcp flags command in
flow record configuration mode. To disable the collecting of transport TCP flags from the flow, use the no
form of this command.

collect transport tcp flags
no collect transport tcp flags

Syntax Description ~ This command has no arguments or keywords.

Command Default The transport layer fields are not configured as a non-key field.
Command Modes Flow record configuration
Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines The values of the transport layer fields are taken from all packets in the flow. You cannot specify which TCP
flag to collect. You can only specify to collect transport TCP flags. All TCP flags will be collected with this
command. The following transport TCP flags are collected:

» ack—TCP acknowledgement flag

» cwr—TCP congestion window reduced flag
» ece—TCP ECN echo flag

* fin—TCP finish flag

* psh—TCP push flag

* rst—TCP reset flag

* syn—TCP synchronize flag

* urg—TCP urgent flag

To return this command to its default settings, use the no collect collect transport tcp flagsor default collect
collect transport tcp flags flow record configuration command.

The following example collects the TCP flags from a flow:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # collect transport tcp flags
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collect routing next-hop address

To configure the next-hop address value as a non-key field and enable collecting information regarding the
next hop from the flows, use the collect routing next-hop address command in flow record configuration
mode. To disable the use of one or more of the routing attributes as a non-key field for a flow record, use the
no form of this command.

collect routing next-hop address{ ipv4 | ipv6 }
nocollect routing next-hop address { ipv4 | ipv6 }

Syntax Description | ipv4 Specifies that the next-hop address value is an IPv4 address.

ipv6 Specifies that the next-hop address value is an IPv6 address.

Command Default Next hop address value is not configured as a non-key field.

Command Modes Flow record configuration (config-flow-record)

Command History Release Modification

Cisco IOS XE Amsterdam 17.2.1 This command was introduced.

Cisco I0S XE Amsterdam 17.3.1 The ipv6 keyword was introduced.

Usage Guidelines The collect commands are used to configure non-key fields for the flow monitor record and to enable capturing
the values in the fields for the flow created with the record. The values in non-key fields are added to flows
to provide additional information about the traffic in the flows. A change in the value of a non-key field does
not create a new flow. In most cases the values for non-key fields are taken from only the first packet in the

flow.
Examples The following example shows how to configure the next-hop address value as a non-key field:
Device> enable
Device# configure terminal
Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # collect routing next-hop address ipv4
Related Commands | Command Description

flow record Creates a flow record, and enters Flexible NetFlow flow
record configuration mode.
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datalink flow monitor

To apply a Flexible NetFlow flow monitor to an interface, use the datalink flow monitor command in interface
configuration mode. To disable a Flexible NetFlow flow monitor, use the no form of this command.

datalink flow monitor monitor-name sampler sampler-name input
no datalink flow monitor monitor-name sampler sampler-name input

Syntax Description  monitor-name Name of the flow monitor to apply to the interface.

sampler sampler-name Enables the specified flow sampler for the flow monitor.

input Monitors traffic that the switch receives on the interface.
Command Default A flow monitor is not enabled.
Command Modes Interface configuration
Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines Before you apply a flow monitor to an interface with the datalink flow monitor command, you must have
already created the flow monitor using the flow monitor global configuration command and the flow sampler
using the sampler global configuration command.

To enable a flow sampler for the flow monitor, you must have already created the sampler.

\)

Note The datalink flow monitor command only monitors non-IPv4 and non-IPv6 traffic. To monitor IPv4 traffic,
use the ip flow monitor command. To monitor IPv6 traffic, use the ipv6 flow monitor command.

This example shows how to enable Flexible NetFlow datalink monitoring on an interface:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# datalink flow monitor FLOW-MONITOR-1 sampler FLOW-SAMPLER-1 input
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debug flow exporter

To enable debugging output for Flexible Netflow flow exporters, use the debug flow exporter command in
privileged EXEC mode. To disable debugging output, use the no form of this command.

debug flow exporter [[name] exporter-name] [{error | event | packets number}]
no debug flow exporter [[name] exporter-name] [{error | event | packets number}]

Syntax Description

Command Modes

name (Optional) Specifies the name of a flow exporter.

exporter-name (Optional) The name of a flow exporter that was previously configured.

error (Optional) Enables debugging for flow exporter errors.

event (Optional) Enables debugging for flow exporter events.

packets (Optional) Enables packet-level debugging for flow exporters.

number (Optional) The number of packets to debug for packet-level debugging of flow exporters.

The range is 1 to 65535.

Privileged EXEC

Command History

Examples

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

The following example indicates that a flow exporter packet has been queued for process send:

Device# debug flow exporter
May 21 21:29:12.603: FLOW EXP: Packet queued for process send
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debug flow monitor

To enable debugging output for Flexible NetFlow flow monitors, use the debug flow monitor command in
privileged EXEC mode. To disable debugging output, use the no form of this command.

debug flow monitor [{error | [name] monitor-name [{cache [error]|error | packets packets}]}]
no debug flow monitor [{error |[name] monitor-name [{cache [error]|error | packets packets}]}]

Syntax Description error (Optional) Enables debugging for flow monitor errors for all flow monitors or for the
specified flow monitor.

name (Optional) Specifies the name of a flow monitor.

monitor-name  (Optional) Name of a flow monitor that was previously configured.

cache (Optional) Enables debugging for the flow monitor cache.

cacheerror (Optional) Enables debugging for flow monitor cache errors.

packets (Optional) Enables packet-level debugging for flow monitors.

packets (Optional) Number of packets to debug for packet-level debugging of flow monitors. The
range is 1 to 65535.

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Examples The following example shows that the cache for FLOW-MONITOR-1 was deleted:
Device# debug flow monitor FLOW-MONITOR-1 cache
May 21 21:53:02.839: FLOW MON: 'FLOW-MONITOR-1"' deleted cache
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debug flow record

To enable debugging output for Flexible NetFlow flow records, use the debug flow record command in
privileged EXEC mode. To disable debugging output, use the no form of this command.

debug flow record [{[name] record-name|options {sampler-table} | [{detailed | error}]}]
no debug flow record [{[name] record-name|options {sampler-table} |[{detailed |error}]}]

Syntax Description ~ name (Optional) Specifies the name of a flow record.

record-name  (Optional) Name of a user-defined flow record that was previously configured.

options (Optional) Includes information on other flow record options.

sampler-table (Optional) Includes information on the sampler tables.

detailed (Optional) Displays detailed information.

error (Optional) Displays errors only.

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Examples The following example enables debugging for the flow record:

Device# debug flow record FLOW-record-1
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debug sampler

To enable debugging output for Flexible NetFlow samplers, use the debug sampler command in privileged
EXEC mode. To disable debugging output, use the no form of this command.

debug sampler [{detailed|error | [name] sampler-name [{detailed | error | sampling samples}]}]
no debug sampler [{detailed |error | [name] sampler-name [{detailed | error | sampling}]}]

Syntax Description  detailed (Optional) Enables detailed debugging for sampler elements.
error (Optional) Enables debugging for sampler errors.
name (Optional) Specifies the name of a sampler.
sampler-name (Optional) Name of a sampler that was previously configured.

sampling samples (Optional) Enables debugging for sampling and specifies the number of samples to
debug.

Command Modes Privileged EXEC

Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Examples The following sample output shows that the debug process has obtained the ID for the sampler named

SAMPLER-1:

Device# debug sampler detailed

*May 28 04:14:30.883: Sampler: Sampler (SAMPLER-1: flow monitor FLOW-MONITOR-1 (ip,Et1/0,0)
get ID succeeded:1l

*May 28 04:14:30.971: Sampler: Sampler (SAMPLER-1: flow monitor FLOW-MONITOR-1 (ip,Et0/0,1I)
get ID succeeded:1l
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description

To configure a description for a flow monitor, flow exporter, or flow record, use the description command
in the appropriate configuration mode. To remove a description, use the Nno form of this command.

description description
no description description

Syntax Description description Text string that describes the flow monitor, flow exporter, or flow record.

Command Default The default description for a flow sampler, flow monitor, flow exporter, or flow record is "User defined."

Command Modes The following command modes are supported:
Flow exporter configuration
Flow monitor configuration

Flow record configuration

Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines To return this command to its default setting, use the no description or default description command in the
appropriate configuration mode.

The following example configures a description for a flow monitor:

Device (config)# flow monitor FLOW-MONITOR-1
Device (config-flow-monitor) # description Monitors traffic to 172.16.0.1 255.255.0.0
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destination

To configure an export destination for a flow exporter, use the destination command in flow exporter
configuration mode. To remove an export destination for a flow exporter, use the no form of this command.

destination {hostnameip-address}
no destination {hostnameip-address}

Syntax Description

Command Default

Command Modes

hostname  Hostname of the device to which you want to send the NetFlow information.

ip-address 1Pv4 address of the workstation to which you want to send the NetFlow information.

An export destination is not configured.

Flow exporter configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Each flow exporter can have only one destination address or hostname.

When you configure a hostname instead of the IP address for the device, the hostname is resolved immediately
and the IPv4 address is stored in the running configuration. If the hostname-to-IP-address mapping that was
used for the original Domain Name System (DNS) name resolution changes dynamically on the DNS server,
the device does not detect this, and the exported data continues to be sent to the original IP address, resulting
in a loss of data.

To return this command to its default setting, use the no destination or default destination command in flow
exporter configuration mode.

The following example shows how to configure the networking device to export the Flexible NetFlow
cache entry to a destination system:

Device (config) # flow exporter FLOW-EXPORTER-1
Device (config-flow-exporter)# destination 10.0.0.4
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dscp

To configure a differentiated services code point (DSCP) value for flow exporter datagrams, use the dscp
command in flow exporter configuration mode. To remove a DSCP value for flow exporter datagrams, use
the no form of this command.

dscp dscp
nodscp dscp

Syntax Description  dscp DSCP to be used in the DSCP field in exported datagrams. The range is 0 to 63. The default is 0.

Command Default The differentiated services code point (DSCP) value is 0.
Command Modes Flow exporter configuration
Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines To return this command to its default setting, use the no dscp or default dscp flow exporter configuration
command.

The following example sets 22 as the value of the DSCP field in exported datagrams:

Device (config)# flow exporter FLOW-EXPORTER-1
Device (config-flow-exporter) # dscp 22
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event manager applet

To register an applet with the Embedded Event Manager (EEM) and to enter applet configuration mode, use
the event manager applet command in global configuration mode. To unregister the applet, use the no form

of this command.

Network Management Commands |

event manager applet applet-name [authorization bypass] [class class-options] [trap]
no event manager applet applet-name [authorization bypass] [class class-options] [trap]

Syntax Description

Command Default

Command Modes

Command History

applet-name | Name of the applet file.
authorization |(Optional) Specifies AAA authorization type for applet.
bypass (Optional) Specifies EEM AAA authorization type bypass.
class (Optional) Specifies the EEM policy class.
class-options | (Optional) The EEM policy class. You can specify either one of the following:
» class-letter-- Letter from A to Z that identifies each policy class. You can specify any
one class-letter.
« default --Specifies the policies registered with the default class.
trap (Optional) Generates a Simple Network Management Protocol (SNMP) trap when the
policy is triggered.

No EEM applets are registered.

Global configuration (config)

Command History

Usage Guidelines

Release

Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

An EEM applet is a concise method for defining event screening criteria and the actions to be taken when

that event occurs.

Only one event configuration command is allowed within an applet configuration. When applet configuration
submode is exited and no event command is present, a warning is displayed stating that no event is associated
with this applet. If no event is specified, this applet is not considered registered and the applet is not displayed.
When no action is associated with this applet, events are still triggered but no actions are performed. Multiple
action applet configuration commands are allowed within an applet configuration. Use the show event manager

policy registered command to display a list of registered applets.

Before modifying an EEM applet, use the no form of this command to unregister the applet because the
existing applet is not replaced until you exit applet configuration mode. While you are in applet configuration
mode modifying the applet, the existing applet may be executing. When you exit applet configuration mode,

the old applet is unregistered and the new version is registered.
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\)

Note Do not attempt making any partial modification. EEM does not support partial changes to already registered

policies. EEM policy has to be always unregistered before registering again with changes.

Action configuration commands are uniquely identified using the label argument, which can be any string
value. Actions are sorted in ascending alphanumeric key sequence using the label argument as the sort key
and are run using this sequence.

The EEM schedules and runs policies on the basis of an event specification that is contained within the policy
itself. When applet configuration mode is exited, EEM examines the event and action commands that are
entered and registers the applet to be run when a specified event occurs.

The EEM policies will be assigned a class when class class-letter is specified when they are registered. EEM
policies registered without a class will be assigned to the default class. Threads that have default as the class
will service the default class when the thread is available for work. Threads that are assigned specific class
letters will service any policy with a matching class letter when the thread is available for work.

If there is no EEM execution thread available to run the policy in the specified class and a scheduler rule for
the class is configured, the policy will wait until a thread of that class is available for execution. Synchronous
policies that are triggered from the same input event should be scheduled in the same execution thread. Policies
will be queued in a separate queue for each class using the queue_priority as the queuing order.

When a policy is triggered and if AAA is configured it will contact the AAA server for authorization. Using
the authorization bypass keyword combination, you can skip to contact the AAA server and run the policy
immediately. EEM stores AAA bypassed policy names in a list. This list is checked when policies are triggered.
If a match is found, AAA authorization is bypassed.

To avoid authorization for commands configured through the EEM policy, EEM will use named method lists,
which AAA provides. These named method lists can be configured to have no command authorization.

The following is a sample AAA configuration.

This configuration assumes a TACACS+ server at 192.168.10.1 port 10000. If the TACACS+ server is not
enabled, configuration commands are permitted on the console; however, EEM policy and applet CLI
interactions will fail.

enable password lab
aaa new-model
tacacs—-server host 128.107.164.152 port 10000
tacacs-server key cisco
aaa authentication login consoleline none
aaa authorization exec consoleline none
aaa authorization commands 1 consoleline none
aaa authorization commands 15 consoleline none

line con 0

exec-timeout 0 0O

login authentication consoleline
aaa authentication login default group tacacs+ enable
aaa authorization exec default group tacacs+
aaa authorization commands 1 default group tacacs+
aaa authorization commands 15 default group tacacs+

The authorization, class and trap keywords can be used in any combination.

The following example shows an EEM applet called IPSLAping] being registered to run when there
is an exact match on the value of a specified SNMP object ID that represents a successful IP SLA
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ICMP echo operation (this is equivalent to a ping command). Four actions are triggered when the
echo operation fails, and event monitoring is disabled until after the second failure. A message that
the ICMP echo operation to a server failed is sent to syslog, an SNMP trap is generated, EEM
publishes an application-specific event, and a counter called IPSLA1F is incremented by a value of

one.

Router (config) # event manager applet IPSLApingl
Router (config-applet)# event snmp oid 1.3.6.1.4.1.9.9.42.1.2.9.1.6.4 get-type exact
entry-op eq entry-val 1 exit-op eq exit-val 2 poll-interval 5
Router (config-applet) # action 1.0 syslog priority critical msg "Server IP echo failed:

OID=$_snmp_oid val"

Router (config-applet)# action 1.1 snmp-trap strdata "EEM detected server reachability

failure to 10.1.88.9"

Router (config-applet) # action 1.2 publish-event sub-system 88000101 type 1 argl 10.1.88.9

arg2 IPSLAEcho arg3 fail

Router (config-applet)# action 1.3 counter name _IPSLAlF value 1 op inc

The following example shows how to register an applet with the name one and class A and enter
applet configuration mode where the timer event detector is set to trigger an event every 10 seconds.
When the event is triggered, the action syslog command writes the message “hello world” to syslog.

Router
Router
Router
Router

config-applet) # exit

config) # event manager applet one class A
config-applet) # event timer watchdog time 10
config-applet)# action syslog syslog msg "hello world"

The following example shows how to bypass the AAA authorization when registering an applet with

the name one and class A.

Router (config) # event manager applet one class A authorization bypass

Router (config-applet) #

Related Commands Command

Description

show event manager policy registered

Displays registered EEM policies.
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export-protocol netflow-v9

To configure NetFlow Version 9 export as the export protocol for a Flexible NetFlow exporter, use the
export-protocol netflow-v9 command in flow exporter configuration mode.

export-protocol netflow-v9

Syntax Description ~ This command has no arguments or keywords.

Command Default NetFlow Version 9 is enabled.

Command Modes Flow exporter configuration

Command History Release Modification

Cisco I0OS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines The device does not support NetFlow v5 export format, only NetFlow v9 export format is supported.

The following example configures NetFlow Version 9 export as the export protocol for a NetFlow
exporter:

Device (config) # flow exporter FLOW-EXPORTER-1
Device (config-flow-exporter) # export-protocol netflow-v9
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export-protocol netflow-vb

To configure NetFlow Version 5 export as the export protocol for a Flexible NetFlow exporter, use the
export-protocol netflow-v5 command in flow exporter configuration mode.

export-protocol netflow-v5

Syntax Description ~ This command has no arguments or keywords.

Command Default NetFlow Version 5 is enabled.

Command Modes Flow exporter configuration

Command History Release Modification
Cisco IOS XE Fuji This command was introduced.
16.9.2
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exporter

To add a flow exporter for a flow monitor, use the exporter command in the appropriate configuration mode.
To remove a flow exporter for a flow monitor, use the No form of this command.

exporter exporter-name
no exporter exporter-name

Syntax Description  exporter-name Name of a flow exporter that was previously configured.

Command Default An exporter is not configured.

Command Modes Flow monitor configuration

Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines You must have already created a flow exporter by using the flow exporter command before you can apply
the flow exporter to a flow monitor with the exporter command.

To return this command to its default settings, use the no exporter or default exporter flow monitor
configuration command.

Examples The following example configures an exporter for a flow monitor:

Device (config)# flow monitor FLOW-MONITOR-1
Device (config-flow-monitor) # exporter EXPORTER-1
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fconfigure

To specify the options in a channel use the fconfigure command in the TCL configuration mode.

fconfigure channel-name remote [ host port] broadcast boolean vrf vrf-table-name

Syntax Description remote Configures a remote session. It supports both IPv4 and IPv6 addresses.

broadcast Enables or disables broadcasting. The value of the option must be a proper boolean value.

vrf Returns the local VRF table name for the specified socket. If no VRF Table has been configured
for the given socket, TCL_ERROR will be returned and “No VRF table configured” will be
appended to the interpreter result.

Command Default
Command Modes TCL configuration mode

Command History Release Modification

Cisco IOS XE Amsterdam 17.2.1 The myvrf keyword was introduced.
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flow exporter

To create a Flexible NetFlow flow exporter, or to modify an existing Flexible NetFlow flow exporter, and
enter Flexible NetFlow flow exporter configuration mode, use the flow exporter command in global
configuration mode. To remove a Flexible NetFlow flow exporter, use the no form of this command.

flow exporter exporter-name
no flow exporter exporter-name

Syntax Description

Command Default

Command Modes

exporter-name Name of the flow exporter that is being created or modified.

Flexible NetFlow flow exporters are not present in the configuration.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Flow exporters export the data in the flow monitor cache to a remote system, such as a server running NetFlow
collector, for analysis and storage. Flow exporters are created as separate entities in the configuration. Flow
exporters are assigned to flow monitors to provide data export capability for the flow monitors. You can create
several flow exporters and assign them to one or more flow monitors to provide several export destinations.
You can create one flow exporter and apply it to several flow monitors.

The following example creates a flow exporter named FLOW-EXPORTER-1 and enters Flexible
NetFlow flow exporter configuration mode:

Device (config)# flow exporter FLOW-EXPORTER-1
Device (config-flow-exporter) #
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flow monitor

To create a flow monitor, or to modify an existing flow monitor, and enter flow monitor configuration mode,
use the flow monitor command in global configuration mode. To remove a flow monitor, use the no form of
this command.

flow monitor monitor-name
no flow monitor monitor-name

Syntax Description

Command Default

Command Modes

monitor-name  Name of the flow monitor that is being created or modified.

Flexible NetFlow flow monitors are not present in the configuration.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Flow monitors are the Flexible NetFlow component that is applied to interfaces to perform network traffic
monitoring. Flow monitors consist of a flow record and a cache. You add the record to the flow monitor after
you create the flow monitor. The flow monitor cache is automatically created at the time the flow monitor is
applied to the first interface. Flow data is collected from the network traffic during the monitoring process
based on the key and nonkey fields in the flow monitor's record and stored in the flow monitor cache.

The following example creates a flow monitor named FLOW-MONITOR-1 and enters flow monitor
configuration mode:

Device (config)# flow monitor FLOW-MONITOR-1
Device (config-flow-monitor) #
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flow record

To create a Flexible NetFlow flow record, or to modify an existing Flexible NetFlow flow record, and enter
Flexible NetFlow flow record configuration mode, use the flow record command in global configuration
mode. To remove a Flexible NetFlow record, use the no form of this command.

flow record record-name
no flow record record-name

Syntax Description

Command Default

Command Modes

record-name Name of the flow record that is being created or modified.

A Flexible NetFlow flow record is not configured.

Global configuration

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record defines the keys that Flexible NetFlow uses to identify packets in the flow, as well as other
fields of interest that Flexible NetFlow gathers for the flow. You can define a flow record with any combination
of keys and fields of interest. The device supports a rich set of keys. A flow record also defines the types of
counters gathered per flow. You can configure 64-bit packet or byte counters.

The following example creates a flow record named FLOW-RECORD-1, and enters Flexible NetFlow
flow record configuration mode:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) #
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To enable the web cache service, and specify the service number that corresponds to a dynamic service that
is defined by the application engine, use the ip wecep global configuration command on the device. Use the
no form of this command to disable the service.

ipwcep {web-cache | service-number} [group-address groupaddress]  [group-list access-ist]
[redirect-list access-list] [password encryption-number password]
no ipwecep {web-cache | serviceenumber} [group-address groupaddress] [group-list accesslist]
[redirect-list access-list] [password encryption-number password]

Syntax Description

Command Default

Command Modes

web-cache Specifies the web-cache service (WCCP Version 1 and Version 2).

service-number Dynamic service identifier, which means the service definition is
dictated by the cache. The dynamic service number can be from 0 to
254. The maximum number of services is 256, which includes the
web-cache service specified with the web-cache keyword.

group-address groupaddress (Optional) Specifies the multicast group address used by the device
and the application engines to participate in the service group.

group-list access-list (Optional) If a multicast group address is not used, specifies a list of
valid IP addresses that correspond to the application engines that are
participating in the service group.

redirect-list access-list (Optional) Specifies the redirect service for specific hosts or specific
packets from hosts.

password encryption-number (Optional) Specifies an encryption number. The range is 0 to 7. Use

password 0 for not encrypted, and use 7 for proprietary. Also, specifies a
password name up to seven characters in length. The device combines
the password with the MD5 authentication value to create security
for the connection between the device and the application engine.
By default, no password is configured, and no authentication is
performed.

WCCP services are not enabled on the device.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

WCCP transparent caching bypasses Network Address Translation (NAT) when Cisco Express Forwarding
switching is enabled. To work around this situation, configure WCCP transparent caching in the outgoing
direction, enable Cisco Express Forwarding switching on the content engine interface, and specify the ip weep
web-cacheredirect out command. Configure WCCP in the incoming direction on the inside interface by
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specifying the ip weep redirect excludein command on the router interface facing the cache. This configuration
prevents the redirection of any packets arriving on that interface.

You can also include a redirect list when configuring a service group. The specified redirect list will deny
packets with a NAT (source) IP address and prevent redirection.

This command instructs a device to enable or disable support for the specified service number or the web-cache
service name. A service number can be from 0 to 254. Once the service number or name is enabled, the router
can participate in the establishment of a service group.

When the noip weep command is entered, the device terminates participation in the service group, deallocates
space if none of the interfaces still have the service configured, and terminates the WCCP task if no other
services are configured.

The keywords following the web-cache keyword and the service-number argument are optional and may be
specified in any order, but only may be specified once.

Example

The following example configures a web cache, the interface connected to the application engine or
the server, and the interface connected to the client:

Device (config)# ip wccp web-cache
Device (config) # interface gigabitethernetl/0/1
Device (config-if) # no switchport
Device (config-if)# ip address 172.20.10.30 255.255.255.0
Device (config-if)# no shutdown
Device (config-if)# exit
Device (config) # interface gigabitethernetl/0/2
Device (config-if) # no switchport
Device (config-if) #
*Dec 6 13:11:29.507: $LINK-3-UPDOWN: Interface GigabitEthernetl/0/3, changed state to down
Device (config-if)# ip address 175.20.20.10 255.255.255.0
Device (config-if)# no shutdown
Device (config-if) # ip wccp web-cache redirect in
Device (config-if)# ip wccp web-cache group-listen
( ) #

Device (config-if exit
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ip flow monitor

To enable a Flexible NetFlow flow monitor for IPv4 traffic that the device is receiving, use the ip flow monitor
command in interface configuration mode. To disable a flow monitor, use the Nno form of this command.

ip flow monitor monitor-name [sampler sampler-name] input
no ip flow monitor monitor-name [sampler sampler-name] input

Syntax Description

Command Default

Command Modes

monitor-name Name of the flow monitor to apply to the interface.

sampler sampler-name (Optional) Enables the specified flow sampler for the flow monitor.

input Monitors IPv4 traffic that the device receives on the interface.

A flow monitor is not enabled.

Interface configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Before you can apply a flow monitor to an interface with the ip flow monitor command, you must have
already created the flow monitor using the flow monitor global configuration command.

When you add a sampler to a flow monitor, only packets that are selected by the named sampler will be entered
into the cache to form flows. Each use of a sampler causes separate statistics to be stored for that usage.

You cannot add a sampler to a flow monitor after the flow monitor has been enabled on the interface. You
must first remove the flow monitor from the interface and then enable the same flow monitor with a sampler.

\}

Note The statistics for each flow must be scaled to give the expected true usage. For example, with a 1 in 100

sampler it is expected that the packet and byte counters will have to be multiplied by 100.

The following example enables a flow monitor for monitoring input traffic:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# ip flow monitor FLOW-MONITOR-1 input

The following example enables a flow monitor for monitoring input traffic, with a sampler to limit
the input packets that are sampled:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# ip flow monitor FLOW-MONITOR-1 sampler SAMPLER-1 input

The following example shows what happens when you try to add a sampler to a flow monitor that
has already been enabled on an interface without a sampler:
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Device (config) # interface gigabitethernetl/0/1

Device (config-if)# ip flow monitor FLOW-MONITOR-1 sampler SAMPLER-2 input

% Flow Monitor: Flow Monitor 'FLOW-MONITOR-1' is already on in full mode and cannot be
enabled with a sampler.

The following example shows how to remove a flow monitor from an interface so that it can be
enabled with the sampler:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# no ip flow monitor FLOW-MONITOR-1 input
Device (config-if)# ip flow monitor FLOW-MONITOR-1 sampler SAMPLER-2 input
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ipv6 flow monitor

To enable a flow monitor for IPv6 traffic that the device is receiving, use the ipv6 flow monitor command
in interface configuration mode. To disable a flow monitor, use the No form of this command.

ipv6 flow monitor monitor-name [sampler sampler-name] input
no ipv6 flow monitor monitor-name [sampler sampler-name] input

Syntax Description

monitor-name Name of the flow monitor to apply to the interface.

sampler sampler-name (Optional) Enables the specified flow sampler for the flow monitor.

input Monitors IPv6 traffic that the device receives on the interface.

Command Default

A flow monitor is not enabled.

Command Modes

Interface configuration

Command History

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines

Before you can apply a flow monitor to the interface with the ipv6 flow monitor command, you must have
already created the flow monitor using the flow monitor global configuration command.

When you add a sampler to a flow monitor, only packets that are selected by the named sampler will be entered
into the cache to form flows. Each use of a sampler causes separate statistics to be stored for that usage.

You cannot add a sampler to a flow monitor after the flow monitor has been enabled on the interface. You
must first remove the flow monitor from the interface and then enable the same flow monitor with a sampler.

\}

Note The statistics for each flow must be scaled to give the expected true usage. For example, with a 1 in 100
sampler it is expected that the packet and byte counters will have to be multiplied by 100.

The following example enables a flow monitor for monitoring input traffic:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# ipv6é flow monitor FLOW-MONITOR-1 input

The following example enables a flow monitor for monitoring input traffic, with a sampler to limit
the input packets that are sampled:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# ipv6é flow monitor FLOW-MONITOR-1 sampler SAMPLER-1 input

The following example shows what happens when you try to add a sampler to a flow monitor that
has already been enabled on an interface without a sampler:
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Device (config) # interface gigabitethernetl/0/1

Device (config-if)# ipvé flow monitor FLOW-MONITOR-1 sampler SAMPLER-2 input

% Flow Monitor: Flow Monitor 'FLOW-MONITOR-1' is already on in full mode and cannot be
enabled with a sampler.

The following example shows how to remove a flow monitor from an interface so that it can be
enabled with the sampler:

Device (config) # interface gigabitethernetl/0/1
Device (config-if)# no ipvé flow monitor FLOW-MONITOR-1 input
Device (config-if)# ipvé flow monitor FLOW-MONITOR-1 sampler SAMPLER-2 input
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ipv6 deny echo reply

To disable the generation of ICMP IPv6 echo reply message to an IPv6 multicast address or anycast address,
use the ipv6 deny-echo-reply command in the global configuration mode. To enable the generation of ICMP
IPv6 echo reply message, use the no form of the command.

ipv6 deny-echo-reply
no ipv6 deny-echo-reply

Command Default ICMPv6 Echo Reply messages are sent from the device.
Command Modes Global configuration (config)
Command History Release Modification
Cisco IOS XE Amsterdam 17.3.1 The command was introduced.
Usage Guidelines The ipv6 deny-echo-reply command works only for an IPv6 multicast or anycast address. It does not suppress

an echo reply message for an IPv6 unicast address.

The following example shows how to configure a device to stop sending a response to an ICMPv6
echo message:

Device# configure terminal
Device (config) #ipv6é deny-echo-reply
Router (config) #end

The following example shows how to remove the ipv6 deny-echo-reply configuration:

Device# configure terminal
Device (config) #no ipv6é deny-echo-reply
Router (config) #end

. Network Management Commands



| Network Management Commands

match datalink ethertype .

match datalink ethertype

Syntax Description

Command Default

Command Modes

To configure the EtherType of the packet as a key field for a flow record, use the match datalink ethertype
command in flow record configuration mode. To disable the EtherType of the packet as a key field for a flow
record, use the no form of this command.

match datalink ethertype
no match datalink ethertype

This command has no arguments or keywords.
The EtherType of the packet is not configured as a key field.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

When you configure the EtherType of the packet as a key field for a flow record using the match datalink
ethertype command, the traffic flow that is created is based on the type of flow monitor that is assigned to
the interface:

* When a datalink flow monitor is assigned to an interface using the datalink flow monitor interface
configuration command, it creates unique flows for different Layer 2 protocols.

* When an IP flow monitor is assigned to an interface using the ip flow monitor interface configuration
command, it creates unique flows for different IPv4 protocols.

» When an IPv6 flow monitor is assigned to an interface using the ipv6 flow monitor interface configuration
command, it creates unique flows for different IPv6 protocols.

To return this command to its default settings, use the no match datalink ethertype or default match datalink
ethertype flow record configuration command.

The following example configures the EtherType of the packet as a key field for a Flexible NetFlow
flow record:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match datalink ethertype
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match datalink mac

To configure the use of MAC addresses as a key field for a flow record, use the match datalink mac command
in flow record configuration mode. To disable the use of MAC addresses as a key field for a flow record, use
the no form of this command.

match datalink mac {destination address input | source address input}
no match datalink mac {destination address input | source address input}

Syntax Description

destination address Configures the use of the destination MAC address as a key field.
input Specifies the MAC address of input packets.
sour ce address Configures the use of the source MAC address as a key field.

Command Default

MAC addresses are not configured as a key field.

Command Modes

Flow record configuration

Command History

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The input keyword is used to specify the observation point that is used by the match datalink mac command
to create flows based on the unique MAC addresses in the network traffic.

\}

Note

or non-IPv4 traffic.

When a datalink flow monitor is assigned to an interface or VLAN record, it creates flows only for non-IPv6

To return this command to its default settings, use the no match datalink mac or default match datalink
mac flow record configuration command.

The following example configures the use of the destination MAC address of packets that are received
by the device as a key field for a flow record:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match datalink mac destination address input
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match datalink vlan

To configure the VLAN ID as a key field for a flow record, use the match datalink vlan command in flow
record configuration mode. To disable the use of the VLAN ID value as a key field for a flow record, use the
no form of this command.

match datalink vlan input
no match datalink vlan input

Syntax Description  input Configures the VLAN ID of traffic being received by the device as a key field.

Command Default The VLAN ID is not configured as a key field.

Command Modes Flow record configuration

Command History Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

Usage Guidelines A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The input keyword is used to specify the observation point that is used by the match datalink vian command
to create flows based on the unique VLAN IDs in the network traffic.

The following example configures the VLAN ID of traffic being received by the device as a key
field for a flow record:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match datalink vlan input
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match device-type

To evaluate control classes based on the device type, use the match device-type command in control class-map
filter mode. To disable this condition, use the no form of this command.

match device-type { device-name | regex regular-expression }

no match device-type

Syntax Description  device-name Device name for the class map attribute filter criteria.

regex regular-expression Regular expression to specify the filter type.

Command Default No default behavior or values.
Command Modes Control class-map filter (config-filter-control-classmap)
Command History Release Modification

Cisco I0S XE Bengaluru 17.6.1 This command was
introduced.

Examples The following example shows how to set a class map filter to match a device type:
Device> enable

Device# configure terminal

Device (config) # class-map type control subscriber match-all DOT1X NO_AGENT
Device (config-filter-control-classmap)# match device-type regex cis*
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match flow cts

To configure CTS source group tag and destination group tag for a flow record, use thematch flow cts
command in flow record configuration mode. To disable the group tag as key field for a flow record, use the
no form of this command.

match flow cts {source | destination} group-tag
no match flow cts {source | destination} group-tag

Syntax Description  ctsdestination group-tag Configures the CTS destination field group as a key field.
cts source group-tag Configures the CTS source field group as a key field.

Command Default The CTS destination or source field group, flow direction and the flow sampler ID are not configured as key
fields.

Command Modes Flexible NetFlow flow record configuration (config-flow-record)

Policy inline configuration (config-if-policy-inline)

Command History Release Modification
Cisco 10S XE Fuji 16.9.2 The command was introduced.
Usage Guidelines A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish

flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The following example configures the source group-tag as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match flow cts source group-tag
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match flow direction

Syntax Description

Command Default

Command Modes

To configure the flow direction as key fields for a flow record, use the match flow direction command in
flow record configuration mode. To disable the use of the flow direction as key fields for a flow record, use
the no form of this command.

match flow direction
no match flow direction

This command has no arguments or keywords.
The flow direction is not configured as key fields.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The match flow direction command captures the direction of the flow as a key field. This feature is most
useful when a single flow monitor is configured for input and output flows. It can be used to find and eliminate
flows that are being monitored twice, once on input and once on output. This command can help to match up
pairs of flows in the exported data when the two flows are flowing in opposite directions.

The following example configures the direction the flow was monitored in as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match flow direction
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match interface

To configure the input and output interfaces as key fields for a flow record, use the match inter face command
in flow record configuration mode. To disable the use of the input and output interfaces as key fields for a
flow record, use the no form of this command.

match interface {input | output}
no match interface {input | output}

Syntax Description

Command Default

Command Modes

input  Configures the input interface as a key field.

output Configures the output interface as a key field.

The input and output interfaces are not configured as key fields.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The following example configures the input interface as a key field:

Device (config) # flow record FLOW-RECORD-1
Device (config-flow-record) # match interface input

The following example configures the output interface as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match interface output
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To configure one or more of the IPv4 fields as a key field for a flow record, use the match ipv4 command in
flow record configuration mode. To disable the use of one or more of the IPv4 fields as a key field for a flow
record, use the no form of this command.

match ipv4 {destination address|protocol | source address|tos|version}
no match ipv4 {destination address|protocol | source address|tos|version}

Syntax Description

Command Default

Command Modes

destination address Configures the IPv4 destination address as a key field. For more information see
match ipv4 destination address.

protocol Configures the IPv4 protocol as a key field.

source address Configures the IPv4 destination address as a key field. For more information see
match ipv4 source address.

tos Configures the IPv4 ToS as a key field.

version Configures the IP version from IPv4 header as a key field.

The use of one or more of the IPv4 fields as a key field for a user-defined flow record is not enabled.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The following example configures the IPv4 protocol as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match ipv4 protocol
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match ipv4 destination address

Syntax Description

Command Default

Command Modes

To configure the IPv4 destination address as a key field for a flow record, use the match ipv4 destination
address command in flow record configuration mode. To disable the IPv4 destination address as a key field
for a flow record, use the no form of this command.

match ipv4 destination address
no match ipv4 destination address

This command has no arguments or keywords.
The IPv4 destination address is not configured as a key field.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

To return this command to its default settings, use the no match ipv4 destination address or default match
ipv4 destination address flow record configuration command.

The following example configures the IPv4 destination address as a key field for a flow record:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match ipv4 destination address
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match ipv4 source address

Syntax Description

Command Default

Command Modes

To configure the IPv4 source address as a key field for a flow record, use the match ipv4 source address
command in flow record configuration mode. To disable the use of the [Pv4 source address as a key field for
a flow record, use the no form of this command.

match ipv4 source address
no match ipv4 sour ce address

This command has no arguments or keywords.
The IPv4 source address is not configured as a key field.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

To return this command to its default settings, use the no match ipv4 sour ce address or default match ipv4
source address flow record configuration command.

The following example configures the IPv4 source address as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match ipv4 source address
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match ipv4 ttl

Syntax Description

Command Default

Command Modes

To configure the IPv4 time-to-live (TTL) field as a key field for a flow record, use the match ipv4 ttl command
in flow record configuration mode. To disable the use of the IPv4 TTL field as a key field for a flow record,
use the nNo form of this command.

match ipv4 ttl
no match ipv4 ttl

This command has no arguments or keywords.
The IPv4 time-to-live (TTL) field is not configured as a key field.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match ipv4 ttl command.

The following example configures IPv4 TTL as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match ipv4 ttl
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To configure one or more of the IPv6 fields as a key field for a flow record, use the match ipv6 command in
flow record configuration mode. To disable the use of one or more of the IPv6 fields as a key field for a flow
record, use the no form of this command.

match ipv6 {destination address| protocol | source address| traffic-class| version}
no match ipv6 {destination address|protocol | source address|traffic-class|version}

Syntax Description

Command Default

Command Modes

destination address Configures the IPv4 destination address as a key field. For more
information see match ipv6 destination address.

protocol Configures the IPv6 protocol as a key field.

source address Configures the IPv4 destination address as a key field. For more
information see match ipv6 source address.

The IPv6 fields are not configured as a key field.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The following example configures the IPv6 protocol field as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match ipvé protocol
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match ipv6 destination address

Syntax Description

Command Default

Command Modes

To configure the IPv6 destination address as a key field for a flow record, use the match ipv6 destination
address command in flow record configuration mode. To disable the IPv6 destination address as a key field
for a flow record, use the no form of this command.

match ipv6 destination address
no match ipv6 destination address

This command has no arguments or keywords.
The IPv6 destination address is not configured as a key field.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

To return this command to its default settings, use the no match ipv6 destination address or default match
ipv6 destination address flow record configuration command.

The following example configures the IPv6 destination address as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match ipv6é destination address
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match ipv6 hop-limit

Syntax Description

Command Default

Command Modes

To configure the IPv6 hop limit as a key field for a flow record, use the match ipv6 hop-limit command in
flow record configuration mode. To disable the use of a section of an IPv6 packet as a key field for a flow
record, use the no form of this command.

match ipv6 hop-limit
no match ipv6 hop-limit

This command has no arguments or keywords.
The use of the IPv6 hop limit as a key field for a user-defined flow record is not enabled by default.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The following example configures the hop limit of the packets in the flow as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match ipv6é hop-limit

. Network Management Commands



| Network Management Commands

match ipv6 source address .

match ipv6 source address

Syntax Description

Command Default

Command Modes

To configure the IPv6 source address as a key field for a flow record, use the match ipv6 source address
command in flow record configuration mode. To disable the use of the [Pv6 source address as a key field for
a flow record, use the no form of this command.

match ipv6 source address
no match ipv6 source address

This command has no arguments or keywords.
The IPv6 source address is not configured as a key field.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

To return this command to its default settings, use the no match ipv6 source address or default match ipv6
source address flow record configuration command.

The following example configures a IPv6 source address as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match ipvé source address
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map platform-type

To set the parameter map attribute filter criteria to platform type, use the map platform-type command in
parameter-map filter mode. To remove this criteria, use the no form of this command.

map-number map platform-type {{eq | not-eq | regex} platform-type}
no map-number map platform-type {{eq | not-eq | regex} platform-type}

Syntax Description map-number  Parameter map number.

eq Specifies that the filter type name is equal to the platform type name.
not-eq Specifies that the filter type name is not equal to the platform type name.
regex Specifies that the filter type name is a regular expression.

platform-type Platform type for the parameter map attribute filter criteria.

Command Default No default behavior or values.
Command Modes Parameter-map filter (config-parameter-map-filter)
Command History Release Modification
Cisco IOS XE Gibraltar 16.12.1 This command was introduced.
Examples

The following example shows how to set the parameter map attribute filter criteria to platform type:

Device> enable

Device# configure terminal

Device (config) # parameter-map type subscriber attribute-to-service Aironet-Policy-para
Device (config-parameter-map-filter)# 10 map platform-type eq C9xxx

Related Commands Command Description
parameter-map type subscriber Configures a subscriber parameter map and enters
attribute-to-service parameter-map filter configuration mode.
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match transport

To configure one or more of the transport fields as a key field for a flow record, use the match transport
command in flow record configuration mode. To disable the use of one or more of the transport fields as a
key field for a flow record, use the no form of this command.

Syntax Description

Command Default

Command Modes

destination-port  Configures the transport destination port as a key field.

source-port Configures the transport source port as a key field.

The transport fields are not configured as a key field.

Flow record configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish

flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The following example configures the destination port as a key field:

(config) # flow record FLOW-RECORD-1
(config-flow-record) # match transport destination-port

The following example configures the source port as a key field:

(config) # flow record FLOW-RECORD-1
(config-flow-record) # match transport source-port
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match transport icmp ipv4

To configure the ICMP IPv4 type field and the code field as key fields for a flow record, use the match
transport icmp ipv4 command in flow record configuration mode. To disable the use of the ICMP IPv4 type
field and code field as key fields for a flow record, use the Nno form of this command.

match transport icmp ipv4 {code| type}
no match transport icmp ipv4 {code|type}

Syntax Description code Configures the IPv4 ICMP code as a key field.

type Configures the IPv4 ICMP type as a key field.

Command Default The ICMP IPv4 type field and the code field are not configured as key fields.

Command Modes Flow record configuration

Command History Release Modification

Cisco I0S XE Fuji 16.9.2 This command was introduced.

Usage Guidelines A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The following example configures the IPv4 ICMP code field as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match transport icmp ipv4 code

The following example configures the [Pv4 ICMP type field as a key field:

Device (config) # flow record FLOW-RECORD-1
Device (config-flow-record) # match transport icmp ipvé4 type
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match transport icmp ipv6

To configure the ICMP IPv6 type field and the code field as key fields for a flow record, use the match
transport icmp ipv6 command in flow record configuration mode. To disable the use of the ICMP IPv6 type
field and code field as key fields for a flow record, use the Nno form of this command.

match transport icmp ipv6 {code| type}
no match transport icmp ipvé {code|type}

Syntax Description  code Configures the IPv6 ICMP code as a key field.

type Configures the IPv6 ICMP type as a key field.

Command Default The ICMP IPv6 type field and the code field are not configured as key fields.

Command Modes Flow record configuration

Command History Release Modification

Cisco I0S XE Fuji 16.9.2 This command was introduced.

Usage Guidelines A flow record requires at least one key field before it can be used in a flow monitor. The key fields distinguish
flows, with each flow having a unique set of values for the key fields. The key fields are defined using the
match command.

The following example configures the IPv6 ICMP code field as a key field:

Device (config)# flow record FLOW-RECORD-1
Device (config-flow-record) # match transport icmp ipv6 code

The following example configures the [Pv6 ICMP type field as a key field:

Device (config) # flow record FLOW-RECORD-1
Device (config-flow-record) # match transport icmp ipvé type
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match platform-type

To evaluate control classes based on the platform type, use the match platfor m-type command in control
class-map filter mode. To remove this condition, use the no form of this command.

match platform-type platform-name
no match platform-type platform-name

Syntax Description platform-name Name of the
platform.

Command Default No default behavior or values.

Command Modes Control class-map filter (config-filter-control-classmap)
Command History Release Modification

Cisco 10S XE Gibraltar 16.12.1 This command was introduced.
Examples

The following example shows how to set a class map filter to match a platform type:

Device> enable

Device# configure terminal

Device (config) # class-map type control subscriber match-all DOT1X NO_ AGENT
Device (config-filter-control-classmap)# match platform-type C9xxx

Related Commands | Command Description

class-map type control subscriber | Creates a control class and enters control class-map filter mode.
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mode random 1 out-of

To enable random sampling and to specify the packet interval for a Flexible NetFlow sampler, use the mode
random 1 out-of command in sampler configuration mode. To remove the packet interval information for a
Flexible NetFlow sampler, use the no form of this command.

mode random 1 out-of window-size
no mode

Syntax Description

Command Default

Command Modes

window-size Specifies the window size from which to select packets. The range is 2 to 1024.

The mode and the packet interval for a sampler are not configured.

Sampler configuration

Command History

Usage Guidelines

Examples

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

A total of four unique samplers are supported on the device. Packets are chosen in a manner that should
eliminate any bias from traffic patterns and counter any attempt by users to avoid monitoring.

)

Note The deterministic keyword is not supported, even though it is visible in the command-line help string.

The following example enables random sampling with a window size of 1000:

Device (config) # sampler SAMPLER-1
Device (config-sampler) # mode random 1 out-of 1000

Network Management Commands .



Network Management Commands |

. monitor capture (interface/control plane)

monitor capture (interface/control plane)

To configure monitor capture points specifying an attachment point and the packet flow direction or add more
attachment points to a capture point, use the monitor capturecommand in privileged EXEC mode. To disable
the monitor capture with the specified attachment point and the packet flow direction or disable one of multiple
attachment points on a capture point, use the no form of this command.

monitor capture {capture-name} {interface interface-type interface-id | control-plane} {in | out
| both}

no monitor capture {capture-name} {interface interface-type interface-id | control-plane} {in |
out | both}

Syntax Description

Command Default

capture-name The name of the capture to be defined.
interface interface-type Specifies an interface with interface-typeand interface-id as an attachment
interface-id point. The arguments have these meanings:
* GigabitEthernet interface-id—A Gigabit Ethernet IEEE 802.3z
interface.

« vlan vian-id—A VLAN. The range for vian-id is 1 to 4095.

control-plane Specifies the control plane as an attachment point.

in | out | both Specifies the traffic direction to be captured.

A Wireshark capture is not configured.

Command History Release Modification
Cisco 10S XE Fuji 16.9.2 This command was introduced.

Usage Guidelines

Once an attachment point has been associated with a capture point using this command, the only way to change
its direction is to remove the attachment point using the no form of the command and reattach the attachment
point with the new direction. An attachment point's direction cannot be overridden.

If an attachment point is removed from a capture point and only one attachment point is associated with it,
the capture point is effectively deleted.

Multiple attachment points can be associated with a capture point by re-running this command with another
attachment point. An example is provided below.

Packets captured in the output direction of an interface might not reflect the changes made by switch rewrite
(includes TTL, VLAN tag, CoS, checksum, MAC addresses, DSCP, precedent, UP, etc.).

No specific order applies when defining a capture point; you can define capture point parameters in any order.
The Wireshark CLI allows as many parameters as possible on a single line. This limits the number of commands
required to define a capture point.

Neither VRFs, management ports, nor private VLANs can be used as attachment points.
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Wireshark cannot capture packets on a destination SPAN port.

When a VLAN is used as a Wireshark attachment point, packets are captured in the input direction only.

Examples

To define a capture point using a physical interface as an attachment point:

Device# monitor capture mycap interface GigabitEthernetl/0/1 in
Device# monitor capture mycap match ipv4 any any

)

Note The second command defines the core filter for the capture point. This is required for a functioning
capture point.

To define a capture point with multiple attachment points:

Device# monitor capture mycap interface GigabitEthernetl/0/1 in
Device# monitor capture mycap match ipv4 any any
Device# monitor capture mycap control-plane in
Device# show monitor capture mycap parameter
monitor capture mycap interface GigabitEthernetl/0/1 in
monitor capture mycap control-plane in

To remove an attachment point from a capture point defined with multiple attachment points:

Device# show monitor capture mycap parameter
monitor capture mycap interface GigabitEthernetl/0/1 in
monitor capture mycap control-plane in

Device# no monitor capture mycap control-plane

Device# show monitor capture mycap parameter
monitor capture mycap interface GigabitEthernetl/0/1 in
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monitor capture buffer

To configure the buffer for monitor capture (WireShark), use the monitor capture buffer command in
privileged EXEC mode. To disable the monitor capture buffer or change the buffer back to a default linear
buffer from a circular buffer, use the no form of this command.

monitor capture {capture-name} buffer {circular [size buffer-size 1 | size buffer-size}
no monitor capture {capture-name} buffer [circular ]

Syntax Description  capture-name  The name of the capture whose buffer is to be configured.

circular Specifies that the buffer is of a circular type. The circular type of buffer continues to capture
data, even after the buffer is consumed, by overwriting the data captured previously.

sizebuffer-size  (Optional) Specifies the size of the buffer. The range is from 1 MB to 100 MB.

Command Default A linear buffer is configured.

Command History Release Modification
Cisco IOS XE Fuji 16.9.2 This command was introduced.
Usage Guidelines When you first configure a WireShark capture, a circular buffer of a small size is suggested.
Example

To configure a circular buffer with a size of | MB:

Device# monitor capture mycap buffer circular size 1
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monitor capture export

To export a monitor capture (WireShark) to a file, use the monitor capture export command in privileged
EXEC mode.

monitor capture {capture-name} export file-location : file-name

Syntax Description capture-name The name of the capture to be exported.

file-location : file-name (Optional) Specifies the location and file name of the capture storage file.
Acceptable values for file-location :

* flash—On-board flash storage

+ — USB drive
Command Default The captured packets are not stored.
Command History Release Modification
This command was introduced.
Usage Guidelines Use the monitor capture export command only when the storage destination is a capture buffer. The file

may be stored either remotely or locally. Use this command either during capture or after the packet capture
has stopped. The packet capture is stopped when one or more end conditions have been met or you entered
the monitor capture stop command.

When WireShark is used on switches in a stack, packet captures can be stored only on the devices specified
for file-location above that are connected to the active switch. Example: flash1 is connected to the active
switch. flash2 is connected to the secondary switch. Only flashl can be used to store packet captures.

\)

Note  Attempts to store packet captures on unsupported devices or devices not connected to the active switch will
probably result in errors.

Example

To export the capture buffer contents to mycap.pcap on a flash drive:

Network Management Commands .



. monitor capture limit

Network Management Commands |

monitor capture limit

To configure capture limits, use the monitor capture limit command in privileged EXEC mode. To remove
the capture limits, use the no form of this command.

monitor capture {capture-name} limit { [duration seconds] [packet-length size] [packets numj] }
no monitor capture {capture-name} limit [duration] [packet-length] [packets]

Syntax Description

Command Default

capture-name The name of the capture to be assigned capture limits.

duration seconds (Optional) Specifies the duration of the capture, in seconds. The range is from 1 to
1000000.

packet-length size (Optional) Specifies the packet length, in bytes. If the actual packet is longer than the
specified length, only the first set of bytes whose number is denoted by the bytes
argument is stored.

packets num (Optional) Specifies the number of packets to be processed for capture.

Capture limits are not configured.

Command History Release Modification
Cisco 10S XE Fuji 16.9.2 This command was introduced.
Example

To configure a session limit of 60 seconds and a packet segment length of 400 bytes:

Device# monitor capture mycap limit duration 60 packet-len 400
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monitor capture start

To start the capture of packet data at a traffic trace point into a buffer, use the monitor capturestart command
in privileged EXEC mode.

monitor capture {capture-name} start

Syntax Description

Command Default

capture-name  The name of the capture to be started.

The buffer content is not cleared.

Command History Release Modification
Cisco 10S XE Fuji 16.9.2 This command was introduced.

Usage Guidelines

Use the monitor capture clear command to enable the packet data capture after the capture point is defined.
To stop the capture of packet data, use the monitor capture stop command.

Ensure that system resources such as CPU and memory are available before starting a capture.
Example

To start capturing buffer contents:

Device# monitor capture mycap start
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monitor capture stop

To stop the capture of packet data at a traffic trace point, use the monitor capturestop command in privileged
EXEC mode.

monitor capture {capture-name} stop

Syntax Description

Command Default

capture-name The name of the capture to be stopped.

The packet data capture is ongoing.

Command History Release Modification
Cisco 10S XE Fuji 16.9.2 This command was introduced.

Usage Guidelines

Use the monitor capturestop command to stop the capture of packet data that you started using the monitor
capturestart command. You can configure two types of capture buffers: linear and circular. When the linear
buffer is full, data capture stops automatically. When the circular buffer is full, data capture starts from the
beginning and the data is overwritten.

Example

To stop capturing buffer contents:

Device# monitor capture mycap stop
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monitor session destination .

To start a new Switched Port Analyzer (SPAN) session or Remote SPAN (RSPAN) destination session, to
enable ingress traffic on the destination port for a network security device (such as a Cisco IDS Sensor
Appliance), and to add or delete interfaces or VLANS to or from an existing SPAN or RSPAN session, use
the monitor session destination global configuration command. To remove the SPAN or RSPAN session or
to remove destination interfaces from the SPAN or RSPAN session, use the no form of this command.

monitor session session-number destination {interface interface-id
{ingress [dotlq | untagged]

{replicate | dotlq} 1

[, | -1 [encapsulation
{remote} vlan vian-id

no monitor session session-number destination {interface interface-id [, | -] [encapsulation

{replicate | dotlq} ]

{ingress [dotlq | untagged]

{remote} vlan vian-id

Syntax Description

session-number

interface interface-id

Specifies the destination or source interfa
physical ports (including type, stack mem
channel is also a valid interface type, and

(Optional) Specifies a series of interfaces
from a previous range. Enter a space befo

(Optional) Specifies a range of interfaces

encapsulation replicate

(Optional) Specifies that the destination int
If not selected, the default is to send pack

These keywords are valid only for local S
original VLAN ID; therefore, packets are
ignored with the no form of the commanc

encapsulation dotlq

(Optional) Specifies that the destination in
IEEE 802.1Q encapsulation.

These keywords are valid only for local S
original VLAN ID; therefore, packets are
ignored with the no form of the commanc

ingress Enables ingress traffic forwarding.

dotlq (Optional) Accepts incoming packets witl
the default VLAN.

untagged (Optional) Accepts incoming packets witl
default VLAN.

is Specifies ingress forwarding using ISL er

remote Specifies the remote VLAN for an RSPAQ

1006 to 4094.

The RSPAN VLAN cannot be VLAN 1 ({
for Token Ring and FDDI VLANS).
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vlan vian-id Sets the default VLAN for ingress traffic wh

Command Default No monitor sessions are configured.

If encapsulation replicate is not specified on a local SPAN destination port, packets are sent in native form
with no encapsulation tag.

Ingress forwarding is disabled on destination ports.

You can specify all, local, range session-range, or remote with the no monitor session command to clear
all SPAN and RSPAN, all local SPAN, a range, or all RSPAN sessions.

Command Modes Global configuration
Command History Release Modification
Cisco 10S XE Fuji 16.9.2 This command was introduced.

Usage Guidelines A SPAN or RSPAN destination must be a physical port.
You can have a maximum of 64 destination ports on a switch or a switch stack.

Each session can include multiple ingress or egress source ports or VLANSs, but you cannot combine source
ports and source VLANS in a single session. Each session can include multiple destination ports.

When you use VLAN-based SPAN (VSPAN) to analyze network traffic in a VLAN or set of VLAN:S, all
active ports in the source VLANs become source ports for the SPAN or RSPAN session. Trunk ports are
included as source ports for VSPAN, and only packets with the monitored VLAN ID are sent to the destination
port.

You can monitor traffic on a single port or VLAN or on a series or range of ports or VLANSs. You select a
series or range of interfaces or VLANSs by using the [, | -] options.

If you specify a series of VLANS or interfaces, you must enter a space before and after the comma. If you
specify a range of VLANS or interfaces, you must enter a space before and after the hyphen (-).

EtherChannel ports can be configured as SPAN or RSPAN destination ports. A physical port that is a member
of'an EtherChannel group can be used as a destination port, but it cannot participate in the EtherChannel group
while it is as a SPAN destination.

A port used as a destination port cannot be a SPAN or RSPAN source, nor can a port be a destination port for
more than one session at a time.

You can enable IEEE 802.1x authentication on a port that is a SPAN or RSPAN destination port; however,
IEEE 802.1x authentication is disabled until the port is removed as a SPAN destination. If IEEE 802.1x
authentication is not available on the port, the switch returns an error message. You can enable IEEE 802.1x
authentication on a SPAN or RSPAN source port.

If ingress traffic forwarding is enabled for a network security device, the destination port forwards traffic at
Layer 2.

Destination ports can be configured to function in these ways:

» When you enter monitor session session_number destination interface interface-id with no other
keywords, egress encapsulation is untagged, and ingress forwarding is not enabled.
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» When you enter monitor session session_number destination interface interface-id ingress, egress
encapsulation is untagged; ingress encapsulation depends on the keywords that follow—dot1q or
untagged.

* When you enter monitor session session_number destination interface interface-id encapsulation
replicate with no other keywords, egress encapsulation replicates the source interface encapsulation;
ingress forwarding is not enabled. (This applies to local SPAN only; RSPAN does not support
encapsulation replication.)

» When you enter monitor session session_number destination interface interface-id encapsulation
replicateingress, egress encapsulation replicates the source interface encapsulation; ingress encapsulation
depends on the keywords that follow—dot1q or untagged. (This applies to local SPAN only; RSPAN
does not support encapsulation replication.)

You can verify your settings by entering the show monitor privileged EXEC command. You can display
SPAN, RSPAN, FSPAN, and FRSPAN configuration on the switch by entering the show running-config
privileged EXEC command. SPAN information appears near the end of the output.

Examples

This example shows how to create a local SPAN session 1 to monitor both sent and received traffic
on source port 1 on stack member 1 to destination port 2 on stack member 2:

Device (config) # monitor session 1 source interface gigabitethernetl/0/1 both
Device (config) # monitor session 1 destination interface gigabitethernetl/0/2

This example shows how to delete a destination port from an existing local SPAN session:
Device (config) # no monitor session 2 destination interface gigabitethernetl/0/2

This example shows how to configure RSPAN source session 1 to monitor a source interface and to
configure the destination RSPAN VLAN 900:

Device (config) # monitor session 1 source interface gigabitethernetl/0/1
Device (config) # monitor session 1 destination remote vlan 900
Device (config) # end

This example shows how to configure an RSPAN destination session 10 in the switch receiving the
monitored traffic:

Device (config) # monitor session 10 source remote vlan 900
Device (config) # monitor session 10 destination interface gigabitethernetl/0/2

This example shows how to configure the destination port for ingress traffic on VLAN 5 by using a
security device that supports IEEE 802.1Q encapsulation. Egress traffic replicates the source; ingress
traffic uses IEEE 802.1Q encapsulation.

Device (config) # monitor session 2 destination interface gigabitethernetl/0/2 encapsulation
dotlg ingress dotlqg vlan 5
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This example shows how to configure the destination port for ingress traffic on VLAN 5 by using a
security device that does not support encapsulation. Egress traffic and ingress traffic are untagged.

Device (config) # monitor session 2 destination interface gigabitethernetl/0/2 ingress untagged
vlan 5
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monitor session filter

To start a new flow-based SPAN (FSPAN) session or flow-based RSPAN (FRSPAN) source or destination
session, or to limit (filter) SPAN source traffic to specific VLANS, use the monitor session filter global
configuration command. To remove filters from the SPAN or RSPAN session, use the N0 form of this command.

monitor session session-number filter {vlan vlan-id [, | -] }
no monitor session session-number filter {vlan vlan-id [, | -] }

Syntax Description

Command Default

Command Modes

session-number

vlan vian-id Specifies a list of VLANS as filters on trunk source ports t
VLANSs. The vian-id range is 1 to 4094.

, (Optional) Specifies a series of VLANS, or separates a ra
Enter a space before and after the comma.

- (Optional) Specifies a range of VLANSs. Enter a space be

No monitor sessions are configured.

Global configuration

Command History

Usage Guidelines

Release Modification

Cisco IOS XE Fuji 16.9.2 This command was introduced.

You can monitor traffic on a single VLAN or on a series or range of ports or VLANS. You select a series or
range of VLANS by using the [, | -] options.

If you specify a series of VLANS, you must enter a space before and after the comma. If you specify a range
of VLANS, you must enter a space before and after the hyphen (-).

VLAN filtering refers to analyzing network traffic on a selected set of VLANSs on trunk source ports. By
default, all VLANSs are monitored on trunk source ports. You can use the monitor session session_number
filter vlan vlan-id command to limit SPAN traffic on trunk source ports to only the specified VLANS.

VLAN monitoring and VLAN filtering are mutually exclusive. Ifa VLAN is a source, VLAN filtering cannot
be enabled. If VLAN filtering is configured, a VLAN cannot become a source.

You can verify your settings by entering the show monitor privileged EXEC command. You can display
SPAN, RSPAN, FSPAN, and FRSPAN configuration on the switch by entering the show running-config
privileged EXEC command. SPAN information appears near the end of the output.

Examples

This example shows how to limit SPAN traffic in an existing session only to specific VLANS:

Switch (config)# monitor session 1 filter vlan 100 - 110
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This example shows how to create a local SPAN session 1 to monitor both sent and received traffic
on source port 1 on stack member 1 to destination port 2 on stack member 2 and to filter IPv4 traffic
using access list number 122 in an FSPAN session:

Device (config) # monitor session 1 source interface gigabitethernetl/0/1 both
Device (config) # monitor session 1 destination interface gigabitethernetl/0/2
Device (config) # monitor session 1 filter ip access-group 122
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monitor session source

To start a new Switched Port Analyzer (SPAN) session or Remote SPAN (RSPAN) source session, or to add
or delete interfaces or VLANS to or from an existing SPAN or RSPAN session, use the monitor session
sour ce global configuration command. To remove the SPAN or RSPAN session or to remove source interfaces
from the SPAN or RSPAN session, use the no form of this command.

monitor session session_number source {interface interface-id [, | -] [both | rx | tx] |
[remote] vlan vian-id [, | -] [both | rx | tx]}

no monitor session session_number source {interface interface-id [, | -] [both | rx | tx] |
[remote] vlan vian-id [, | -1 [both | rx | tx]}

Syntax Description

Command Default

Command Modes

session_number

interface interface-id Specifies the source interface for a SPAN or RSPAN session. Valid
interfaces are physical ports (including type, stack member, module, and
port number). For source interface, port channel is also a valid interface
type, and the valid range is 1 to 48.

, (Optional) Specifies a series of interfaces or VLANS, or separates a range
of interfaces or VLANs from a previous range. Enter a space before and
after the comma.

- (Optional) Specifies a range of interfaces or VLANSs. Enter a space before

and after the hyphen.

both | rx | tx (Optional) Specifies the traffic direction to monitor. If you do not specify
a traffic direction, the source interface sends both transmitted and received
traffic.

remote (Optional) Specifies the remote VLAN for an RSPAN source or destination

session. The range is 2 to 1001 and 1006 to 4094.

The RSPAN VLAN cannot be VLAN 1 (the default VLAN) or VLAN IDs
1002 to 1005 (reserved for Token Ring and FDDI VLANS).

vlan vian-id When used with only the ingresskeyword, sets default VLAN for ingress
traffic.

No monitor sessions are configured.
On a source interface, the default is to monitor both received and transmitted traffic.

On a trunk interface used as a source port, all VLANSs are monitored.

Global configuration

Command History

Release Modification
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Usage Guidelines
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Traffic that enters or leaves source ports or source VLANSs can be monitored by using SPAN or RSPAN.
Traffic routed to source ports or source VLANSs cannot be monitored.

A source can be a physical port, a port channel, or a VLAN.

Each session can include multiple ingress or egress source ports or VLANSs, but you cannot combine source
ports and source VLANSs in a single session. Each session can include multiple destination ports.

When you use VLAN-based SPAN (VSPAN) to analyze network traffic in a VLAN or set of VLANS, all
active ports in the source VLANSs become source ports for the SPAN or RSPAN session. Trunk ports are
included as source ports for VSPAN, and only packets with the monitored VLAN ID are sent to the destination
port.

You can monitor traffic on a single port or VLAN or on a series or range of ports or VLANSs. You select a
series or range of interfaces or VLANS by using the [, | -] options.

If you specify a series of VLANS or interfaces, you must enter a space before and after the comma. If you
specify a range of VLANS or interfaces, you must enter a space before and after the hyphen (-).

You can monitor individual ports while they participate in an EtherChannel, or you can monitor the entire
EtherChannel bundle by specifying the port-channel number as the RSPAN source interface.

A port used as a destination port cannot be a SPAN or RSPAN source, nor can a port be a destination port for
more than one session at a time.

You can enable IEEE 802.1x authentication on a SPAN or RSPAN source port.

You can verify your settings by entering the show monitor privileged EXEC command. You can display
SPAN, RSPAN, FSPAN, and FRSPAN configuration on the switch by entering the show running-config
privileged EXEC command. SPAN information appears near the end of the output.

Examples

This example shows how to create a local SPAN session 1 to monitor both sent and received traffic
on source port 1 on stack member 1 to destination port 2 on stack member 2:

Switch (config) # monitor session 1 source interface gigabitethernetl/0/1 both
Switch (config) # monitor session 1 destination interface gigabitethernetl/0/2

This example shows how to configure RSPAN source session 1 to monitor multiple source interfaces
and to configure the destination RSPAN VLAN 900.

Switch (config) # monitor session 1 source interface gigabitethernetl/0/1
Switch (config) # monitor session 1 source interface port-channel 2 tx
Switch (config) # monitor session 1 destination remote vlan 900

Switch (config) # end
