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     [bookmark: pgfId-230821]First Published: June 8, 2015
 
     [bookmark: pgfId-208780]This document describes the features, limitations, and bugs for Cisco Nexus 1000V for Microsoft Hyper-V Release 5.2(1)SM3(1.1a). It also explains how to find information about open and closed bugs.
 
   
 
    
     [bookmark: pgfId-246993]Contents
 
     [bookmark: pgfId-246994]This document includes the following sections:
 
     
     	 [bookmark: pgfId-246998]Introduction
 
     	 [bookmark: pgfId-188842]Software Compatibility with Microsoft Servers
 
     	 [bookmark: pgfId-248956]Software Compatibility with Cisco Nexus 1000V
 
     	 [bookmark: pgfId-254461]Upgrading Cisco Network Service Provider (Cisco VSEM) to the Current Release
 
     	 [bookmark: pgfId-230394]Configuration Limits
 
     	 [bookmark: pgfId-241727]Open Bugs
 
     	 [bookmark: pgfId-254685]Resolved Bugs
 
     	 [bookmark: pgfId-230338]Using the Bug Search Tool
 
     	 [bookmark: pgfId-185559]MIB Support
 
     	 [bookmark: pgfId-230239]Documentation Feedback
 
     	 [bookmark: pgfId-64698]Related Documentation
 
     	 [bookmark: pgfId-64702]Obtaining Documentation and Submitting a Service Request
 
    
 
   
 
    
     [bookmark: pgfId-64704][bookmark: 91075]Introduction
 
     [bookmark: pgfId-195637]Cisco Nexus 1000V provides a distributed, Layer 2 virtual switch that extends across many virtualized hosts. Cisco Nexus 1000V manages a data center. Each server in the data center is represented as a line card in Cisco Nexus 1000V and can be managed as if it were a line card in a physical Cisco switch.
 
     [bookmark: pgfId-195644]When server virtualization is implemented, the edge of the network is pushed from the traditional network access layer, which is implemented in physical switches, to the virtual network access layer that is implemented through the software in the server hypervisor. Cisco Nexus 1000V is an intelligent virtual network access layer switch that runs Cisco NX-OS, which is Cisco’s data center operating system common to all of Cisco’s data center products.
 
     [bookmark: pgfId-194684]Operating inside the Microsoft Hyper-V Hypervisor, Cisco Nexus 1000V supports the Cisco Virtual Network-Link (VN-Link) server virtualization technology to provide the following:
 
     
     	 [bookmark: pgfId-194598]Policy-based virtual machine (VM) connectivity
 
     	 [bookmark: pgfId-194599]Mobile VM security and network policy
 
     	 [bookmark: pgfId-194600]Nondisruptive operational model for your server virtualization and networking teams
 
    
 
     [bookmark: pgfId-194601]Data center virtualization servers and VMs are not managed the same way as physical servers. Server virtualization is treated as a special deployment, leading to longer deployment time, with a greater degree of coordination among server, network, storage, and security administrators. With the Cisco Nexus 1000V, you have a consistent networking feature set and a configuration and provisioning model for both physical and the virtual networks. 
 
     [bookmark: pgfId-195678]VM networks can use the same network configuration, security policy, diagnostic tools, and operational models as physical server deployments that are connected to physical switches. This unified approach to quicker deployment and troubleshooting makes virtualization environments no different from nonvirtualized deployments.
 
     [bookmark: pgfId-195682]Developed with Microsoft, Cisco Nexus 1000V is Microsoft certified and integrates with the Windows Server and Systems Center Virtual Machine Manager (SCVMM).
 
     [bookmark: pgfId-195689]Cisco Nexus 1000V consists of two basic components: 
 
     
     	 [bookmark: pgfId-188384]Virtual Supervisor Module (VSM), also known as the Control Plane (CP). The VSM acts as the supervisor and contains the Cisco CLI, configuration, and high-level features.
 
     	 [bookmark: pgfId-181844]Virtual Ethernet Module (VEM), also known as the Data Plane (DP). The VEM acts as a line card and runs in each Hyper-V virtual switch to handle packet forwarding and other localized functions.
 
    
 
     
      [bookmark: pgfId-194973]Hyper-V Webinar
 
      [bookmark: pgfId-194990]Cisco offers a Cisco Nexus 1000V for Microsoft Hyper-V webinar as either a video demonstration or a PDF download. In the webinar, you can learn how the Cisco Nexus 1000V virtual access/distributed switch can simplify your Hyper-V virtual environment through a nondisruptive operational model, policy-based provisioning, and a strong services ecosystem. You can also learn about the Cisco Nexus 1000V architecture, how it integrates with Microsoft SCVMM, and the networking capabilities it brings to Hyper-V environments.
 
    
 
     
      [bookmark: pgfId-188704][bookmark: 80279]Administrative Model
 
      [bookmark: pgfId-188762]Cisco Nexus 1000V for Microsoft Hyper-V consists of two distinct administrative entities that manage the environment on the same set of hardware. Each entity has its own separate goals, abilities, and responsibilities.
 
      [bookmark: pgfId-210076]Server and VM policies can be set only by the server administrator through SCVMM or its management tools. Network policies can be set only by the network administrator through the VSM or its management tools.
 
      [bookmark: pgfId-209968]Network and server administrators cannot make administrative changes to the system at the same time. Operations such as deployment, upgrade, configuration, and troubleshooting can be carried out in an asynchronous fashion by administrators.
 
      [bookmark: pgfId-230119]If the network administrator has set up appropriate policies, the server administrator can add, remove, and move both physical hosts and VMs, as well as install physical interfaces in hosts and add virtual interfaces to VMs.
 
    
 
   
 
    
     [bookmark: pgfId-230121][bookmark: 81936]Software Compatibility with Microsoft Servers
 
     [bookmark: pgfId-230122]Ensure that the servers that run the Cisco Nexus 1000 VSM and VEM are in the Hardware Compatibility list. This release of Cisco Nexus 1000V supports the following server:
 
     
     	 [bookmark: pgfId-209622]Microsoft Windows Server 2012 R2
 
    
 
     [bookmark: pgfId-230958]For additional compatibility information, see the  Cisco Nexus 1000V and Microsoft Hyper-V Compatibility Information, Release 5.2(1)SM3(1.1a) 
 
   
 
    
     [bookmark: pgfId-218132][bookmark: 62087]Software Compatibility with Cisco Nexus 1000V
 
     [bookmark: pgfId-253246]This release supports upgrades from Release 5.2(1)SM1(5.1) and later. 
 
     [bookmark: pgfId-253689]This section describes how to upgrade Cisco Network Service Provider to the current release. The upgrade procedure for all other components is described in the  Cisco Nexus 1000V for Microsoft Hyper-V Installation and Upgrade Guide, Release 5.2(1)SM3(1.1). 
 
   
 
    
     [bookmark: pgfId-253247][bookmark: 18896]Upgrading Cisco Network Service Provider (Cisco VSEM) to the Current Release
 
     
      
    
 
    
 
    [bookmark: pgfId-252936]Note Starting with Release 5.2(1)SM3(1.1), Cisco VSEM is referred to as Cisco Network Service Provider.

     
     
 
    

    
 
     
      [bookmark: pgfId-251403]Upgrading Cisco Network Service Provider from Release 5.2(1)SM3(1.1) to the Current Release
 
      [bookmark: pgfId-251404]To upgrade Cisco Network Service Provider, perform the following steps:
 
     
 
      [bookmark: pgfId-251405] Step 1[image: ] Install the Nexus1000V-NetworkServiceProvider-5.2.1.SM3.1.1a.0.msi from the Cisco Nexus 1000V zip location on the SCVMM server.
 
      
       
     
 
     
 
     [bookmark: pgfId-251406]Note The installation restarts the SCVMM service, uninstalls the existing Cisco Network Service Provider MSI, and installs the new Cisco Network Service Provider MSI.

      
      
 
     

     
 
      [bookmark: pgfId-251407]After a successful installation, the powershell scripts needed to upgrade VEM are placed in the %ProgramFiles%\Cisco\Nexus1000V\V2\Scripts\VEMUpgrade directory on the SCVMM server (for example, C:\Program Files\Cisco\Nexus1000V\V2\Scripts\VEMUpgrade).
 
      [bookmark: pgfId-251408]Step 2[image: ] Verify that Cisco Network Service Provider is installed correctly by completing the following steps:
 
      [bookmark: pgfId-251409] a.[image: ] Click the  Start button and choose  Control Panel > Programs > Programs and Features .
 
      [bookmark: pgfId-254263] b.[image: ] Verify that the current version of the Cisco Nexus 1000V Network Service Provider program is  1.01.100 .
 
      [bookmark: pgfId-252303]Step 3[image: ] Refresh the Cisco Nexus 1000V Extension Manager by completing the following steps:
 
      [bookmark: pgfId-252335] a.[image: ] Open the SCVMM console.
 
      [bookmark: pgfId-252523] b.[image: ] Navigate to the  Fabric workspace. 
 
      [bookmark: pgfId-252540] c.[image: ] On the  Fabric pane, expand  Networking , and click  Network Service .
 
      [bookmark: pgfId-252379] d.[image: ] In the Results pane, right-click Cisco Systems Nexus 1000V extension, and choose Refresh.
 
      [bookmark: pgfId-254272]

      
      
 
     
 
     
 
    
 
     
      [bookmark: pgfId-252415]Upgrading Cisco Network Service Provider from Release 5.2(1)SM1(5.x) to the Current Release
 
      [bookmark: pgfId-252416]To upgrade Cisco Network Service Provider, referred to as Cisco VSEM in Release 5.2(1)SM1(5.x), perform the following steps:
 
     
 
      [bookmark: pgfId-252417] Step 1[image: ] Install the Nexus1000V-NetworkServiceProvider-5.2.1.SM3.1.1a.0.msi from the Cisco Nexus 1000V zip location on the SCVMM server.
 
      
       
     
 
     
 
     [bookmark: pgfId-252418]Note The installation restarts the SCVMM service.

      
      
 
     

     
 
      [bookmark: pgfId-252419]After a successful installation, the powershell scripts needed to upgrade VEM are placed in the %ProgramFiles%\Cisco\Nexus1000V\V2\Scripts\VEMUpgrade directory on the SCVMM server. For example, C:\Program Files\Cisco\Nexus1000V\V2\Scripts\VEMUpgrade.
 
      [bookmark: pgfId-252420]Step 2[image: ] Verify that Cisco Network Service Provider is installed correctly by completing the following steps:
 
      [bookmark: pgfId-252421] a.[image: ] Click the  Start button and choose  Control Panel > Programs > Programs and Features .
 
      [bookmark: pgfId-252422] b.[image: ] Verify that the current version of the Cisco Nexus 1000V Network Service Provider program is  1.01.100 .
 
      [bookmark: pgfId-252304]Step 3[image: ] Execute the Upgrade-Nexus1000V-Provider.ps1 script to upgrade the Cisco Network Service Provider. On the SCVMM server, the script is located in the %ProgramFiles%\Cisco\Nexus1000V\V2\Scripts\ProviderUpgrade directory (for example, C:\Program Files\Cisco\Nexus1000V\V2\Scripts\ProviderUpgrade). It requires the following inputs as parameters:
 
      [bookmark: pgfId-251414]–[image: ] IP address for the Cisco Nexus 1000V VSM
 
      [bookmark: pgfId-251415]–[image: ] Username for the Cisco Nexus 1000V VSM
 
      [bookmark: pgfId-251416]–[image: ] Password for the Cisco Nexus 1000V VSM
 
      [bookmark: pgfId-251417]The following is a sample snapshot of the upgrade script:
 
     
      [bookmark: pgfId-253179]PS C:\Program Files\Cisco\Nexus1000V\V2\Scripts\ProviderUpgrade>.\Upgrade-Nexus1000V-Provider.ps1
     

     
      [bookmark: pgfId-253180]Enter IP Address for the Nexus1000V VSM: 10.105.225.123
     

     
      [bookmark: pgfId-253181]Enter Username for the Nexus1000V VSM: admin
     

     
      [bookmark: pgfId-253182]Enter Password for the Nexus1000V VSM:
     

     
      [bookmark: pgfId-253183]Found the NetworkService vsem connected to the VSM 10.105.225.123
     

     
      [bookmark: pgfId-253184]The NetworkService model: Nexus 1000V Chassis
     

     
      [bookmark: pgfId-253185]The NetworkService is linked to the old provider. Start upgrading...
     

     
      [bookmark: pgfId-253186]Upgrade the provider for the NetworkService: vsem
     

     
      [bookmark: pgfId-253187]Upgrade completed
     

     
      [bookmark: pgfId-253188]Performing VSEM Refresh with extension ip ==> '10.105.225.123'
     

     
      [bookmark: pgfId-253189]---------------------------------------------------------
     

     
      [bookmark: pgfId-253190]Retrieve Cisco Extension with IP = 10.105.225.123
     

     
      [bookmark: pgfId-253191]---------------------------------------------------------
     

     
      [bookmark: pgfId-253192]Cisco Switch Extension Manager with ip '10.105.225.123' is detected on this VMM server.
     

     
      [bookmark: pgfId-253193]Reading Cisco Switch Extension Manager now...
     

     
      [bookmark: pgfId-253194]This may take a while depending on VSM configuration Size...
     

     
      [bookmark: pgfId-253195]Saving the configs of VSM ==> '10.105.225.123'
     

     
      [bookmark: pgfId-253196]Upgrade Script Execution Complete
     

     
      [bookmark: pgfId-251436]
     

      [bookmark: pgfId-251437]Step 4[image: ] Verify that Cisco Network Service Provider is upgraded correctly by completing the following steps:
 
      [bookmark: pgfId-251438] a.[image: ] Open the SCVMM console.
 
      [bookmark: pgfId-251439] b.[image: ] Navigate to the  Fabric workspace. 
 
      [bookmark: pgfId-254100] c.[image: ] On the  Fabric pane, expand  Networking , and then click  Network Service .
 
      [bookmark: pgfId-251440] d.[image: ] In the  Results pane, click the corresponding  Cisco Systems Nexus 1000V extension and verify that  Cisco Systems Nexus 1000V – Version 2 is displayed in the  Provider column.
 
      [bookmark: pgfId-251441]Step 5[image: ] Refresh the Cisco Nexus 1000V Extension Manager:
 
      [bookmark: pgfId-251442] a.[image: ] Open the SCVMM console.
 
      [bookmark: pgfId-251443] b.[image: ] Navigate to the  Fabric  workspace. 
 
      [bookmark: pgfId-254103] c.[image: ] On the  Fabric pane, expand  Networking , and click  Network Services .
 
      [bookmark: pgfId-251444] d.[image: ] In the  Results pane, right-click Cisco Systems Nexus 1000V extension , and choose  Refresh .
 
      [bookmark: pgfId-254365]

      
      
 
     
 
     
 
    
 
   
 
    
     [bookmark: pgfId-246769][bookmark: 81758][bookmark: 98827]Configuration Limits
 
     [bookmark: pgfId-219065] Table 1  shows the Cisco Nexus 1000V configuration limits.
 
     [bookmark: pgfId-233105][bookmark: 20334]
 
     
      
       
        [bookmark: pgfId-232913]Table 1 [bookmark: 34560]Cisco Nexus 1000V Configuration Limits 
 
       
      
        
        	
          
          [bookmark: pgfId-232919]Component
         
  
        	
          
          [bookmark: pgfId-232921]Per VSM
         
  
        	
          
          [bookmark: pgfId-232923]Per VEM
         
  
       
 
        
        	 [bookmark: pgfId-232925]Access control lists (ACLs)
  
        	 [bookmark: pgfId-232927]128
  
        	 [bookmark: pgfId-232929]—
  
       
 
        
        	 [bookmark: pgfId-232931]ACL instances
  
        	 [bookmark: pgfId-232933]2048
  
        	 [bookmark: pgfId-232935]216
  
       
 
        
        	 [bookmark: pgfId-232937]Active VLANs
  
        	 [bookmark: pgfId-232939]2048
  
        	 [bookmark: pgfId-232941]—
  
       
 
        
        	 [bookmark: pgfId-232943]Application Control Engines (ACEs) per ACL
  
        	 [bookmark: pgfId-232945]128
  
        	 [bookmark: pgfId-232947]—
  
       
 
        
        	 [bookmark: pgfId-232949]Hosts
  
        	 [bookmark: pgfId-232951]64
  
        	 
       
 
        
        	 [bookmark: pgfId-232955]MAC addresses per VLAN
  
        	 [bookmark: pgfId-232957]4096
  
        	 [bookmark: pgfId-232959]32000
  
       
 
        
        	 [bookmark: pgfId-232961]MAC addresses per DVS
  
        	 [bookmark: pgfId-232963]32000
  
        	 [bookmark: pgfId-232965]—
  
       
 
        
        	 [bookmark: pgfId-232967]Multicast groups
  
        	 [bookmark: pgfId-232969]512
  
        	 [bookmark: pgfId-232971]64
  
       
 
        
        	 [bookmark: pgfId-232973]NetFlow interfaces
  
        	 [bookmark: pgfId-232975]2048
  
        	 [bookmark: pgfId-232977]216
  
       
 
        
        	 [bookmark: pgfId-232979]NetFlow policies
  
        	 [bookmark: pgfId-232981]64
  
        	 [bookmark: pgfId-232983]64
  
       
 
        
        	 [bookmark: pgfId-232985]Physical trunks
  
        	 [bookmark: pgfId-232987]512
  
        	 [bookmark: pgfId-232989]—
  
       
 
        
        	 [bookmark: pgfId-232991]PNICs/hosts
  
        	 [bookmark: pgfId-232993]32
  
        	 [bookmark: pgfId-232995]—
  
       
 
        
        	 [bookmark: pgfId-232997]Port channels 
  
        	 [bookmark: pgfId-232999]256
  
        	 [bookmark: pgfId-233001]8
  
       
 
        
        	 [bookmark: pgfId-233003]Port profiles
  
        	 [bookmark: pgfId-233005]1000 dynamic port profiles (vEthernet)
  [bookmark: pgfId-233006]64 uplink dynamic port profiles
  
        	 [bookmark: pgfId-233008]—
  
       
 
        
        	 [bookmark: pgfId-233010]Port security
  
        	 [bookmark: pgfId-233012]2048
  
        	 [bookmark: pgfId-233014]216
  
       
 
        
        	 [bookmark: pgfId-233016]Private VLANs (PVLANs)
  
        	 [bookmark: pgfId-233018]512
  
        	 [bookmark: pgfId-233020]—
  
       
 
        
        	 [bookmark: pgfId-233022]Quality of service (QoS) class maps
  
        	 [bookmark: pgfId-233024]128
  
        	 [bookmark: pgfId-233026]128
  
       
 
        
        	 [bookmark: pgfId-233028]QoS instances
  
        	 [bookmark: pgfId-233030]2048
  
        	 [bookmark: pgfId-233032]216
  
       
 
        
        	 [bookmark: pgfId-233034]QoS policy maps
  
        	 [bookmark: pgfId-233036]128
  
        	 [bookmark: pgfId-233038]16
  
       
 
        
        	 [bookmark: pgfId-233040]Network segment
  
        	 [bookmark: pgfId-233042]2048
  
        	 [bookmark: pgfId-233044]—
  
       
 
        
        	 [bookmark: pgfId-233046]Switched Port Analyzer (SPAN)/Encapsulated Remote SPAN (ERSPAN) sessions
  
        	 [bookmark: pgfId-233048]64
  
        	 [bookmark: pgfId-233050]4
  
       
 
        
        	 [bookmark: pgfId-233052]System network segments
  
        	 [bookmark: pgfId-233054]32
  
        	 [bookmark: pgfId-233056]—
  
       
 
        
        	 [bookmark: pgfId-233058]System profiles
  
        	 [bookmark: pgfId-233060]32
  
        	 [bookmark: pgfId-233062]—
  
       
 
        
        	 [bookmark: pgfId-233064]Virtual Ethernet (vEthernet) trunks 
  
        	 [bookmark: pgfId-233066]Not supported
  
        	 [bookmark: pgfId-233068]—
  
       
 
        
        	 [bookmark: pgfId-233070]vEthernet interfaces per port profile
  
        	 [bookmark: pgfId-233072]1024
  
        	 [bookmark: pgfId-233074]—
  
       
 
        
        	 [bookmark: pgfId-233076]vEthernet interfaces
  
        	 [bookmark: pgfId-233078]2048
  
        	 [bookmark: pgfId-233080]216
  
       
 
        
        	 [bookmark: pgfId-233082]Reserved-ip per ip pool template
  
        	 [bookmark: pgfId-233084]128
  
        	 [bookmark: pgfId-233086]—
  
       
 
        
        	 [bookmark: pgfId-233088]Netbios-name-server per ip pool template
  
        	 [bookmark: pgfId-233090]16
  
        	 [bookmark: pgfId-233092]—
  
       
 
        
        	 [bookmark: pgfId-233094]DNS-server per ip pool template
  
        	 [bookmark: pgfId-233096]16
  
        	 [bookmark: pgfId-233098]—
  
       
 
        
        	 [bookmark: pgfId-233100]DNS-suffix per ip pool template
  
        	 [bookmark: pgfId-233102]16
  
        	 [bookmark: pgfId-233104]—
  
       
 
      
     
 
    
 
   
 
    
     [bookmark: pgfId-233275][bookmark: 66528][bookmark: 19864]Open Bugs
 
     [bookmark: pgfId-246414]The following are descriptions of the open bugs in Cisco Nexus 1000V Release 5.2(1)SM3(1.1a). The IDs are linked to the Cisco Bug Search tool.
 
     [bookmark: pgfId-250439]
 
     
      
       
        [bookmark: pgfId-250463]Table 2 Open Bugs in Cisco Nexus 1000V for Hyper-V Release 5.2(1)SM3(1.1a)
 
       
      
        
        	
          
          [bookmark: pgfId-250467]Category/Bug ID
         
  
        	
          
          [bookmark: pgfId-250469]Description
         
  
       
 
        
        	 
          
          [bookmark: pgfId-250471]Cisco 
         
  
       
 
        
        	 
          
          [bookmark: pgfId-250475]Management
         
  
       
 
        
        	 [bookmark: pgfId-250480] CSCur66138 
  
        	 [bookmark: pgfId-250482]The module from a VSM can go offline if you try to change an active VSM to VEM directly.
  
       
 
        
        	 
          
          [bookmark: pgfId-250484]Platform
         
  
       
 
        
        	 [bookmark: pgfId-250494]CSCup54800 
  
        	 [bookmark: pgfId-250496]When you perform a network migration of vNIC after the SCVMM is upgraded to R2, the VEM is not migrated to a new network, although the SCVMM shows that the operation has been completed.
  
       
 
        
        	 
          
          [bookmark: pgfId-250498]VSG and VEM Interaction
         
  
       
 
        
        	 [bookmark: pgfId-250503]CSCup34712 
  
        	 [bookmark: pgfId-250505]Jumbo packets of size greater than 4014 get dropped for a Linux VM.
  
       
 
        
        	 
          
          [bookmark: pgfId-250507]HNV
         
  
       
 
        
        	 [bookmark: pgfId-250512]CSCuo33922 
  
        	 [bookmark: pgfId-250514]When using HNV with Cisco Nexus 1000V, if a virtual network adapter with a dynamic MAC is attached to Cisco Nexus 1000V, SCVMM tries to change the MAC address to a static address.
  
       
 
        
        	 
          
          [bookmark: pgfId-250516]Microsoft
         
  
       
 
        
        	 
          
          [bookmark: pgfId-250520]Virtual Machine Manager
         
  
       
 
        
        	 [bookmark: pgfId-250525]CSCup54800
  
        	 [bookmark: pgfId-250527]VM-network migration of vNIC does not work after an SCVMM upgrade.
  
       
 
        
        	 
          
          [bookmark: pgfId-250529]Windows Server
         
  
       
 
        
        	 [bookmark: pgfId-250534]CSCuj33348
  
        	 [bookmark: pgfId-254378]WS 2012 R2 enters a crash loop when a logical switch is created on the management NIC with VMQ.
  [bookmark: pgfId-250537]See  http://support.microsoft.com/kb/2913659 .  
  
       
 
        
        	 [bookmark: pgfId-250542]CSCuq98489
  
        	 [bookmark: pgfId-250544]Switch deletion gets stuck when a scaled host has 200/205 vEths, including VMs and host vNIC.
  
       
 
        
        	 [bookmark: pgfId-250547]CSCur77715 
  
        	 [bookmark: pgfId-250549]The host crashes with Broadcom BCM5709C NetXtreme II GigE NICs and VSG-protected vEths.
  
       
 
        
        	
          
          [bookmark: pgfId-250552]
           CSCuf09114 
         
  
        	 [bookmark: pgfId-250554]Bulk vEthernet flaps fail with a Sequence Timeout error for DHCP.
  
       
 
      
     
 
    
 
   
 
    
     [bookmark: pgfId-250651][bookmark: 94601]Resolved Bugs
 
     [bookmark: pgfId-250658]The following are descriptions of the resolved bugs in Cisco Nexus 1000V Release 5.2(1)SM3(1.1a). The IDs are linked to the Cisco Bug Search tool.
 
     [bookmark: pgfId-250727]
 
     
      
       
        [bookmark: pgfId-250763]Table 3 Resolved Bugs in Cisco Nexus 1000V for Hyper-V Release 5.2(1)SM3(1.1a)
 
       
      
        
        	
          
          [bookmark: pgfId-250767]Bug ID
         
  
        	
          
          [bookmark: pgfId-250769]Description
         
  
       
 
        
        	 [bookmark: pgfId-250780] CSCus08112 
  
        	 [bookmark: pgfId-250782]TOS value is not copied from the L2 LISP inner header to the outer header.
  
       
 
        
        	 [bookmark: pgfId-250794]CSCus15610
  
        	 [bookmark: pgfId-250796]MAC age-out time configuration causes VEM to go offline.
  
       
 
      
     
 
    
 
   
 
    
     [bookmark: pgfId-250599][bookmark: 76087][bookmark: 70603]Using the Bug Search Tool
 
     [bookmark: pgfId-229944]Use the Bug Search tool to search for a specific bug or to search for all bugs in a release.
 
    
 
     [bookmark: pgfId-229946] Step 1[image: ] Go to  http://tools.cisco.com/bugsearch .
 
     [bookmark: pgfId-229947]Step 2[image: ] At the Log In screen, enter your registered Cisco.com username and password; then, click  Log In . The Bug Search page opens.
 
     
      
    
 
    
 
    [bookmark: pgfId-229948]Note If you do not have a Cisco.com username and password, you can register for them at http://tools.cisco.com/RPF/register/register.do.

     
     
 
    

    
 
     [bookmark: pgfId-229950]Step 3[image: ] To search for a specific bug, enter the bug ID in the Search For field and press  Return .
 
     [bookmark: pgfId-229951]Step 4[image: ] To search for bugs in the current release:
 
     [bookmark: pgfId-229955] a.[image: ] In the Search For field, enter  Cisco Nexus 1000V  and press  Return . (Leave the other fields empty.)
 
     [bookmark: pgfId-229956] b.[image: ] When the search results are displayed, use the filter tools to find the types of bugs you are looking for. You can search for bugs by modified date, status, severity, and so forth.
 
     
      
    
 
    
 
    [bookmark: pgfId-229957]Tip To export the results to a spreadsheet, click the Export Results to Excel link.

     
     
 
    

    
 
     [bookmark: pgfId-229958]
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