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CHAPTER 1

Overview

This chapter introduces the Cisco N9300 Series Smart switches.

* Introduction, on page 1

* Cisco N9300 Series Smart Switches, on page 1

* Cisco NX OS and Security Cloud Control, on page 3
* Hypershield, on page 4

* How the N9324C-SE1U switch works, on page 4

* Supported software features, on page 6

 Additional references, on page 6

Introduction

The Cisco N9300 Series Smart switches provide an integrated solution for scalable, secure, and efficient data
center operations, by combining advanced networking and security features with hardware acceleration and
software flexibility.

The Cisco N9300 Series Smart switches provide embedded security that is powered with Hypershield. The
switches offer service-accelerated performance and simplify security by integrating into the network, eliminating
the need for separate firewall structures.

The Cisco N93000 Series Smart switches securely segments and connects security zones within the data
center, across interconnects and Cloud.

Cisco N9300 Series Smart Switches

The Cisco N9300 Series Smart switches integrate Data Processing Units (DPUs) with networking ASICs to
enhance data center networking and security. Hypershield manages the DPU to provide the security functions,
while the NPU provides the N9000 routing and switching functions.

The integration of Cisco NX-OS and Hypershield software into a single software image simplifies deployment
and enhances operational flexibility.

The Cisco N9300 Series Smart switches offer converged switching, routing, and Layer 4 - Layer 7 services,
and has a programmable software-defined pipeline for Layer 2 -Layer 7 services with these features:

» Hardware-enhanced Layer 4- Layer 7 services
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B cisco N9324C-SE1U switch

« Scalable stateful firewall for millions of connections
* Centralized control of network services
+ Connection state management

* Instrumentation and analytics for services

Cisco N9324C-SE1U switch

The Cisco N9324C-SE1U switch is a 1-RU solution designed to deliver high-performance networking
capabilities. Its features include:

* 24-port 100G ports
* Cisco Silicon One E100 ASIC offering high-speed connectivity and scalability
* 4 DPUs offering software-defined stateful services

* Services such as distributed Layer-4 segmentation and DoS protection

Port speed on Cisco N9324C-SE1U switch

The Cisco N9324C-SE1U supports 40G and 100G native port speeds.
Cisco N9324C-SE1U supports breakout on
* 4x25G

* 4x10G
« 2x50G

Cisco N9324C-SE1U supports 10G with QSA on the ports.

Optics support
Cisco N9324C-SE1U supports these optics.
* 100G Optics
* QSFP28-100G-SR4

* QSFP28-100G-PSM4

* QSFP28-100G-CWDM4

* QSFP28-100G-LR4

* QSFP28 AOC, 1, 3, 5,7, 10, 15, 30m
* QSFP28 — 100G DR, 100G FR

* 40G Optics
* QSFP-40G-LR4
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Service-Ethernet ports .

* QSFP AOC, 1, 3, 5,7, 10, 15, 30m
* QSFP-40G-LR4-S

* QSFP-40G-SR-BD

* QSFP-40G-SR4-S

* QSFP-40G-SR4

Service-Ethernet ports

Service-Ethernet Ports are a unique type of NXOS ethernet interface assigned to DPUs to carry traffic from
the NPU to the DPU. These ports are distinct from inband or front-panel interfaces, to clearly differentiate
them from other existing interface types.

The service-ethernet ports are created with default values for basic interface settings like MTU, speed,
bandwidth similar to the front-panel ports. The service-ethernet ports are always administratively UP.

The service-ethernet ports are operational only when the DPU comes online and is detected. If the DPU goes
offline, or when the service acceleration feature is unconfigured, the link may go down, and the ports
corresponding to the DPU(s) are impacted.

\}

Note These ports are configured by DPU agent every time the device is rebooted, including ISSU upgrades.

Use the show interface service-ethernet slot/port command to view the status of the interfaces.

Switch# show interface service-ethernet 1/1
admin state is up, Connected to DPU-1

Use the show interface har dware-mappings to view the DPU to interface mapping.

Switch# show interface hardware-mappings

Name Ifindex Smod Unit HPort NPort Slice Ifg VPort Serdes_id service
Ethl/1 1a000000 1 0 16 0 0 0 -1 12

Ethl/2 12000200 1 0 20 4 0 0 -1 16

Ethl/3 12000400 1 0 24 8 0 0 -1 20

SEthl/1 65000000 1 0 24 8 0 0 -1 20 DPU/1
SEthl/2 65002000 1 0 24 8 0 0 -1 20 DPU/1
SEthl/3 65004000 1 0 24 8 0 0 -1 20 DPU/2
SEthl/4 65006000 1 0 24 8 0 0 -1 20 DPU/2

Cisco NX OS and Security Cloud Control

You can use the Cisco NX OS command line interface (CLI) and Security Cloud Control to manage the
operations on the Cisco N9300 Series Smart switch.

This table list the operations of the Cisco NX OS CLI and the Security Cloud Control.
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Cisco NX 0S CLI Security Cloud Control

Manage the traffic redirection on the DPU Manage and monitor security policy lifecycle

Configure the network policies Orchestrate the usage of security policies

Observe network analytics, and topology Observe security policies and ensure security
compliance

Troublehsoot connectivity and provide assurance Upgrade and downgrade Hypershield Agent on the
smart switches.

Hypershield

Cisco Hypershield is an Al-native Security Cloud based Controller application designed to protect modern
datacenters and cloud environments. Hypershield provides enhanced security measures to protect from
unauthorized access and potential threats by implementing robust security protocols.

Hypershield is built with Al from the ground up, enabling it to analyze large amounts of security data, generate
insights, and make intelligent recommendations. Its hyper distributed enforcement makes sure that security
mechanisms are integrated into servers and network infrastructure, providing protection across various locations
and environments. Hypershield centrally manages and distributes policies across all enforcement points,
ensuring consistent security across the entire network. Its kernel level enforcement provides deep visibility
and control at the operating system level, allowing for granular security actions. Its distributed exploit protection
can quickly identify and deploy compensating controls for new vulnerabilities, providing protection within
minutes.

Hypershield manages these assets:

* Tesseract Security Agent: this is an agent that is installed on any server running linux inside the
datacenter, and it provides the ability to perform the enforcement of security policies. The agent monitors
network connections, file and system calls, and kernel functions. It generates event-based telemetry for
observing and analyzing security events. It also can add in Al automated compensating controls for any
security event or PSIRTs on NXOS and Servers.

» Network-Based Enforcer: these are devices implementing traffic filtering while forwarding the traffic.
The smart switch is a network enforcer. With a network enforcer you can create Layer 3 and Layer 4
policies to protect network segments like VRFs and VLANS.

The Cisco N9300 Smart switch serves as a Network-Based Enforcer for implementing and managing security
policies across the network. You can view the Cisco N9300 Smart switch in Security Cloud Control under
Network-based enforcers in Hypershield.

How the N9324C-SE1U switch works

Summary

The Cisco N9324C-SE1U switch architecture integrates several key components to manage and process
network traffic. At the core is the Network Processing Unit (NPU) to perform routing and switching, and the
Data Processing Units (DPUs) for traffic filtering. The CPU runs the NXOS operating system and hosts the
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the Hypershield Agent, which connects to the external Hypershield system. Management of networking
configuration is performed via the NXOS CLI. The configuration of security policies is performed from
Hypershield.

The Hypershield Agent in the Cisco N9300 Smart switch establishes connectivity to the Hypershield system

via the front panel ports, and uses the IP address of the loopback interface for the source-interface.

Workflow
Figure 1: Working of the Cisco N9300 Smart Switch

D Hypershield

Nexus 9300 Smart Switch

Hypershield Agent

i

DPU
DPU Agent

DPU
DPU Agent

Cisco NPU (E100)

525319

T ooe |

24 x 100G

These stages describe the working of the Cisco N9300 Smart switch.

1. When a security administrator configures a security policy in the Hypershield system, this is pushed to
the Hypershield agent in the Cisco N9300 Smart switch. The Hypershield agent programs it on the DPUs.
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2. The Cisco NPU performs routing and switching like any other NXOS device. It is connected with 200G
links to multiple DPUs (the Cisco N9324C-SE1U supports 4 DPUs) and, on configuration the Cisco NPU
can also redirect traffic to the DPUs for traffic inspection.

This architecture allows the DPU to accelerate the dataplane processing for traffic filtering.

Software management
NXOS manages the software images for both the Cisco NXOS operating system and the DPUs.

* A specific NXOS image is released that bundles both the NXOS component and the Hypershield
Management Software. The format for such image names follows a pattern like
nxos64-sl-dpu.10.5.3s.F.bin.

Updates to the Hypershield agent are possible via Hypershield.

Supported software features

Cisco Nexus NX-OS Release 10.5(3s)F introduces the support for the Cisco N9324C-SE1U and for these
software features with the DPU enabled:

* Layer 3 IPv4/IPv6 forwarding with multi-VRF support
* VRF-based redirection

* DPU based traffic inspection for unicast [Pv4 and IPv6 routed traffic, routed ports, subinterfaces, routed
port channels, and port-channel subinterfaces

* Routing protocols such as BGP , IS-IS, OSPF, EIGRP , and static

» DPU lifecycle management (software upgrade, and DPU health monitoring)

Additional references

Table 1: Related Documentation

For infromation on... see...

Cisco Nexus 9000 Series Switches https://www.cisco.com/en/US/products/ps13386/tsd
products_support_series_home.html

Hypershield https://www.cisco.com/c/en/us/products/collateral/
security/hypershield/hypershield-so.html
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CHAPTER 2

Onboarding and Firewall Enablement

This chapter describes how to setup Layer 4-Layer 7 service accceleration on the Cisco N9300 Series Smart
switch.

For troubleshooting infromation, see Cisco N9300 Series Smart Switches Troubleshooting.

* Setup Layer 4-Layer 7 service accceleration, on page 7
* Verify traffic redirection to the DPU, on page 16

Setup Layer 4-Layer 7 service accceleration

Licensing requirements

The service acceleration feature requires you to be on the Premier licensing tier. You require a separate Cisco
Hypershield license for Layer-4 stateful segmentation capabilities and security use cases.

Workflow for Layer 4 - Layer 7 service acceleration
Perform these steps to enable the Layer 4 - Layer 7 service acceleration features provided by the DPU.

1. Bring up the switch by installing the software on the switch.

2. Configure VRF contexts and Layer 3 interfaces with VRF members.
Configure loopback interface for Hypershield source-interface.
Enable service acceleration feature

Request the token from Hypershield Security Cloud Control.

Add the configuration to connect to the Hypershield.

Configure traffic inspection for traffic in required VRFs.

© N o g ~ ®w

Enable the firewall service functionality.
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Guidelines and limitations

Recommendation on VRF usage and IP address configuration
The recommendations provide guidance on VRF usage and reserved IP-address ranges.

» Use VRF-lite to keep traffic separate and for redirection to assign the traffic of each VRF to a specific
DPU.

Allocate one or more VRFs (in addition to the default VRF) for traffic that requires filtering with the
DPU.

* The IP-address range 169.254.x.x should not be used. It is used for communications to the DPU within
the switch.

* In addition to the normal IP addresses requirements (like the mgmt0 IP), you need assign a loopback IP
address for the Hypershield Agent running on the Cisco N9300 Series Smart switch.

Restrictions and considerations for firewall service configuration

These restrictions and considerations address limitations and best practices for operating the firewall service,
covering traffic inspection behavior, protocol interactions, and service acceleration VRF functionality.

» The Hypershield management traffic uses the default VRF. You cannot configure default VRF and
management VRF for traffic inspection under service firewall.

* The connectivity to the Hypershield requires the use of a front panel interface, and it cannot use the
mgmt0 interface.

* Once a loopback interface is used as the source interface for the service instance, the loopback IP address
cannot be used for any other purpose other than communication between the agent and the Hypershield.

This loopback IP address cannot be reused for any control protocols running on the switch. Any attempt
to test reachability to other destinations using ICMP echo from the NXOS CLI fails, when the loopback
IP address is specified as the source.

Use the troubleshooting commands instead to verify the connectivity between the Hypershield Agent
and the Hypershield Controller. For more information, see Cisco N9300 Series Smart Switches
Troubleshooting.

* If a VRF is configured under the service firewall configuration (that means the VRF is subject to traffic
filtering), and if the service firewall is not “in-service”, the IPv4 and IPv6 traffic routed by this VRF is
dropped until the service firewall is “in-service” (and until a security rule to allow that traffic is in place).

N

Note The control protocol traffic in the VRFs configured for service-acceleration, that
is destined to the supervisor of the Cisco N9300 Smart switch is not inspected.
Hence it is not dropped regardless of whether service firewall is “in-service” or
not, and regardless of security rules are configured.

* The firewall service does not inspect multicast traffic, traffic destined for the local switch, traffic
originating from the supervisor, BFD echo packets, the default and management VRFs, and any VRFs
that are not added under service firewall.
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* When the service firewall is not in "in-service" state, and the DPU is not ready to inspect traffic, the
Layer 3 routing protocols ensure graceful insertion and removal (GIR) behavior.

To achieve this, the service-acceleration VRFs isolate the switch from the network by altering the route
advertisement behavior. Protocols supporting this functionality include Border Gateway Protocol (BGP)
and Open Shortest Path First (OSPF).

The protocols resume regular route advertisement behavior once the service firewall is ready for use and
is in "in-service" state.
These features are not available in Cisco Nexus NX-OS Release 10.5(3s)F.

* Inter-VRF flows are not supported: the traffic being filtered must be entering and existing the smart
switch from the same VRF.

* Cisco Nexus NX-OS Release 10.5(3s)F only supports Layer 3 physical interfaces and port-channels, as
well as physical and port-channel subinterfaces. Only incoming traffic is supported on the Layer 3 physical
interfaces.

* High availability features such as redundancy, stateful failover is not supported. If you use ECMP for
traffic distribution, you need to make sure that traffic is sent symmetrically to the switch.

* Layer 2 features such as access or trunk ports, VLAN extension across networks, and MAC address table
management are Not supported.

* VRF sharing feature that enables route exchange between different VRFs using import or export policies
configured with route maps is not supported.

» Virtual Port Channels (vPCs) that allow links across two devices to appear as a single port channel, are
not supported.

* Switch virtual interfaces (SVI) are not supported; You can use Layer 3 interfaces for routing traffic.

*» Hot Standby Router Protocol (HSRP) and Virtual Router Redundancy Protocol (VRRP) protocols that
provide seamless failover are not supported.

* VXLAN and EVPN features are not supported.

« The feature service-acceleration command is a hardware-intensive feature. When enabled, NXOS
powers up the DPUs, which takes some time. As a result, NXOS prevents the execution of no feature
service-acceleration command until the DPUs are fully powered up and reach a terminal state. These
statements hold true:

* The feature service-acceleration command cannot be disabled until all DPUs in the system have
been powered on.

* The featur e service-acceler ation command can only be re-enabled, once it has been disabled, after
a switch reboot.

If you use the configurereplace feature (see Performing Configuration Replace), the success of configure

replace may depend on the timing of the configuration relative to when service-acceleration was enabled
or disabled.

» Management traffic from Hypershield Agent to Hypershield system is not supported over IPv6.
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. Configure and assign the VRF to an interface

Configure and assign the VRF to an interface

Procedure

Step 1

Step 2

Step 3

Step 4

Perform this task to configure a VRF on an interface.

Create a new VRF using the vrf context vrf-name command.

Example:

switch# configure terminal
switch(config) #vrf context red
switch (config) #vrf context blue
switch (config) #vrf context green
switch (config-vrf) # exit

Configure a Layer 3 interface using the interface interface-typeslot/port command

Example:

switch# configure terminal
switch (config)# interface ethernet 1/1

Assign the VRF to the interface using the vrf member vrf-name command.

Example:

switch(config-if)# vrf member red

This removes any existing IPv4/IPv6 address already configured on the interface.

Onboarding and Firewall Enablement |

Configure an IP address for the interface using the ip address ip-address/length command. You must do this step after

you assign this interface to a VRF.

Example:
switch (config-if)# ip address 192.0.2.1/16

Example

Verify the VRF contexts and Layer 3 interface configuration.

switch# show run

vrf context red
vrf context green
vrf context blue
|
!
switch# show run interface 1/1
interface Ethernetl/1
vrf member red
ip address 192.0.2.1/16
no shutdown

<.etc.>
|
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Create a loopback interface

Procedure

Step 1

Step 2

Perform this task to create a loopback interface, and associate this loopback interface with the Hypershield
agent in the service system Hypershield configuration.

Create a loopback interface for the Hypershield source-interface using the interface loopback instance command.

Example:

switch (config)# interface loopback 100
switch (config-if) #

Configure an IP address for the interface using the ip addressip-address/length command.

Example:
switch (config-if)# ip address 192.0.2.1/32
For more information about IP addresses, see the Cisco Nexus 9000 Series NX-OS Unicast Routing Configuration Guide.

ip-address/length: Sets a IP address for the loopback

Note
You have to configure /32 as length of the IP address for Hypershield Agent.

Note
Management traffic from Hypershield Agent to Hypershield system is not supported over IPvo6.

Example
Verify the loopback interface configuration.

switch# show run
|
interface loopbackl00
ip address 192.0.2.1/32

Enable service acceleration

Procedure

Perform this task to enable power up the DPU in the switch.

Enable the feature service-acceleration command to power up the DPUs.

Example:

Switch(config)# feature service-acceleration

Getting Started with Cisco N9300 Series Smart Switches .
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If the feature service-acceler ation command is not configured, the DPUs are powered off. The switch functions as a
NXOS switch.

Note

Enabling feature service-acceleration powers up the DPUs; however, to finalize the configuration, you must define which
VREFs traffic should be redirected to the DPU. See Configure VRFs for traffic redirection to the firewall service, on page
15.

Verify service acceleration

Procedure

Step 1

Step 2

Perfrom this task to verify service acceleration enablement.

Verify the service acceleration status using the show run service-acceleration | grep feature command.

Example:

switch# show run service-acceleration | grep feature
feature service-acceleration

Use the show interfacesbrief command to view the status of the interfaces.

Example:

Switch# show interface brief

Service VLAN Type Mode Status Reason Speed Port
Ethernet Ch #
SEthl/1 - eth routed up none 200G (D) --
SEthl/2 - eth routed up none 200G (D) --
SEthl/3 -— eth routed up none 200G (D) --
SEthl/4 - eth routed up none 200G (D) --

All DPUs power up when the feature service-acceleration is enabled.

Example

You can verify the DPUs are powered up and online using the show module command.

switch# show module

Mod Ports Module-Type Model Status
1 24 24x40/100G QSFP28 Ethernet Module N9324C-SE1U ok

27 0 Virtual Supervisor Module N9324C-SE1U active *
<..snip..>

* this terminal session
Mod DPU Module-Type Model Status
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1 1 DPU N9324C-SE1U-DPU ok

1 2 DPU N9324C-SE1U-DPU ok

1 3 DPU N9324C-SE1U-DPU ok

1 4 DPU N9324C-SE1U-DPU ok

Mod DPU Sw Hw Serial-Num Online Diag Status

1 1 1.5.3.s 1.0 FDO285215F3 Pass

1 2 1.5.3.s 1.0 FDO285215F4 Pass

1 3 1.5.3.s 1.0 FDO285215F5 Pass

1 4 1.5.3.s 1.0 FDO285215F6 Pass

Disable service-acceleration feature

Procedure

Disable service-acceleration feature and Layer 4-7 services on the switch, for it to function in DPU powered-off state,
using the using the no feature service-acceleration command.

Example:
Switch(config)# no feature service-acceleration

Note
If you want to re-enable the feature (after it is disabled), you need to reload the Cisco N9300 Smart switch.

Register the Cisco N9300 Smart switch with Hypershield

Procedure

You should obtain a one time password (OTP) token from Hypershield. The token includes the information
on how to reach Hypershield.

This token must be entered on the switch to establish communication between the switch and Hypershield.

Establish communication between the switch and Hypershield with the obtained token using the service system hypershield
register otp command.

Example:
Switch# service system hypershield register 34C58A..

Execute this comamnd at the EXEC level.

otp: Indicates the token string (maximum size 4094). Type the token without any quotes.
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Verify Hypershield connection status
Procedure

Verify the status of the connectivity using the show service-acceler ation status details command.

Example:

switch# show service-acceleration status details

Service System: hypershield

Source Interface: loopbackl00 (192.0.2.1/32)

Agent Status: firewall-ready,redirect-installed

Agent Health Status: failed (Error: dial unix /run/agw.sock: connect: connection refused)
Controller Connection Status: success

[...]

Configure Hypershield connectivity

Perform this task to connect to to establish connectivity between the Hypershield Agent in the Cisco N9300
Smart switch and the Hypershield system.

Procedure

Step 1 Enable the service system hyper shield command to set up the Hypershield instance.
Example:
Switch (config)# service system hypershield
Step 2 Configure the sour ce-inter face command to assign the loopback interface with the IP address to the Hypershield Agent.

Example:
Switch (config-svc-sys)# source-interface loopback 100

The loopback IP address must be configured in the default VRF. See Create a loopback interface, on page 11.

Note
You cannot configure the default VRF as service acceleration VRF as the system automatically blocks the configuration.

Example
The example shows service acceleration feature configuration.

switch# show run service-acceleration
|

feature service-acceleration
service system hypershield register 34C58A..
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service system hypershield

source-interface loopback 100
|

Configure VRFs for traffic redirection to the firewall service

Procedure

Step 1

Step 2

Step 3

Peform this task to specify the VRFs whose traffic must be firewalled.

Enable the service firewall command.

Example:

Switch (config-svc-sys)# service firewall

Configure the VRF under the service firewall to redirect the traffic in the VRF for inspection by the firewall service using
the vrf vrf-name command.

Example:
Switch (config-svc-sys-fw)# vrf red module-affinity dynamic
The switch decides which DPU must inspect the traffic in the VRF, when module-affinity dynamic is used. The VRF

context and other required networking configuration is entered as usual on the switch.

(Optional) Configure a specific DPU number to indicate that traffic in the VRF must be inspected by the firewall service
in that DPU using the module-affinity command.
Example:

Switch (config-svc-sys-fw)# blue module-affinity 1

Traffic in the VRF blue is inspected by DPUI.

This is a sample configuration example of a VRF for traffic redirection to the DPU.

Switch (config-svc-sys)# service firewall
Switch (config-svc-sys-fw)# vrf red module-affinity dynamic
Switch (config-svc-sys-fw)# vrf blue module-affinity 1

Example

The example shows service acceleration with firewalling enabled.
switch# show run service-acceleration
|

feature service-acceleration

service system hypershield register 34C58A..
|

service system hypershield
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source-interface loopback 100
service firewall

vrf blue module-affinity 1

vrf red module-affinity dynamic

Enable traffic inspection with in-service for service firewalls

The in-service command enables the service firewall functionality, and allows traffic inspection by the DPUs.

You can also use the no servicefirewall noin-service commands to trigger maintenance mode for the firewall
functionality and, to modify the service firewall DPUs and VRF pinning.

Procedure

Enable the in-service command to enable the service firewall to redirect specific traffic.

Example:

Switch (config-svc-sys-fw)# in-service

Verify traffic redirection to the DPU

Procedure

Use the show service-acceler ation status details command to view the status of the VRFs.
Example:
The example shows the firewall service in "out-of-service" state.

switch# show service-acceleration status details
Service System: hypershield
Source Interface: Lol00 (192.0.2.1/9)
Agent Status: firewall-disable
Controller Connection Status: init

Services:

Firewall: out-of-service
VRF Operational State Affinity
blue isolated n/a
red isolated n/a
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Verify in-service functionality for service firewalls

Procedure

Step 1

Step 2

Use the show service-acceleration status details command to view the status of the VRFs with module-affinity.

Example:

The example shows the firewall service in "in-service " state and the VRF enabled for firewalling.

switch# show service-acceleration status details

Service System: hypershield

Source Interface: Lol00 (192.0.2.1/8)

Agent Status: firewall-ready,redirect-installed

Controller Connection Status: success
Services:
Firewall: in-service
VRF Operational State Affinity
blue forwarding ready
red forwarding ready

Use the command show service-acceleration redirect-policy brief to identify the service-ethernet subinterfaces for

redirecting traffic from the VRF to the DPU.

Example:

switch# show system internal service-acceleration redirect-policy brief

VRF AF Type Interface[Status] Affinity Redirect Status
blue IPv4 SEthl1/3.11[UP] 1 Enabled
red IPv4 SEthl/1.10[UP] 3 Enabled
blue IPv6 SEthl1/3.11[UP] 1 Enabled
red IPV6 SEthl/1.10[UP] 3 Enabled
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