
Flow Metrics

This section provides detailed information about each flow metrics. Long names in flow metrics are used for
SAN analytics and short names are used for telemetry purposes.

For a list of supported views, see the List of Supported View Types.

• When you use the clear keyword in the show analytics command, the metrics starting with peak and
metrics ending with min and max values are cleared.

• Metric long names are printed in the JSON output of Pull queries.

• Metric short names are used in GPB-KV names in Push queries that are streamed out of the switch.

Note

• List of Supported Flow Metrics, on page 1

List of Supported Flow Metrics

Port View Instance
Table 1: Flow Metrics for Port View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A switch’s port where the
SAN Analytics feature is
enabled.

NoTextKeyportport

Number of targets
deployed behind a
switch’s port where IO
transactions are observed.

NoCountMetadatastcscsi_target

_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of initiators
deployed behind a
switch’s port where IO
transactions are observed.

NoCountMetadatasicscsi_initiator

_count

Number of applications
hosted behind a switch's
port where IO
transactions are observed.

NoCountMetadataIOacio_app

_count

Number of VSANs
configured on a switch’s
port where IO
transactions are observed.

NoCountMetadatalpclogical_port

_count

Number of applications
for which data is hosted
on targets that are behind
same switch's port.

NoCountMetadatastacscsi_target

_app_count

Number of applications
for which data is
requested by the initiators
that are behind a switch's
port.

NoCountMetadatasiacscsi_initiator

_app_count

Number of outstanding
read command counts
associated with a switch's
port.

YesCountMetadataraIOactive_io

_read_count

Number of outstanding
write command counts
associated with a switch's
port.

YesCountMetadatawaIOactive_io

_write_count

Number of IT flows
associated with various
targets behind a switch’s
port.

NoCountMetadatastITfcscsi_target

_it_flow_count

Number of initiator-target
(IT) flows associated
with various initiators
that are behind a switch’s
port.

NoCountMetadatasiITfcscsi_initiator

_it_flow_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of ITL flows
associated with various
targets behind a switch’s
port.

NoCountMetadatastITLfcscsi_target

_itl_flow_count

Number of ITL flows
associated with various
initiators that are behind
a switch’s port.

NoCountMetadatasiITLfcscsi_initiator

_itl_flow_count

Number of LUNs
associated with various
targets behind a switch’s
port.

NoCountMetadatastTLfcscsi_target

_tl_flow_count

Total read command
data observed in the
context of a switch’s
port.

YesCountMetricrtIOtotal_read

_io_count

Total write command
data observed in the
context of a switch’s
port.

YesCountMetricwtIOtotal_write

_io_count

Total sequential read
command data observed
in the context of a
switch’s port.

NoCountMetricrstIOctotal_seq_read_io_count

Total sequential write
command data observed
in the context of a
switch’s port.

NoCountMetricwrstIOctotal_seq

_write_io_count

Accumulated total read
completion time for
observed in the context
of a switch’s port.

You can use this
information to compute
the average read IO
completion time.

NoMicrosecondsMetricrtIOttotal_read

_io_time
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Accumulated total write
command completion
time observed in the
context of a switch’s
port.

You can use this
information to compute
the average write
command completion
time.

NoMicrosecondsMetricwtIOttotal_write

_io_time

Accumulated total read
command initiation time
(time gap between the IO
command and the first
response from the
storage; the first response
can be the first data
frame for READ
commands or the first
txfr_rdy for WRITE
commands) observed in
the context of a switch’s
port. The initiation time
is sometimes referred to
as data access latency.

You can use this
information to compute
the average read IO
initiation time.

NoMicrosecondsMetricrtIOinttotal_read

_io_initiation_time
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Accumulated total write
command initiation time
(time gap between the IO
command and the first
response from the
storage; the first response
can be the first data
frame for READ or
txfer_rdy for WRITE)
observed in the context
of a switch’s port. The
initiation time is
sometimes referred to as
data access latency.

You can use this
information to compute
the average write
command initiation time.

NoMicrosecondsMetricwtIOinttotal_write

_io_initiation_time

Total read command
data that is observed in
the context of a switch’s
port.

YesBytesMetricrtIObtotal_read

_io_bytes

Total write command
data observed in the
context of a switch’s
port.

YesBytesMetricwtIObtotal_write

_io_bytes

Accumulated total read
command intergap time
observed in the context
of a switch’s port.

You can use this
information to compute
the average read IO
intergap time.

NoMicrosecondsMetricrtIOigttotal_read

_io_inter

_gap_time

Accumulated total write
command intergap time
observed in the context
of a switch’s port.

You can use this
information to compute
the average write
command intergap time.

NoMicrosecondsMetricwtIOigttotal_write

_io_inter

_gap_time
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Total completed read
command data observed
in the context of a
switch’s port.

NoCountMetrictmrtIOctotal_time

_metric_based

_read_io_count

Total completed write
command data observed
in the context of a
switch’s port.

NoCountMetrictmwtIOctotal_time

_metric_based

_write_io_count

Total completed read
command data observed
in the context of a
switch’s port, in bytes.

NoCountMetrictmrtIObtotal_time

_metric_based

_read_io_bytes

Total completed write
command data observed
in the context of a
switch’s port, in bytes.

NoCountMetrictmwtIObtotal_time

_metric_based

_write_io_bytes

The read command data
observed in the context
of a switch’s port.

YesIOs per
second

MetricrIOrread_io_rate

Peak read command data
observed in the context
of a switch’s port.

NoIOs per
second

MetricprIOrpeak_read

_io_rate

Thewrite command data
observed in the context
of a switch’s port.

YesIOs per
second

MetricwIOrwrite_io_rate

Peakwrite command data
observed in the context
of a switch’s port.

NoIOs per
second

MetricpwIOrpeak_write

_io_rate

The read command
bandwidth observed in
the context of a switch’s
port.

YesBytes per
second

MetricrIObwread_io

_bandwidth

Peak read command
bandwidth observed in
the context of a switch’s
port.

NoBytes per
second

MetricprIObwpeak_read

_io_bandwidth
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

The write command
bandwidth observed in
the context of a switch’s
port.

YesBytes per
second

MetricwIObwwrite_io_bandwidth

Peak write command
bandwidth observed in
the context of a switch’s
port.

NoBytes per
second

MetricpwIObwpeak_write

_io_bandwidth

Minimum read command
size observed in the
context of a switch’s
port.

YesBytesMetricrIOsMiread_io

_size_min

Maximum read
command size observed
in the context of a
switch’s port.

YesBytesMetricrIOsMaread_io

_size_max

Minimum write
command size observed
in the context of a
switch’s port.

YesBytesMetricwIOsMiwrite_io

_size_min

Maximum write
command size observed
in the context of a target
that is behind a switch’s
port.

YesBytesMetricwIOsMawrite_io

_size_max

Minimum read command
completion time observed
in the context of a
switch’s port.

YesMicrosecondsMetricrIOctMiread_io_completion

_time_min

Maximum read
command completion
time observed in the
context of a switch’s
port.

YesMicrosecondsMetricrIOctMaread_io

_completion

_time_max

Minimum write
command completion
time observed in the
context of a switch’s
port.

YesMicrosecondsMetricwIOctMiwrite_io

_completion

_time_min
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Maximum write
command completion
time observed in the
context of a switch’s
port.

YesMicrosecondsMetricwIOctMawrite_io

_completion

_time_max

Minimum read command
initiation time (time gap
between the IO command
and the first response
from the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context
of a switch’s port. The
initiation time is
sometimes referred to as
data access latency.

YesMicrosecondsMetricrIOitMiread_io

_initiation

_time_min

Maximum read
command initiation time
(time gap between the IO
command and the first
response from the
storage; the first response
can be the first data
frame for READ or
txfer_rdy for WRITE)
observed in the context
of a switch’s port. The
initiation time is
sometimes referred to as
data access latency.

YesMicrosecondsMetricrIOitMaread_io

_initiation

_time_max
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Minimum write
command initiation time
(time gap between the IO
command and the first
response from the
storage; the first response
can be the first data
frame for READ or
txfer_rdy for WRITE)
observed in the context
of a switch’s port. The
initiation time is
sometimes referred to as
data access latency.

YesMicrosecondsMetricwIOitMiwrite_io

_initiation

_time_min

Maximum write
command initiation time
(time gap between the IO
command and the first
response from the
storage; the first response
can be the first data
frame for READ or
txfer_rdy for WRITE)
observed in the context
of a switch’s port. The
initiation time is
sometimes referred to as
data access latency.

YesMicrosecondsMetricwIOitMawrite_io

_initiation

_time_max

Minimum read command
intergap time observed in
the context of a switch’s
port.

read_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in
1/256th of a
microsecond.

YesMicrosecondsMetricrIOigtMiread_io

_inter_gap

_time_min
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Maximum read
command intergap time
observed in the context
of a switch’s port.

read_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in
1/256th of a
microsecond.

YesMicrosecondsMetricrIOigtMaread_io

_inter_gap

_time_max

Minimum write
command intergap time
observed in the context
of a switch’s port.

write_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in
1/256th of a
microsecond.

YesMicrosecondsMetricwIOigtMiwrite_io

_inter_gap

_time_min

Maximum write
command intergap time
observed in the context
of a switch’s port.

write_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in
1/256th of a
microsecond.

YesMicrosecondsMetricwIOigtMawrite_io

_inter_gap

_time_max

Number of read
command aborts
observed in the context
of a switch’s port.

YesCountMetricrIOaread_io_aborts

Number of write
command aborts
observed in the context
of an application that is
hosted behind a switch’s
port.

YesCountMetricwIOawrite_io_aborts
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of read
command failures
observed in the context
of a switch’s port.

YesCountMetricrIOfread_io_failures

Number of write
command failures
observed in the context
of a switch’s port.

YesCountMetricwIOfwrite_io_failures

Number of read
command timeouts
observed in the context
of a switch’s port.

read_io_timeouts are
counted whenever IO
transactions are not
observed within 2.5
seconds from the time the
IO command was issued.

NoCountMetricrIOToread_io_timeouts

Number of write
command timeouts
observed in the context
of a switch’s port.

NoCountMetricwIOTowrite_io_timeouts

Number of read
command check
conditions seen in the
context of a switch's port.

NoCountMetricrIOSchcoctread_io_scsi_check

_condition_count

Number of write
command check
conditions seen in the
context of a switch's port.

NoCountMetricwIOSchcoctwrite_io_scsi_check

_condition_count

Number of read
command busy status
seen in the context of a
switch's port.

NoCountMetricrIOsbcread_io_scsi_busy_count

Number of write
command busy status
seen in the context of a
switch's port.

NoCountMetricwIOsbcwrite_io_scsi_busy_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of read
command reservation
conflicts seen in the
context of a switch's port.

NoCountMetricrIOSrecctread_io_scsi_reservation

_conflict_count

Number of write
command reservation
conflicts seen in the
context of a switch's port.

NoCountMetricwIOSrecctwrite_io_scsi_reservation

_conflict_count

Number of read
command queue full
status seen in the context
of a switch's port.

NoCountMetricrIOSQfctread_io_scsi_queue

_full_count

Number of write
command queue full
status seen in the context
of a switch's port.

NoCountMetricwIOSQfctwrite_io_scsi_queue

_full_count

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling_start_time

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling_end_time

Logical Port View Instance
Table 2: Flow Metrics for Logical Port View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A logical switch port where
the SAN Analytics feature
is enabled.

NoTextKeyportport

VSAN that is configured on
a logical switch port where
IO transactions are
observed.

NoNumberKeyvsanvsan

Number of targets deployed
behind a logical switch port
where IO transactions are
observed.

NoCountMetadatastcscsi_target

_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of initiators
deployed behind a logical
switch port where IO
transactions are observed.

NoCountMetadatasicscsi_initiator

_count

Number of applications for
which data is hosted on
targets that are behind a
logical switch port.

NoCountMetadatastacscsi_target

_app_count

Number of applications for
which data is requested by
the initiators that are behind
a logical switch port.

NoCountMetadatasiacscsi_initiator

_app_count

Number of outstanding read
command counts associated
with a logical switch port.

YesCountMetadataraIOactive_io

_read_count

Number of outstanding
write command counts
associated with a logical
switch port.

YesCountMetadatawaIOactive_io

_write_count

Number of IT flows
associated with various
targets behind a logical
switch port.

NoCountMetadatastITfcscsi_target

_it_flow_count

Number of initiator-target
(IT) flows associated with
various initiators that are
behind a logical switch port.

NoCountMetadatasiITfcscsi_initiator

_it_flow_count

Number of ITL flows
associated with various
targets behind a logical
switch port.

NoCountMetadatastITLfcscsi_target

_itl_flow_count

Number of ITL flows
associated with various
initiators that are behind a
logical switch port.

NoCountMetadatasiITLfcscsi_initiator

_itl_flow_count

Number of LUNs associated
with various targets behind
a logical switch port.

NoCountMetadatastTLfcscsi_target

_tl_flow_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Total read command data
observed in the context of a
logical switch port.

YesCountMetricrtIOtotal_read

_io_count

Total write command data
observed in the context of a
logical switch port.

YesCountMetricwtIOtotal_write

_io_count

Total sequential read
command data observed in
the context of a logical
switch port.

NoCountMetricrstIOctotal_seq

_read_io_count

Total sequential write
command data observed in
the context of a logical
switch port.

NoCountMetricwrstIOctotal_seq

_write_io_count

Accumulated total read
command completion time
for read command data
observed in the context of a
logical switch port.

You can use this
information to compute the
average read IO completion
time.

NoMicrosecondsMetricrtIOttotal_read

_io_time

Accumulated total write
command completion time
observed in the context of a
logical switch port.

You can use this
information to compute the
average write command
completion time.

NoMicrosecondsMetricwtIOttotal_write

_io_time
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Accumulated total read
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ
commands or the first
txfr_rdy for WRITE
commands) observed in the
context of a logical switch
port. The initiation time is
sometimes referred to as
data access latency.

You can use this
information to compute the
average read IO initiation
time.

NoMicrosecondsMetricrtIOinttotal_read

_io_initiation_time

Accumulated total write
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ
or txfer_rdy for WRITE)
observed in the context of a
logical switch port. The
initiation time is sometimes
referred to as data access
latency.

You can use this
information to compute the
average write command
initiation time.

NoMicrosecondsMetricwtIOinttotal_write

_io_initiation_time

Total read command data
that is observed in the
context of a logical switch
port.

YesBytesMetricrtIObtotal_read

_io_bytes

Total write command data
observed in the context of a
logical switch port.

YesBytesMetricwtIObtotal_write

_io_bytes
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Accumulated total read
command intergap time
observed in the context of a
logical switch port.

You can use this
information to compute the
average read IO intergap
time.

NoMicrosecondsMetricrtIOigttotal_read

_io_inter_gap_time

Accumulated total write
command intergap time
observed in the context of a
logical switch port.

You can use this
information to compute the
average write command
intergap time.

NoMicrosecondsMetricwtIOigttotal_write

_io_inter_gap_time

Total completed read
command data observed in
the context of a logical
switch port.

NoCountMetrictmrtIOctotal_time

_metric_based

_read_io_count

Total completed write
command data observed in
the context of a logical
switch port.

NoCountMetrictmwtIOctotal_time

_metric_based

_write_io_count

Total completed read
command data observed in
the context of a logical
switch port, in bytes.

NoCountMetrictmrtIObtotal_time

_metric_based

_read_io_bytes

Total completed write
command data observed in
the context of a logical
switch port, in bytes.

NoCountMetrictmwtIObtotal_time

_metric_based

_write_io_bytes

The read command data
observed in the context of a
logical switch port.

YesIOs per
second

MetricrIOrread_io_rate

Peak read command data
observed, in the context of
a LUN, on a target that is
behind a logical switch port.

NoIOs per
second

MetricprIOrpeak_read

_io_rate
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

The write command data
observed in the context of a
logical switch port.

YesIOs per
second

MetricwIOrwrite_io_rate

Peak write command data
observed, in the context of
a LUN, on a target that is
behind a logical switch port.

NoIOs per
second

MetricpwIOrpeak_write

_io_rate

The read command
bandwidth observed in the
context of a logical switch
port.

YesBytes per
second

MetricrIObwread_io_bandwidth

Peak read command
bandwidth observed, in the
context of a
logical-unit-number (LUN),
on a target that is behind a
logical switch port.

NoBytes per
second

MetricprIObwpeak_read

_io_bandwidth

The write command
bandwidth observed in the
context of a logical switch
port.

YesBytes per
second

MetricwIObwwrite_io_bandwidth

Peak write command
bandwidth observed, in the
context of a LUN, on a
target that is behind a
logical switch port.

NoBytes per
second

MetricpwIObwpeak_write

_io_bandwidth

Minimum read command
size observed in the context
of a logical switch port.

YesBytesMetricrIOsMiread_io

_size_min

Maximum read command
size observed in the context
of a logical switch port.

YesBytesMetricrIOsMaread_io

_size_max

Minimum write command
size observed in the context
of a logical switch port.

YesBytesMetricwIOsMiwrite_io

_size_min

Maximum write command
size observed in the context
of a target that is behind a
logical switch port.

YesBytesMetricwIOsMawrite_io

_size_max
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Minimum read command
completion time observed
in the context of a logical
switch port.

YesMicrosecondsMetricrIOctMiread_io

_completion

_time_min

Maximum
read-command-completion
time observed in the context
of a logical switch port.

YesMicrosecondsMetricrIOctMaread_io

_completion

_time_max

Minimum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of a
logical switch port. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricrIOitMiread_io

_initiation

_time_min

Maximum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of a
logical switch port. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricrIOitMaread_io

_initiation

_time_max
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Minimum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of a
logical switch port. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricwIOitMiwrite_io

_initiation

_time_min

Maximum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of a
logical switch port. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricwIOitMawrite_io

_initiation

_time_max

Minimum read command
intergap time observed in
the context of a logical
switch port.

read_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricrIOigtMiread_io

_inter_gap

_time_min

Maximum read command
intergap time observed in
the context of a logical
switch port.

read_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricrIOigtMaread_io

_inter_gap

_time_max
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Minimum write command
intergap time observed in
the context of a logical
switch port.

write_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricwIOigtMiwrite_io

_inter_gap

_time_min

Maximum write command
intergap time observed in
the context of a logical
switch port.

write_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricwIOigtMawrite_io

_inter_gap

_time_max

Number of read command
aborts observed in the
context of a logical switch
port.

YesCountMetricrIOaread_io_aborts

Number of write command
aborts observed in the
context of an application
that is hosted behind a
logical switch port.

YesCountMetricwIOawrite_io_aborts

Number of read command
failures observed in the
context of a logical switch
port.

YesCountMetricrIOfread_io_failures

Number of write command
failures observed in the
context of a logical switch
port.

YesCountMetricwIOfwrite_io_failures
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of read command
timeouts observed in the
context of a logical switch
port.

read_io_timeouts are
counted whenever IO
transactions are not
observed within 2.5 seconds
from the time the IO
command was issued.

NoCountMetricrIOToread_io_timeouts

Number of write command
timeouts observed in the
context of a logical switch
port.

NoCountMetricwIOTowrite_io_timeouts

Number of read command
check conditions seen in the
context of a logical switch
port.

NoCountMetricrIOSchcoctread_io

_scsi_check

_condition_count

Number of write command
check conditions seen in the
context of a logical switch
port.

NoCountMetricwIOSchcoctwrite_io

_scsi_check

_condition_count

Number of read command
busy status seen in the
context of a logical switch
port.

NoCountMetricrIOsbcread_io

_scsi_busy_count

Number of write command
busy status seen in the
context of a logical switch
port.

NoCountMetricwIOsbcwrite_io

_scsi_busy_count

Number of read command
reservation conflicts seen in
the context of a logical
switch port.

NoCountMetricrIOSrecctread_io

_scsi_reservation

_conflict_count

Number of write command
reservation conflicts seen in
the context of a logical
switch port.

NoCountMetricwIOSrecctwrite_io

_scsi_reservation

_conflict_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of read command
queue full status seen in the
context of a logical switch
port.

NoCountMetricrIOSQfctread_io

_scsi_queue

_full_count

Number of write command
queue full status seen in the
context of a logical switch
port.

NoCountMetricwIOSQfctwrite_io

_scsi_queue

_full_count

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time

Application View Instance
Table 3: Flow Metrics for Application View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A switch’s port where the
SAN Analytics feature is
enabled.

NoTextKeyportport

Application identifier for the
application that is hosted
behind a switch's port.

NoCountKeyapp_idapp_id

Number of target ITL flows
associated with an
application that is hosted
behind a switch’s port.

NoCountMetadatastITLfc

_

scsi_target

_itl_flow_count

Number of initiator ITL
flows associated with an
application that is hosted
behind a switch’s port.

NoCountMetadatasiITLfcscsi_initiator

_itl_flow_count

Number of outstanding read
command counts associated
with an application that is
hosted behind a switch's
port.

YesCountMetadataraIOactive_io

_read_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of outstanding
write command counts
associated with an
application that is hosted
behind a switch's port.

YesCountMetadatawaIOactive_io

_write_count

Number of targets that host
data for an application that
is hosted behind a switch's
port.

NoCountMetadatastacscsi_target

_app_count

Number of initiators that
access data from an
application that is hosted
behind a switch's port.

NoCountMetadatasiacscsi_initiator

_app_count

Number of LUNs associated
with an application that is
hosted behind a switch’s
port.

NoCountMetadatastTLfcscsi_target

_tl_flow_count

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time

Target View Instance
Table 4: Flow Metrics for Target View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A switch’s port where the
SAN Analytics feature is
enabled.

NoTextKeyportport

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Target Fibre Channel ID
that is deployed behind a
switch's port where IO
transactions are observed.

NoTextKeydidtarget_id
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of applications for
which data is hosted on a
target that is behind a
switch's port.

NoCountMetadatastacscsi_target

_app_count

Number of LUNs seen on
a target that is behind a
switch's port.

NoCountMetadatastLcscsi_target

_lun_count

Number of outstanding
read command counts
associated with a target that
is behind a switch's port.

YesCountMetadataraIOactive_io

_read_count

Number of outstanding
write command counts
associated with a target that
is behind a switch's port.

YesCountMetadatawaIOactive_io

_write_count

Number of IT flows
associated with a target that
is behind a switch's port.

NoCountMetadatastITfcscsi_target

_entity_it

_flow_count

Number of ITL flows
associated with a target that
is behind a switch's port.

NoCountMetadatastITLfcscsi_target

_entity_itl

_flow_count

Total read command data
observed in the context of
a target that is behind a
switch’s port.

YesCountMetricrtIOtotal_read

_io_count

Total write command data
observed in the context of
a target that is behind a
switch’s port.

YesCountMetricwtIOtotal_write

_io_count

Total sequential read
command data observed in
the context of a target that
is behind a switch’s port.

NoCountMetricrstIOctotal_seq

_read_io_count

Total sequential write
command data observed in
the context of a target that
is behind a switch’s port.

NoCountMetricwrstIOctotal_seq

_write_io_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Accumulated total read
command completion time
observed in the context of
a target that is behind a
switch’s port.

You can use this
information to compute the
average read IO completion
time.

NoMicrosecondsMetricrtIOttotal_read

_io_time

Accumulated total write
command completion time
observed in the context of
a target that is behind a
switch’s port.

You can use this
information to compute
average write command
completion time.

NoMicrosecondsMetricwtIOttotal_write

_io_time

Accumulated total read
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ
commands or the first
txfr_rdy for WRITE
commands) observed in the
context of a target that is
behind a switch’s port. The
initiation time is sometimes
referred to as data access
latency.

You can use this
information to compute
average read IO initiation
time.

NoMicrosecondsMetricrtIOinttotal_read

_io_initiation_time
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Accumulated total write
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ
or txfer_rdy for WRITE)
observed in the context of
a target that is behind a
switch’s port. The initiation
time is sometimes referred
to as data access latency.

You can use this
information to compute
average write command
initiation time.

NoMicrosecondsMetricwtIOinttotal_write

_io_initiation_time

Total read command data
that is observed in the
context of a target that is
behind a switch’s port.

YesBytesMetricrtIObtotal_read

_io_bytes

Total write command data
observed in the context of
a target that is behind a
switch’s port.

YesBytesMetricwtIObtotal_write

_io_bytes

Accumulated total read
command intergap time
observed in the context of
a target that is behind a
switch’s port.

You can use this
information to compute
average read IO intergap
time.

NoMicrosecondMetricrtIOigttotal_read

_io_inter

_gap_time

Accumulated total write
command intergap time
data observed in the context
of a target that is behind a
switch’s port.

You can use this
information to compute
average write command
intergap time.

NoMicrosecondsMetricwtIOigttotal_write

_io_inter

_gap_time
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Total completed read
command data observed in
the context of a target that
is behind a switch’s port.

NoCountMetrictmrtIOctotal_time

_metric_based

_read_io_count

Total completed write
command data observed in
the context of a target that
is behind a switch’s port.

NoCountMetrictmwtIOctotal_time

_metric_based

_write_io_count

Total completed read
command data observed in
the context of a target that
is behind a switch’s port, in
bytes.

NoCountMetrictmrtIObtotal_time

_metric_based

_read_io_bytes

Total completed write
command data observed in
the context of a target that
is behind a switch’s port, in
bytes.

NoCountMetrictmwtIObtotal_time

_metric_based

_write_io_bytes

The read command data
observed in the context of
a target that is behind a
switch’s port.

YesIOs per
second

MetricrIOrread_io_rate

Peak read command data
observed in the context of
a target that is behind a
switch’s port.

NoIOs per
second

MetricprIOrpeak_read

_io_rate

The write command data
observed in the context of
a target that is behind a
switch’s port.

YesIOs per
second

MetricwIOrwrite_io_rate

Peak write command data
observed in the context of
a target that is behind a
switch’s port.

NoIOs per
second

MetricpwIOrpeak_write

_io_rate

The read command
bandwidth observed in the
context of a target that is
behind a switch’s port.

YesBytes per
second

MetricrIObwread_io_bandwidth
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Peak read command
bandwidth observed in the
context of a target that is
behind a switch’s port.

NoBytes per
second

MetricprIObwpeak_read

_io_bandwidth

The write command
bandwidth observed in the
context of a target that is
behind a switch’s port.

YesBytes per
second

MetricwIObwwrite_io_bandwidth

Peak write command
bandwidth observed in the
context of a target that is
behind a switch’s port.

NoBytes per
second

MetricpwIObwpeak_write

_io_bandwidth

Minimum read command
size observed in the context
of a target that is behind a
switch’s port.

YesBytesMetricrIOsMiread_io

_size_min

Maximum read command
size observed in the context
of a target that is behind a
switch’s port.

YesBytesMetricrIOsMaread_io

_size_max

Minimum write command
size observed in the context
of a target that is behind a
switch’s port.

YesBytesMetricwIOsMiwrite_io

_size_min

Maximumwrite command
size observed in the context
of a target that is behind a
switch’s port.

YesBytesMetricwIOsMawrite_io

_size_max

Minimum read command
completion time observed
in the context of a target
that is behind a switch’s
port.

YesMicrosecondsMetricrIOctMiread_io

_completion

_time_min

Maximum read command
completion time observed
in the context of a target
that is behind a switch’s
port.

YesMicrosecondsMetricrIOctMaread_io

_completion

_time_max
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Minimum write command
completion time observed
in the context of a target
that is behind a switch’s
port.

YesMicrosecondsMetricwIOctMiwrite_io

_completion

_time_min

Maximumwrite command
completion time observed
in the context of a target
that is behind a switch’s
port.

YesMicrosecondsMetricwIOctMawrite_io

_completion

_time_max

Minimum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a target that is behind a
switch’s port. The initiation
time is sometimes referred
to as data access latency.

YesMicrosecondsMetricrIOitMiread_io

_initiation

_time_min

Maximum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a target that is behind a
switch’s port. The initiation
time is sometimes referred
to as data access latency.

YesMicrosecondsMetricrIOitMaread_io

_initiation

_time_max
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Short NameLong Name

Minimum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a target that is behind a
switch’s port. The initiation
time is sometimes referred
to as data access latency.

YesMicrosecondsMetricwIOitMiwrite_io

_initiation

_time_min

Maximumwrite command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a target that is behind a
switch’s port. The initiation
time is sometimes referred
to as data access latency.

YesMicrosecondsMetricwIOitMawrite_io

_initiation

_time_max

Minimum read command
intergap time observed in
the context of a target that
is behind a switch’s port.

read_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondMetricrIOigtMiread_io

_inter_gap

_time_min

Maximum read command
intergap time observed in
the context of a target that
is behind a switch’s port.

read_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondMetricrIOigtMaread_io

_inter_gap

_time_max
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Short NameLong Name

Minimum write command
intergap time observed in
the context of a target that
is behind a switch’s port.

write_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricwIOigtMiwrite_io

_inter_gap

_time_min

Maximumwrite command
intergap time observed in
the context of a target that
is behind a switch’s port.

write_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricwIOigtMawrite_io

_inter_gap

_time_max

Number of read command
aborts observed in the
context of a target that is
behind a switch’s port.

YesCountMetricrIOaread_io_aborts

Number ofwrite command
aborts observed in the
context of a target that is
behind a switch’s port.

YesCountMetricwIOawrite_io_aborts

Number of read-command
failures observed in the
context of a target that is
behind a switch’s port.

YesCountMetricrIOfread_io_failures

Number ofwrite command
failures observed in the
context of a target that is
behind a switch’s port.

YesCountMetricwIOfwrite_io_failures
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Short NameLong Name

Number of read command
timeouts observed in the
context of a target that is
behind a switch’s port.

read_io_timeouts are
counted whenever IO
transactions are not
observed within 2.5
seconds from the time the
IO command was issued.

NoCountMetricrIOToread_io_timeouts

Number ofwrite command
timeouts observed in the
context of a target that is
behind a switch’s port.

NoCountMetricwIOTowrite_io_timeouts

Number of read command
check conditions seen in the
context of a target that is
behind a switch’s port.

NoCountMetricrIOSchcoctread_io

_scsi_check

_condition_count

Number ofwrite command
check conditions seen in the
context of a target that is
behind a switch’s port.

NoCountMetricwIOSchcoctwrite_io

_scsi_check

_condition_count

Number of read command
busy status seen in the
context of a target that is
behind a switch’s port.

NoCountMetricrIOsbcread_io

_scsi_busy_count

Number ofwrite command
busy status seen in the
context of a target that is
behind a switch’s port.

NoCountMetricwIOsbcwrite_io

_scsi_busy_count

Number of read command
reservation conflicts seen
in the context of a target
that is behind a switch’s
port.

NoCountMetricrIOSrecctread_io

_scsi_reservation

_conflict_count

Number ofwrite command
reservation conflicts seen
in the context of a target
that is behind a switch’s
port.

NoCountMetricwIOSrecctwrite_io

_scsi_reservation

_conflict_count
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Short NameLong Name

Number of read command
queue full status seen in the
context of a target that is
behind a switch’s port.

NoCountMetricrIOSQfctread_io

_scsi_queue

_full_count

Number ofwrite command
queue full status seen in the
context of a target that is
behind a switch’s port.

NoCountMetricwIOSQfctwrite_io

_scsi_queue

_full_count

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time

Initiator View Instance
Table 5: Flow Metrics for Initiator View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A switch’s port where the
SAN Analytics feature is
enabled.

NoTextKeyportport

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Initiator Fibre Channel ID
that is deployed behind a
switch's port where the IO
transactions are observed.

NoTextKeysidinitiator_id

Number of applications for
which data is hosted on an
initiator that is behind a
switch's port.

NoCountMetadatasiacscsi_initiator

_app_count

Number of outstanding read
command counts associated
with an initiator that is
behind a switch's port.

YesCountMetadataraIOactive_io

_read_count
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Short NameLong Name

Number of outstandingwrite
command counts associated
with an initiator that is
behind a switch's port.

YesCountMetadatawaIOactive_io

_write_count

Number of IT flows
associated with an initiator
that is behind a switch's port.

NoCountMetadatasiITfcscsi_initiator

_entity_it

_flow_count

Number of ITL flows
associated with an initiator
that is behind a switch's port.

NoCountMetadatasiITLfcscsi_initiator

_entity_itl

_flow_count

Total read command data
observed in the context of an
initiator that is behind a
switch’s port.

YesCountMetricrtIOtotal_read

_io_count

Total write command data
observed in the context of an
initiator that is behind a
switch’s port.

YesCountMetricwtIOtotal_write

_io_count

Total sequential read
command data observed in
the context of an initiator
that is behind a switch’s port.

NoCountMetricrstIOctotal_seq

_read_io_count

Total sequential write
command data observed in
the context of an initiator
that is behind a switch’s port.

NoCountMetricwrstIOctotal_seq

_write_io_count

Accumulated total read
command completion time
observed in the context of an
initiator that is behind a
switch’s port.

You can use this information
to compute the average read
IO completion time.

NoMicrosecondsMetricrtIOttotal_read

_io_time
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Short NameLong Name

Accumulated total write
command completion time
observed in the context of an
initiator that is behind a
switch’s port.

You can use this information
to compute the averagewrite
command completion time.

NoMicrosecondsMetricwtIOttotal_write

_io_time

Accumulated total read
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ
commands or the first
txfr_rdy for WRITE
commands) observed in the
context of an initiator that is
behind a switch’s port. The
initiation time is sometimes
referred to as data access
latency.

You can use this information
to compute the average read
IO initiation time.

NoMicrosecondsMetricrtIOinttotal_read

_io_initiation_time

Accumulated total write
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ or
txfer_rdy for WRITE)
observed in the context of an
initiator that is behind a
switch’s port. The initiation
time is sometimes referred to
as data access latency.

You can use this information
to compute the averagewrite
command initiation time.

NoMicrosecondsMetricwtIOinttotal_write

_io_initiation_time
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Short NameLong Name

Total read command data
that is observed in the
context of an initiator that is
behind a switch’s port.

YesBytesMetricrtIObtotal_read

_io_bytes

Total write command data
observed in the context of an
initiator that is behind a
switch’s port.

YesBytesMetricwtIObtotal_write

_io_bytes

Accumulated total read
command intergap time
observed in the context of an
initiator that is behind a
switch’s port.

You can use this information
to compute the average read
IO intergap time.

NoMicrosecondMetricrtIOigttotal_read

_io_inter

_gap_time

Accumulated total write
command intergap time data
observed in the context of an
initiator that is behind a
switch’s port.

You can use this information
to compute the averagewrite
command intergap time.

NoMicrosecondsMetricwtIOigttotal_write

_io_inter

_gap_time

Total completed read
command data observed in
the context of an initiator
that is behind a switch’s port.

NoCountMetrictmrtIOctotal_time

_metric_based

_read_io_count

Total completed write
command data observed in
the context of an initiator
that is behind a switch’s port.

NoCountMetrictmwtIOctotal_time

_metric_based

_write_io_count

Total completed read
command data observed in
the context of an initiator
that is behind a switch’s port,
in bytes.

NoCountMetrictmrtIObtotal_time

_metric_based

_read_io_bytes
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Short NameLong Name

Total completed write
command data observed in
the context of an initiator
that is behind a switch’s port,
in bytes.

NoCountMetrictmwtIObtotal_time

_metric_based

_write_io_bytes

The read command data
observed in the context of an
initiator that is behind a
switch’s port.

YesIOs per secondMetricrIOrread_io_rate

Peak read command data
observed in the context of an
initiator that is behind a
switch’s port.

NoIOs per secondMetricprIOrpeak_read

_io_rate

The write command data
observed in the context of an
initiator that is behind a
switch’s port.

YesIOs per secondMetricwIOrwrite_io_rate

Peak write command data
observed in the context of an
initiator that is behind a
switch’s port.

NoIOs per secondMetricpwIOrpeak_write

_io_rate

The read command
bandwidth observed in the
context of an initiator that is
behind a switch’s port.

YesBytes per
second

MetricrIObwread_io_bandwidth

Peak read command
bandwidth observed in the
context of an initiator that is
behind a switch’s port.

NoBytes per
second

MetricprIObwpeak_read

_io_bandwidth

The write command
bandwidth observed in the
context of an initiator that is
behind a switch’s port.

YesBytes per
second

MetricwIObwwrite_io_bandwidth

Peak write command
bandwidth observed in the
context of an initiator that is
behind a switch’s port.

NoBytes per
second

MetricpwIObwpeak_write

_io_bandwidth
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Short NameLong Name

Minimum read command
size observed in the context
of an initiator that is behind
a switch’s port.

YesBytesMetricrIOsMiread_io

_size_min

Maximum read command
size observed in the context
of an initiator that is behind
a switch’s port.

YesBytesMetricrIOsMaread_io

_size_max

Minimum write command
size observed in the context
of an initiator that is behind
a switch’s port.

YesBytesMetricwIOsMiwrite_io

_size_min

Maximum write command
size observed in the context
of an initiator that is behind
a switch’s port.

YesBytesMetricwIOsMawrite_io

_size_max

Minimum read command
completion time observed in
the context of an initiator
that is behind a switch’s port.

YesMicrosecondsMetricrIOctMiread_io

_completion

_time_min

Maximum read command
completion time observed in
the context of an initiator
that is behind a switch’s port.

YesMicrosecondsMetricrIOctMaread_io

_completion

_time_max

Minimum write command
completion time observed in
the context of an initiator
that is behind a switch’s port.

YesMicrosecondsMetricwIOctMiwrite_io

_completion

_time_min

Maximum write command
completion time observed in
the context of an initiator
that is behind a switch’s port.

YesMicrosecondsMetricwIOctMawrite_io

_completion

_time_max
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Short NameLong Name

Minimum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first response
can be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of an initiator that is
behind a switch’s port. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricrIOitMiread_io

_initiation

_time_min

Maximum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first response
can be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of an initiator that is
behind a switch’s port. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricrIOitMaread_io

_initiation

_time_max

Minimum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first response
can be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of an initiator that is
behind a switch’s port. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricwIOitMiwrite_io

_initiation

_time_min
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Short NameLong Name

Maximum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first response
can be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of an initiator that is
behind a switch’s port. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricwIOitMawrite_io

_initiation

_time_max

Minimum read command
intergap time observed in the
context of an initiator that is
behind a switch’s port.

read_io_inter_gap_time_min
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondMetricrIOigtMiread_io

_inter_gap

_time_min

Maximum read command
intergap time observed in the
context of an initiator that is
behind a switch’s port.

read_io_inter_gap_time_max
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondMetricrIOigtMaread_io

_inter_gap

_time_max

Minimum write command
intergap time observed in the
context of an initiator that is
behind a switch’s port.

write_io_inter_gap_time_min
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondsMetricwIOigtMiwrite_io

_inter_gap

_time_min
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Short NameLong Name

Maximum write command
intergap time observed in the
context of an initiator that is
behind a switch’s port.

write_io_inter_gap_time_max
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondsMetricwIOigtMawrite_io

_inter_gap

_time_max

Number of read command
aborts observed in the
context of an initiator that is
behind a switch’s port.

YesCountMetricrIOaread

_io_aborts

Number of write command
aborts observed in the
context of an initiator that is
behind a switch’s port.

YesCountMetricwIOawrite

_io_aborts

Number of read command
failures observed in the
context of an initiator that is
behind a switch’s port.

YesCountMetricrIOfread

_io_failures

Number of write command
failures observed in the
context of an initiator that is
behind a switch’s port.

YesCountMetricwIOfwrite

_io_failures

Number of read command
timeouts observed in the
context of an initiator that is
behind a switch’s port.

read_io_timeouts are counted
whenever IO transactions are
not observed within 2.5
seconds from the time the IO
command was issued.

NoCountMetricrIOToread

_io_timeouts

Number of write command
timeouts observed in the
context of an initiator that is
behind a switch’s port.

NoCountMetricwIOTowrite

_io_timeouts
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of read command
check conditions seen in the
context of an initiator that is
behind a switch’s port.

NoCountMetricrIOSchcoctread_io

_scsi_check

_condition_count

Number of write command
check conditions seen in the
context of an initiator that is
behind a switch’s port.

NoCountMetricwIOSchcoctwrite_io

_scsi_check

_condition_count

Number of read command
busy status seen in the
context of an initiator that is
behind a switch’s port.

NoCountMetricrIOsbcread_io

_scsi_busy_count

Number of write command
busy status seen in the
context of an initiator that is
behind a switch’s port.

NoCountMetricwIOsbcwrite_io

_scsi_busy_count

Number of read command
reservation conflicts seen in
the context of an initiator
that is behind a switch’s port.

NoCountMetricrIOSrecctread_io

_scsi_reservation

_conflict_count

Number of write command
reservation conflicts seen in
the context of an initiator
that is behind a switch’s port.

NoCountMetricwIOSrecctwrite_io

_scsi_reservation

_conflict_count

Number of read command
queue full status seen in the
context of an initiator that is
behind a switch’s port.

NoCountMetricrIOSQfctread_io

_scsi_queue

_full_count

Number of write command
queue full status seen in the
context of an initiator that is
behind a switch’s port.

NoCountMetricwIOSQfctwrite_io

_scsi_queue

_full_count

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time
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Target Application View Instance
Table 6: Flow Metrics for Target Application View Instance

DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

A switch’s port where the
SAN Analytics feature is
enabled.

NotextKeyportport

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Application identifier for an
application that is hosted
behind a switch's port.

NoCountKeyapp_idapp_id

Target Fibre Channel ID that
is deployed behind a switch's
port where IO transactions
are observed.

NotextKeydidtarget_id

Number of ITL flows
associatedwith an application
for which data is hosted on a
target that is behind a switch's
port.

NoCountMetadatastITLfcscsi_target

_entity_itl

_flow_count

Number of LUNs seen in the
context of an application on
a target that is behind a
switch's port.

NoCountMetadatastLcscsi_target

_lun_count

Number of outstanding read
command counts associated
with an application for which
data is hosted behind a target
that is behind a switch's port.

YesCountMetadataraIOactive_io

_read_count

Number of outstandingwrite
command counts associated
with an application for which
data is hosted behind a target
that is behind a switch's port.

YesCountMetadatawaIOactive_io

_write_count

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time
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DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time

Initiator Application View Instance
Table 7: Flow Metrics for Initiator Application View Instance

DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

A switch’s port where the
SAN Analytics feature is
enabled.

NotextKeyportport

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Application identifier for an
application that is hosted
behind a switch's port.

NoCountKeyapp_idapp_id

Initiator Fibre Channel ID
that is deployed behind a
switch's port where the IO
transactions are observed.

NotextKeysidinitiator_id

Number of ITL flows
associatedwith an application
for which data is accessed by
an initiator that is behind a
switch's port.

NoCountMetadatasiITLfcscsi_initiator

_entity_itl

_flow_count

Number of outstanding read
command counts associated
with an application for which
the data is accessed by an
initiator that is behind a
switch's port.

YesCountMetadataraIOactive_io

_read_count
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DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

Number of outstandingwrite
command counts associated
with an application for which
the data is accessed by an
initiator that is behind a
switch's port.

YesCountMetadatawaIOactive_io

_write_count

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time

Target IT Flow View Instance
Table 8: Flow Metrics for Target IT Flow View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A switch’s port where the
SAN Analytics feature is
enabled.

NotextKeyportport

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Target Fibre Channel ID
that is deployed behind a
switch's port where IO
transactions are observed.

NoTextKeydidtarget_id

Initiator Fibre Channel ID
where the IO transactions
are being performed on a
target that is deployed
behind a switch's port.

NotextKeysidinitiator_id

Number of outstanding
read command counts
associated with a
target-IT-flow record.

YesCountMetadataraIOactive_io

_read_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of outstanding
write command counts
associated with a
target-IT-flow record.

YesCountMetadatawaIOactive_io

_write_count

Number of ITL flows
associated with a
target-IT-flow record.

NoCountMetadatastITLfcscsi_target

_entity_itl

_flow_count

Total read command data
observed in the context of
a target-IT-flow record.

YesCountMetricrtIOtotal_read

_io_count

Total write command data
observed in the context of
a target-IT-flow record.

YesCountMetricwtIOtotal_write

_io_count

Total sequential read
command data observed in
the context of a
target-IT-flow record.

NoCountMetricrstIOctotal_seq

_read_io_count

Total sequential write
command data observed in
the context of a
target-IT-flow record.

NoCountMetricwrstIOctotal_seq

_write_io_count

Accumulated total read
command completion time
observed in the context of
a target-IT-flow record.

You can use this
information to compute the
average read IO completion
time.

NoMicrosecondsMetricrtIOttotal_read

_io_time

Accumulated total write
command completion time
observed in the context of
a target-IT-flow record.

You can use this
information to compute the
average write command
completion time.

NoMicrosecondsMetricwtIOttotal_write

_io_time
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Accumulated total read
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ
commands or the first
txfr_rdy for WRITE
commands) observed in the
context of a target-IT-flow
record. The initiation time
is sometimes referred to as
data access latency.

You can use this
information to compute the
average read IO initiation
time.

NoMicrosecondsMetricrtIOinttotal_read

_io_initiation_time

Accumulated total write
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ
or txfer_rdy for WRITE)
observed in the context of
a target-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

You can use this
information to compute the
average write command
initiation time.

NoMicrosecondsMetricwtIOinttotal_write

_io_initiation_time

Total read command data
that is observed in the
context of a target-IT-flow
record.

YesBytesMetricrtIObtotal_read

_io_bytes

Total write command data
observed in the context of
a target-IT-flow record.

YesBytesMetricwtIObtotal_write

_io_bytes
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Accumulated total read
command intergap time
observed in the context of
a target-IT-flow record.

You can use this
information to compute the
average read IO intergap
time.

NoMicrosecondMetricrtIOigttotal_read

_io_inter_gap_time

Accumulated total write
command intergap time
data observed in the context
of a target-IT-flow record.

You can use this
information to compute the
average write command
intergap time.

NoMicrosecondsMetricwtIOigttotal_write

_io_inter_gap_time

Total completed read
command data observed in
the context of a
target-IT-flow record.

NoCountMetrictmrtIOctotal_time

_metric_based

_read_io_count

Total completed write
command data observed in
the context of a
target-IT-flow record.

NoCountMetrictmwtIOctotal_time

_metric_based

_write_io_count

Total completed read
command data observed in
the context of a
target-IT-flow record, in
bytes.

NoCountMetrictmrtIObtotal_time

_metric_based

_read_io_bytes

Total completed write
command data observed in
the context of a
target-IT-flow record, in
bytes.

NoCountMetrictmwtIObtotal_time

_metric_based

_write_io_bytes

The read command data
observed in the context of
a target-IT-flow record.

YesIOs per
second

MetricrIOrread_io_rate

Peak read command data
observed in the context of
a target-IT-flow record.

NoIOs per
second

MetricprIOrpeak_read

_io_rate
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

The write command data
observed in the context of
a target-IT-flow record.

YesIOs per
second

MetricwIOrwrite_io_rate

Peak write command data
observed in the context of
a target-IT-flow record.

NoIOs per
second

MetricpwIOrpeak_write

_io_rate

The read command
bandwidth observed in the
context of a target-IT-flow
record.

YesBytes per
second

MetricrIObwread_io_bandwidth

Peak read command
bandwidth observed in the
context of a target-IT-flow
record.

NoBytes per
second

MetricprIObwpeak_read

_io_bandwidth

The write command
bandwidth observed in the
context of a target-IT-flow
record.

YesBytes per
second

MetricwIObwwrite_io_bandwidth

Peak write command
bandwidth observed in the
context of a target-IT-flow
record.

NoBytes per
second

MetricpwIObwpeak_write

_io_bandwidth

Minimum read command
size observed in the context
of a target-IT-flow record.

YesBytesMetricrIOsMiread_io

_size_min

Maximum read command
size observed in the context
of a target-IT-flow record.

YesBytesMetricrIOsMaread_io

_size_max

Minimum write command
size observed in the context
of a target-IT-flow record.

YesBytesMetricwIOsMiwrite_io

_size_min

Maximum write command
size observed in the context
of a target-IT-flow record.

YesBytesMetricwIOsMawrite_io

_size_max

Minimum read command
completion time observed
in the context of a
target-IT-flow record.

YesMicrosecondsMetricrIOctMiread_io

_completion

_time_min
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Maximum read command
completion time observed
in the context of a
target-IT-flow record.

YesMicrosecondsMetricrIOctMaread_io

_completion

_time_max

Minimum write command
completion time observed
in the context of a
target-IT-flow record.

YesMicrosecondsMetricwIOctMiwrite_io

_completion

_time_min

Maximum write command
completion time observed
in the context of a
target-IT-flow record.

YesMicrosecondsMetricwIOctMawrite_io

_completion

_time_max

Minimum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a target-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricrIOitMiread_io

_initiation

_time_min

Maximum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a target-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricrIOitMaread_io

_initiation

_time_max
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Minimum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a target-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricwIOitMiwrite_io

_initiation

_time_min

Maximum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a target-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricwIOitMawrite_io

_initiation

_time_max

Minimum read command
intergap time observed in
the context of a
target-IT-flow record.

read_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondMetricrIOigtMiread_io

_inter_gap

_time_min

Maximum read command
intergap time observed in
the context of a
target-IT-flow record.

read_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondMetricrIOigtMaread_io

_inter_gap

_time_max
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Minimum write command
intergap time observed in
the context of a
target-IT-flow record.

write_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricwIOigtMiwrite_io

_inter_gap

_time_min

Maximum write command
intergap time observed in
the context of a
target-IT-flow record.

write_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricwIOigtMawrite_io

_inter_gap

_time_max

Number of read command
aborts observed in the
context of a target-IT-flow
record.

YesCountMetricrIOaread_io_aborts

Number ofwrite command
aborts observed in the
context of a target-IT-flow
record.

YesCountMetricwIOawrite_io_aborts

Number of read command
failures observed in the
context of a target-IT-flow
record.

YesCountMetricrIOfread_io_failures

Number ofwrite command
failures observed in the
context of a target-IT-flow
record.

YesCountMetricwIOfwrite_io_failures
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of read command
timeouts observed in the
context of a target-IT-flow
record.

read_io_timeouts are
counted whenever IO
transactions are not
observedwithin 2.5 seconds
from the time the IO
command was issued.

NoCountMetricrIOToread_io_timeouts

Number ofwrite command
timeouts observed in the
context of a target-IT-flow
record.

NoCountMetricwIOTowrite_io_timeouts

Number of read command
check conditions seen in the
context of a target-IT-flow
record.

NoCountMetricrIOSchcoctread_io

_scsi_check

_condition_count

Number ofwrite command
check conditions seen in the
context of a target-IT-flow
record.

NoCountMetricwIOSchcoctwrite_io

_scsi_check

_condition_count

Number of read command
busy status seen in the
context of a target-IT-flow
record.

NoCountMetricrIOsbcread_io

_scsi_busy_count

Number ofwrite command
busy status seen in the
context of a target-IT-flow
record.

NoCountMetricwIOsbcwrite_io

_scsi_busy_count

Number of read command
reservation conflicts seen in
the context of a
target-IT-flow record.

NoCountMetricrIOSrecctread_io

_scsi_reservation

_conflict_count

Number ofwrite command
reservation conflicts seen in
the context of a
target-IT-flow record.

NoCountMetricwIOSrecctwrite_io

_scsi_reservation

_conflict_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of read command
queue full status seen in the
context of a target-IT-flow
record.

NoCountMetricrIOSQfctread_io

_scsi_queue

_full_count

Number ofwrite command
queue full status seen in the
context of a target-IT-flow
record.

NoCountMetricwIOSQfctwrite_io

_scsi_queue

_full_count

Start of the sampling time
interval.

NoUNIX
time

MetricsamStmsampling

_start_time

End of the sampling time
interval.

NoUNIX
time

MetricsamEtmsampling

_end_time

Initiator IT Flow View Instance
Table 9: Flow Metrics for Initiator IT Flow View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A switch’s port where the
SAN Analytics feature is
enabled.

NoTextKeyportport

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Initiator Fibre Channel ID
that is deployed behind a
switch's port where the IO
transactions are observed.

NoTextKeysidinitiator_id

Target Fibre Channel ID that
is executing IO transactions
initiated by an initiator
behind a switch's port.

NoTextKeydidtarget_id

Number of outstanding read
command counts associated
with an initiator-IT-flow
record.

YesCountMetadataraIOactive_io

_read_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of outstandingwrite
command counts associated
with an initiator-IT-flow
record.

YesCountMetadatawaIOactive_io

_write_count

Number of ITL-flows
associated with an
initiator-IT-flow record.

NoCountMetadatasiITLfcscsi_initiator

_entity_itl

_flow_count

Total read command data
observed in the context of an
initiator-IT-flow record.

YesCountMetricrtIOtotal_read

_io_count

Total write command data
observed in the context of an
initiator-IT-flow record.

YesCountMetricwtIOtotal_write

_io_count

Total sequential read
command data observed in
the context of an
initiator-IT-flow record.

NoCountMetricrstIOctotal_seq

_read_io_count

Accumulated total read
command completion time
observed in the context of an
initiator-IT-flow record.

You can use this information
to compute the average read
IO completion time.

NoMicrosecondsMetricrtIOttotal_read

_io_time

Total sequential write
command data observed in
the context of an
initiator-IT-flow record.

NoCountMetricwrstIOctotal_seq

_write_io_count

Accumulated total write
command completion time
observed in the context of an
initiator-IT-flow record.

You can use this information
to compute the averagewrite
command completion time.

NoMicrosecondsMetricwtIOttotal_write

_io_time
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Accumulated total read
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ
commands or the first
txfr_rdy for WRITE
commands) observed in the
context of an
initiator-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

You can use this information
to compute the average read
IO initiation time.

NoMicrosecondsMetricrtIOinttotal_read

_io_initiation_time

Accumulated total write
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ or
txfer_rdy for WRITE)
observed in the context of an
initiator-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

You can use this information
to compute the averagewrite
command initiation time.

NoMicrosecondsMetricwtIOinttotal_write

_io_initiation_time

Total read command data
that is observed in the
context of an
initiator-IT-flow record.

YesBytesMetricrtIObtotal_read

_io_bytes

Total write command data
observed in the context of an
initiator-IT-flow record.

YesBytesMetricwtIObtotal_write

_io_bytes
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Accumulated total read
command intergap time
observed in the context of an
initiator-IT-flow record.

You can use this information
to compute the average read
IO intergap time.

NoMicrosecondMetricrtIOigttotal_read

_io_inter

_gap_time

Accumulated total write
command intergap time data
observed in the context of an
initiator-IT-flow record.

You can use this information
to compute the averagewrite
command intergap time.

NoMicrosecondsMetricwtIOigttotal_write

_io_inter

_gap_time

Total completed read
command data observed in
the context of an
initiator-IT-flow record.

NoCountMetrictmrtIOctotal_time

_metric_based

_read_io_count

Total completed write
command data observed in
the context of an
initiator-IT-flow record.

NoCountMetrictmwtIOctotal_time

_metric_based

_write_io_count

Total completed read
command data observed in
the context of an
initiator-IT-flow record, in
bytes.

NoCountMetrictmrtIObtotal_time

_metric_based

_read_io_bytes

Total completed write
command data observed in
the context of an
initiator-IT-flow record, in
bytes.

NoCountMetrictmwtIObtotal_time

_metric_based

_write_io_bytes

The read command data
observed in the context of an
initiator-IT-flow record.

YesIOs per
second

MetricrIOrread_io_rate

Peak read command data
observed in the context of an
initiator-IT-flow record.

NoIOs per
second

MetricprIOrpeak_read

_io_rate
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

The write command data
observed in the context of an
initiator-IT-flow record.

YesIOs per
second

MetricwIOrwrite_io_rate

Peak write command data
observed in the context of an
initiator-IT-flow record.

NoIOs per
second

MetricpwIOrpeak_write

_io_rate

The read command
bandwidth observed in the
context of an
initiator-IT-flow record.

YesBytes per
second

MetricrIObwread_io_bandwidth

Peak read command
bandwidth observed in the
context of an
initiator-IT-flow record.

NoBytes per
second

MetricprIObwpeak_read

_io_bandwidth

The write command
bandwidth observed in the
context of an
initiator-IT-flow record.

YesBytes per
second

MetricwIObwwrite_io_bandwidth

Peak write command
bandwidth observed in the
context of an
initiator-IT-flow record.

NoBytes per
second

MetricpwIObwpeak_write

_io_bandwidth

Minimum read command
size observed in the context
of an initiator-IT-flow
record.

YesBytesMetricrIOsMiread_io

_size_min

Maximum read command
size observed in the context
of an initiator-IT-flow
record.

YesBytesMetricrIOsMaread_io

_size_max

Minimum write command
size observed in the context
of an initiator-IT-flow
record.

YesBytesMetricwIOsMiwrite_io

_size_min

Maximum write command
size observed in the context
of an initiator-IT-flow
record.

YesBytesMetricwIOsMawrite_io

_size_max
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Short NameLong Name

Minimum read command
completion time observed in
the context of an
initiator-IT-flow record.

YesMicrosecondsMetricrIOctMiread_io

_completion

_time_min

Maximum read command
completion time observed in
the context of an
initiator-IT-flow record.

YesMicrosecondsMetricrIOctMaread_io

_completion

_time_max

Minimum write command
completion time observed in
the context of an
initiator-IT-flow record.

YesMicrosecondsMetricwIOctMiwrite_io

_completion

_time_min

Maximum write command
completion time observed in
the context of an
initiator-IT-flow record.

YesMicrosecondsMetricwIOctMawrite_io

_completion

_time_max

Minimum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first response
can be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of an
initiator-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricrIOitMiread_io

_initiation

_time_min

Maximum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first response
can be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of an
initiator-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricrIOitMaread_io

_initiation

_time_max
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Minimum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first response
can be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of an
initiator-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricwIOitMiwrite_io

_initiation

_time_min

Maximum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first response
can be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of an
initiator-IT-flow record. The
initiation time is sometimes
referred to as data access
latency.

YesMicrosecondsMetricwIOitMawrite_io

_initiation

_time_max

Minimum read command
intergap time observed in the
context of an
initiator-IT-flow record.

read_io_inter_gap_time_min
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondMetricrIOigtMiread_io

_inter_gap

_time_min

Maximum read command
intergap time observed in the
context of an
initiator-IT-flow record.

read_io_inter_gap_time_max
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondMetricrIOigtMaread_io

_inter_gap

_time_max
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Short NameLong Name

Minimum write command
intergap time observed in the
context of an
initiator-IT-flow record.

write_io_inter_gap_time_min
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondsMetricwIOigtMiwrite_io

_inter_gap

_time_min

Maximum write command
intergap time observed in the
context of an
initiator-IT-flow record.

write_io_inter_gap_time_max
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondsMetricwIOigtMawrite_io

_inter_gap

_time_max

Number of read command
aborts observed in the
context of an
initiator-IT-flow record.

YesCountMetricrIOaread_io_aborts

Number of write command
aborts observed in the
context of an
initiator-IT-flow record.

YesCountMetricwIOawrite_io_aborts

Number of read command
failures observed in the
context of an
initiator-IT-flow record.

YesCountMetricrIOfread_io_failures

Number of write command
failures observed in the
context of an
initiator-IT-flow record.

YesCountMetricwIOfwrite_io_failures
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Short NameLong Name

Number of read command
timeouts observed in the
context of an
initiator-IT-flow record.

read_io_timeouts are counted
whenever IO transactions are
not observed within 2.5
seconds from the time the IO
command was issued.

NoCountMetricrIOToread_io_timeouts

Number of write command
timeouts observed in the
context of an
initiator-IT-flow record.

NoCountMetricwIOTowrite_io_timeouts

Number of read command
check conditions seen in the
context of an
initiator-IT-flow record.

NoCountMetricrIOSchcoctread_io

_scsi_check

_condition_count

Number of write command
check conditions seen in the
context of an
initiator-IT-flow record.

NoCountMetricwIOSchcoctwrite_io

_scsi_check

_condition_count

Number of read command
busy status seen in the
context of an
initiator-IT-flow record.

NoCountMetricrIOsbcread_io

_scsi_busy_count

Number of write command
busy status seen in the
context of an
initiator-IT-flow record.

NoCountMetricwIOsbcwrite_io

_scsi_busy_count

Number of read command
reservation conflicts seen in
the context of an
initiator-IT-flow record.

NoCountMetricrIOSrecctread_io

_scsi_reservation

_conflict_count

Number of write command
reservation conflicts seen in
the context of an
initiator-IT-flow record.

NoCountMetricwIOSrecctwrite_io

_scsi_reservation

_conflict_count

Number of read command
queue full status seen in the
context of an
initiator-IT-flow record.

NoCountMetricrIOSQfctread_io

_scsi_queue

_full_count
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Short NameLong Name

Number of write command
queue full status seen in the
context of an
initiator-IT-flow record.

NoCountMetricwIOSQfctwrite_io

_scsi_queue

_full_count

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time

Target TL Flow View Instance
Table 10: Flow Metrics for Target TL Flow View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A switch’s port where the
SAN Analytics feature is
enabled.

NoTextKeyportport

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Target Fibre Channel ID
that is deployed behind a
switch's port where IO
transactions are observed.

NoTextKeydidtarget_id

Logical-unit-number
(LUN) that is associated
with a target where IOs are
performed.

NoUnitKeylunlun

Number of ITL flows
associated with a LUN on
a target that is behind a
switch's port.

NoCountMetadatastITLfcscsi_target

_entity_itl

_flow_count

Number of outstanding
read command counts
associated with a LUN on
a target that is behind a
switch's port.

YesCountMetadataraIOactive_io

_read_count
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Short NameLong Name

Number of outstanding
write command counts
associated with a LUN on
a target that is behind a
switch's port.

YesCountMetadatawaIOactive_io

_write_count

Total read command data
observed in the context of
a LUN on a target that is
behind a switch's port.

YesCountMetricrtIOtotal_read

_io_count

Totalwrite command data
observed in the context of
a LUN on a target that is
behind a switch's port.

YesCountMetricwtIOtotal_write

_io_count

Total sequential read
command data observed in
the context of a LUN on a
target that is behind a
switch's port.

NoCountMetricrstIOctotal_seq

_read_io_count

Total sequential write
command data observed in
the context of a LUN on a
target that is behind a
switch's port.

NoCountMetricwrstIOctotal_seq

_write_io_count

Accumulated total read
command completion time
observed in the context of
a LUN on a target that is
behind a switch's port.

You can use this
information to compute the
average read IO
completion time.

NoMicrosecondsMetricrtIOttotal_read

_io_time

Accumulated total write
command completion time
observed in the context of
a LUN on a target that is
behind a switch's port.

You can use this
information to compute the
average write command
completion time.

NoMicrosecondsMetricwtIOttotal_write

_io_time
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Short NameLong Name

Accumulated total read
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be
the first data frame for
READ commands or the
first txfr_rdy for WRITE
commands) observed in
the context of a LUN on a
target that is behind a
switch's port. The initiation
time is sometimes referred
to as data access latency.

You can use this
information to compute the
average read IO initiation
time.

NoMicrosecondsMetricrtIOinttotal_read

_io_initiation_time

Accumulated total write
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be
the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of a LUN on a
target that is behind a
switch's port. The initiation
time is sometimes referred
to as data access latency.

You can use this
information to compute the
average write command
initiation time.

NoMicrosecondsMetricwtIOinttotal_write

_io_initiation_time

Total read command data
that is observed in the
context of a LUN on a
target that is behind a
switch's port.

YesBytesMetricrtIObtotal_read

_io_bytes
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Short NameLong Name

Totalwrite command data
observed in the context of
a LUN on a target that is
behind a switch's port.

YesBytesMetricwtIObtotal_write

_io_bytes

Accumulated total read
command intergap time
observed in the context of
a LUN on a target that is
behind a switch's port.

You can use this
information to compute the
average read IO intergap
time.

NoMicrosecondMetricrtIOigttotal_read

_io_inter_gap_time

Accumulated total write
command intergap time
data observed in the
context of a LUN on a
target that is behind a
switch's port.

You can use this
information to compute the
average write command
intergap time.

NoMicrosecondsMetricwtIOigttotal_write

_io_inter_gap_time

Total completed read
command data observed in
the context of a LUN on a
target that is behind a
switch's port.

NoCountMetrictmrtIOctotal_time

_metric_based

_read_io_count

Total completed write
command data observed in
the context of a LUN on a
target that is behind a
switch's port.

NoCountMetrictmwtIOctotal_time

_metric_based

_write_io_count

Total completed read
command data observed in
the context of a LUN on a
target that is behind a
switch's port, in bytes.

NoCountMetrictmrtIObtotal_time

_metric_based

_read_io_bytes
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Short NameLong Name

Total completed write
command data observed in
the context of a LUN on a
target that is behind a
switch's port, in bytes.

NoCountMetrictmwtIObtotal_time

_metric_based

_write_io_bytes

The read command data
observed in the context of
a LUN on a target that is
behind a switch's port.

YesIOs per secondMetricrIOrread_io_rate

Peak read command data
observed in the context of
a LUN on a target that is
behind a switch's port.

NoIOs per secondMetricprIOrpeak_read

_io_rate

The write command data
observed in the context of
a LUN on a target that is
behind a switch's port.

YesIOs per secondMetricwIOrwrite_io_rate

Peak write command data
observed in the context of
a LUN on a target that is
behind a switch's port.

NoIOs per secondMetricpwIOrpeak_write

_io_rate

The read command
bandwidth observed in the
context of a LUN on a
target that is behind a
switch's port.

YesBytes per
second

MetricrIObwread_io_bandwidth

Peak read command
bandwidth observed in the
context of a LUN on a
target that is behind a
switch's port.

NoBytes per
second

MetricprIObwpeak_read

_io_bandwidth

The write command
bandwidth observed in the
context of a LUN on a
target that is behind a
switch's port.

YesBytes per
second

MetricwIObwwrite_io_bandwidth

Peak write command
bandwidth observed in the
context of a LUN on a
target that is behind a
switch's port.

NoBytes per
second

MetricpwIObwpeak_write

_io_bandwidth
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Short NameLong Name

Minimum read command
size observed in the
context of a LUN on a
target that is behind a
switch's port.

YesBytesMetricrIOsMiread_io

_size_min

Maximum read command
size observed in the
context of a LUN on a
target that is behind a
switch's port.

YesBytesMetricrIOsMaread_io

_size_max

Minimumwrite command
size observed in the
context of a LUN on a
target that is behind a
switch's port.

YesBytesMetricwIOsMiwrite_io

_size_min

Maximumwrite command
size observed in the
context of a LUN on a
target that is behind a
switch's port.

YesBytesMetricwIOsMawrite_io

_size_max

Minimum read command
completion time observed
in the context of a LUN on
a target that is behind a
switch's port.

YesMicrosecondsMetricrIOctMiread_io

_completion

_time_min

Maximum read command
completion time observed
in the context of a LUN on
a target that is behind a
switch's port.

YesMicrosecondsMetricrIOctMaread_io

_completion

_time_max

Minimumwrite command
completion time observed
in the context of a LUN on
a target that is behind a
switch's port.

YesMicrosecondsMetricwIOctMiwrite_io

_completion

_time_min

Maximumwrite command
completion time observed
in the context of a LUN on
a target that is behind a
switch's port.

YesMicrosecondsMetricwIOctMawrite_io

_completion

_time_max
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Short NameLong Name

Minimum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a LUN on a target that is
behind a switch's port. The
initiation time is
sometimes referred to as
data access latency.

YesMicrosecondsMetricrIOitMiread_io

_initiation

_time_min

Maximum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a LUN on a target that is
behind a switch's port. The
initiation time is
sometimes referred to as
data access latency.

YesMicrosecondsMetricrIOitMaread_io

_initiation

_time_max

Minimumwrite command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a LUN on a target that is
behind a switch's port. The
initiation time is
sometimes referred to as
data access latency.

YesMicrosecondsMetricwIOitMiwrite_io

_initiation

_time_min
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Short NameLong Name

Maximumwrite command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
a LUN on a target that is
behind a switch's port. The
initiation time is
sometimes referred to as
data access latency.

YesMicrosecondsMetricwIOitMawrite_io

_initiation

_time_max

Minimum read command
intergap time observed in
the context of a LUN on a
target that is behind a
switch's port.

read_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondMetricrIOigtMiread_io

_inter_gap

_time_min

Maximum read command
intergap time observed in
the context of a LUN on a
target that is behind a
switch's port.

read_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondMetricrIOigtMaread_io

_inter_gap

_time_max

Minimumwrite command
intergap time observed in
the context of a LUN on a
target that is behind a
switch's port.

write_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricwIOigtMiwrite_io

_inter_gap

_time_min
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Short NameLong Name

Maximumwrite command
intergap time observed in
the context of a LUN on a
target that is behind a
switch's port.

write_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricwIOigtMawrite_io

_inter_gap

_time_max

Number of read command
aborts observed in the
context of a LUN on a
target that is behind a
switch's port.

YesCountMetricrIOaread_io_aborts

Number of write
command aborts observed
in the context of a LUN on
a target that is behind a
switch's port.

YesCountMetricwIOawrite_io_aborts

Number of read command
failures observed in the
context of a LUN on a
target that is behind a
switch's port.

YesCountMetricrIOfread_io_failures

Number of write
command failures
observed in the context of
a LUN on a target that is
behind a switch's port.

YesCountMetricwIOfwrite_io_failures

Number of read command
timeouts observed in the
context of a LUN on a
target that is behind a
switch's port.

read_io_timeouts are
counted whenever IO
transactions are not
observed within 2.5
seconds from the time the
IO command was issued.

NoCountMetricrIOToread_io_timeouts
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Short NameLong Name

Number of write
command timeouts
observed in the context of
a LUN on a target that is
behind a switch's port.

NoCountMetricwIOTowrite_io_timeouts

Number of read command
check conditions seen in
the context of a LUN on a
target that is behind a
switch's port.

NoCountMetricrIOSchcoctread_io

_scsi_check

_condition_count

Number of write
command check conditions
seen in the context of a
LUN on a target that is
behind a switch's port.

NoCountMetricwIOSchcoctwrite_io

_scsi_check

_condition_count

Number of read command
busy status seen in the
context of a LUN on a
target that is behind a
switch's port.

NoCountMetricrIOsbcread_io

_scsi_busy_count

Number of write
command busy status seen
in the context of a LUN on
a target that is behind a
switch's port.

NoCountMetricwIOsbcwrite_io

_scsi_busy_count

Number of read command
reservation conflicts seen
in the context of a LUN on
a target that is behind a
switch's port.

NoCountMetricrIOSrecctread_io

_scsi_reservation

_conflict_count

Number of write
command reservation
conflicts seen in the
context of a LUN on a
target that is behind a
switch's port.

NoCountMetricwIOSrecctwrite_io

_scsi_reservation

_conflict_count

Number of read command
queue full status seen in
the context of a LUN on a
target that is behind a
switch's port.

NoCountMetricrIOSQfctread_io

_scsi_queue

_full_count
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Short NameLong Name

Number of write
command queue full status
seen in the context of a
LUN on a target that is
behind a switch's port.

NoCountMetricwIOSQfctwrite_io

_scsi_queue

_full_count

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time

Initiator ITL Flow View Instance
Table 11: Flow Metrics for Initiator ITL Flow View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A switch’s port where the
SAN Analytics feature is
enabled.

NoTextKeyportport

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Application identifier for an
application that is hosted
behind a switch's port.

NoCountKeyapp_idapp_id

Initiator Fibre Channel ID
that is deployed behind a
switch's port where the IO
transactions are observed.

NoTextKeysidinitiator_id

Target Fibre Channel ID
that is executing IO
transactions initiated by an
initiator behind a switch's
port.

NoTextKeydidtarget_id

Logical-unit-number (LUN)
that is associated with an
initiator where IOs are
performed.

NoCountKeylunlun
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Short NameLong Name

Number of outstanding
read command counts
associated with an
initiator-ITL-flow record.

YesCountMetadataraIOactive_io

_read_count

Number of outstanding
write command counts
associated with an
initiator-ITL-flow record.

YesCountMetadatawaIOactive_io

_write_count

Total read command data
observed in the context of
an initiator-ITL-flow
record.

YesCountMetricrtIOtotal_read

_io_count

Total write command data
observed in the context of
an initiator-ITL-flow
record.

YesCountMetricwtIOtotal_write

_io_count

Total sequential read
command data observed in
the context of an
initiator-ITL-flow record.

NoCountMetricrstIOctotal_seq

_read_io_count

Total sequential write
command data observed in
the context of an
initiator-ITL-flow record.

NoCountMetricwrstIOctotal_seq

_write_io_count

Accumulated total read
command completion time
observed in the context of
an initiator-ITL-flow
record.

You can use this
information to compute the
average read IO completion
time.

NoMicrosecondsMetricrtIOttotal_read

_io_time
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Short NameLong Name

Accumulated total write
command completion time
observed in the context of
an initiator-ITL-flow
record.

You can use this
information to compute the
average write command
completion time.

NoMicrosecondsMetricwtIOttotal_write

_io_time

Accumulated total read
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ
commands or the first
txfr_rdy for WRITE
commands) observed in the
context of an
initiator-ITL-flow record.
The initiation time is
sometimes referred to as
data access latency.

You can use this
information to compute the
average read IO initiation
time.

NoMicrosecondsMetricrtIOinttotal_read

_io_initiation_time
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Short NameLong Name

Accumulated total write
command initiation time
(time gap between the IO
command and the first
response from the storage;
the first response can be the
first data frame for READ
or txfer_rdy for WRITE)
observed in the context of
an initiator-ITL-flow
record. The initiation time
is sometimes referred to as
data access latency.

You can use this
information to compute the
average write command
initiation time.

NoMicrosecondsMetricwtIOinttotal_write

_io_initiation_time

Total read command data
that is observed in the
context of an
initiator-ITL-flow record.

YesBytesMetricrtIObtotal_read

_io_bytes

Total write command data
observed in the context of
an initiator-ITL-flow
record.

YesBytesMetricwtIObtotal_write

_io_bytes

Accumulated total read
command intergap time
observed in the context of
an initiator-ITL-flow
record.

You can use this
information to compute the
average read IO intergap
time.

NoMicrosecondMetricrtIOigttotal_read

_io_inter

_gap_time

Accumulated total write
command intergap time
data observed in the context
of an initiator-ITL-flow
record.

You can use this
information to compute the
average write command
intergap time.

NoMicrosecondsMetricwtIOigttotal_write

_io_inter

_gap_time
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Short NameLong Name

Total completed read
command data observed in
the context of an
initiator-ITL-flow record.

NoCountMetrictmrtIOctotal_time

_metric_based

_read_io_count

Total completed write
command data observed in
the context of an
initiator-ITL-flow record.

NoCountMetrictmwtIOctotal_time

_metric_based

_write_io_count

Total completed read
command data observed in
the context of an
initiator-ITL-flow record,
in bytes.

NoCountMetrictmrtIObtotal_time

_metric_based

_read_io_bytes

Total completed write
command data observed in
the context of an
initiator-ITL-flow record,
in bytes.

NoCountMetrictmwtIObtotal_time

_metric_based

_write_io_bytes

The read command data
observed in the context of
an initiator-ITL-flow
record.

YesIOs per
second

MetricrIOrread_io_rate

Peak read command data
observed in the context of
an initiator-ITL-flow
record.

NoIOs per
second

MetricprIOrpeak_read

_io_rate

The write command data
observed in the context of
an initiator-ITL-flow
record.

YesIOs per
second

MetricwIOrwrite_io_rate

Peak write command data
observed in the context of
an initiator-ITL-flow
record.

NoIOs per
second

MetricpwIOrpeak_write

_io_rate

The read command
bandwidth observed in the
context of an
initiator-ITL-flow record.

YesBytes per
second

MetricrIObwread_io_bandwidth
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Short NameLong Name

Peak read command
bandwidth observed in the
context of an
initiator-ITL-flow record.

NoBytes per
second

MetricprIObwpeak_read

_io_bandwidth

The write command
bandwidth observed in the
context of an
initiator-ITL-flow record.

YesBytes per
second

MetricwIObwwrite_io_bandwidth

Peak write command
bandwidth observed in the
context of an
initiator-ITL-flow record.

NoBytes per
second

MetricpwIObwpeak_write

_io_bandwidth

Minimum read command
size observed in the context
of an initiator-ITL-flow
record.

YesBytesMetricrIOsMiread_io

_size_min

Maximum read command
size observed in the context
of an initiator-ITL-flow
record.

YesBytesMetricrIOsMaread_io

_size_max

Minimum write command
size observed in the context
of an initiator-ITL-flow
record.

YesBytesMetricwIOsMiwrite_io

_size_min

Maximum write command
size observed in the context
of an initiator-ITL-flow
record.

YesBytesMetricwIOsMawrite_io

_size_max

Minimum read command
completion time observed
in the context of an
initiator-ITL-flow record.

YesMicrosecondsMetricrIOctMiread_io

_completion

_time_min

Maximum read command
completion time observed
in the context of an
initiator-ITL-flow record.

YesMicrosecondsMetricrIOctMaread_io

_completion

_time_max

Minimum write command
completion time observed
in the context of an
initiator-ITL-flow record.

YesMicrosecondsMetricwIOctMiwrite_io

_completion

_time_min
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Short NameLong Name

Maximum write command
completion time observed
in the context of an
initiator-ITL-flow record.

YesMicrosecondsMetricwIOctMawrite_io

_completion

_time_max

Minimum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
an initiator-ITL-flow
record. The initiation time
is sometimes referred to as
data access latency.

YesMicrosecondsMetricrIOitMiread_io

_initiation

_time_min

Maximum read command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
an initiator-ITL-flow
record. The initiation time
is sometimes referred to as
data access latency.

YesMicrosecondsMetricrIOitMaread_io

_initiation

_time_max

Minimum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
an initiator-ITL-flow
record. The initiation time
is sometimes referred to as
data access latency.

YesMicrosecondsMetricwIOitMiwrite_io

_initiation

_time_min
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Maximum write command
initiation time (time gap
between the IO command
and the first response from
the storage; the first
response can be the first
data frame for READ or
txfer_rdy for WRITE)
observed in the context of
an initiator-ITL-flow
record. The initiation time
is sometimes referred to as
data access latency.

YesMicrosecondsMetricwIOitMawrite_io

_initiation

_time_max

Minimum read command
intergap time observed in
the context of an
initiator-ITL-flow record.

read_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondMetricrIOigtMiread_io

_inter_gap

_time_min

Maximum read command
intergap time observed in
the context of an
initiator-ITL-flow record.

read_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondMetricrIOigtMaread_io

_inter_gap

_time_max

Minimum write command
intergap time observed in
the context of an
initiator-ITL-flow record.

write_io_inter_gap_time_min
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricwIOigtMiwrite_io

_inter_gap

_time_min
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Maximum write command
intergap time observed in
the context of an
initiator-ITL-flow record.

write_io_inter_gap_time_max
is the duration between
successive IO commands
and is measured in 1/256th
of a microsecond.

YesMicrosecondsMetricwIOigtMawrite_io

_inter_gap

_time_max

Number of read command
aborts observed in the
context of an
initiator-ITL-flow record.

YesCountMetricrIOaread_io_aborts

Number ofwrite command
aborts observed in the
context of an
initiator-ITL-flow record.

YesCountMetricwIOawrite_io_aborts

Number of read command
failures observed in the
context of an
initiator-ITL-flow record.

YesCountMetricrIOfread_io_failures

Number ofwrite command
failures observed in the
context of an
initiator-ITL-flow record.

YesCountMetricwIOfwrite_io_failures

Number of read command
timeouts observed in the
context of an
initiator-ITL-flow record.

NoCountMetricrIOToread_io_timeouts

Number ofwrite command
timeouts observed in the
context of an
initiator-ITL-flow record.

NoCountMetricwIOTowrite_io_timeouts

Number of read command
check conditions seen in the
context of an
initiator-ITL-flow record.

NoCountMetricrIOSchcoctread_io

_scsi_check

_condition_count

Number ofwrite command
check conditions seen in the
context of an
initiator-ITL-flow record.

NoCountMetricwIOSchcoctwrite_io

_scsi_check

_condition_count
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Number of read command
busy status seen in the
context of an
initiator-ITL-flow record.

NoCountMetricrIOsbcread_io

_scsi_busy_count

Number ofwrite command
busy status seen in the
context of an
initiator-ITL-flow record.

NoCountMetricwIOsbcwrite_io

_scsi_busy_count

Number of read command
reservation conflicts seen
in the context of an
initiator-ITL-flow record.

NoCountMetricrIOSrecctread_io

_scsi_reservation

_conflict_count

Number ofwrite command
reservation conflicts seen
in the context of an
initiator-ITL-flow record.

NoCountMetricwIOSrecctwrite_io

_scsi_reservation

_conflict_count

Number of read command
queue full status seen in the
context of an
initiator-ITL-flow record.

NoCountMetricrIOSQfctread_io

_scsi_queue

_full_count

Number ofwrite command
queue full status seen in the
context of an
initiator-ITL-flow record.

NoCountMetricwIOSQfctwrite_io

_scsi_queue

_full_count

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time
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Target ITL Flow View Instance
Table 12: Flow Metrics for Target ITL Flow View Instance

DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

A switch’s port where the
SAN Analytics feature is
enabled.

NoTextKeyportport

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Application identifier for an
application that is hosted
behind a switch's port.

NoCountKeyapp_idapp_id

Target Fibre Channel ID that
is deployed behind a switch's
port where IO transactions are
observed.

NoTextKeydidtarget_id

Initiator Fibre Channel ID
where the IO transactions are
being performed on a target
that is deployed behind a
switch's port.

NoTextKeysidinitiator_id

Logical-unit-number (LUN)
that is associated with a target
where IOs are performed.

NoUnitKeylunlun

Number of outstanding read
command counts associated
with a target-ITL-flow record.

YesCountMetadataraIOactive_io

_read_count

Number of outstanding write
command counts associated
with a target-ITL-flow record.

YesCountMetadatawaIOactive_io

_write_count

Total read command data
observed in the context of a
target-ITL-flow record.

YesCountMetricrtIOtotal_read

_io_count

Total write command data
observed in the context of a
target-ITL-flow record.

YesCountMetricwtIOtotal_write

_io_count
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DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

Total sequential read
command data observed in the
context of a target-ITL-flow
record.

NoCountMetricrstIOctotal_seq

_read_io_count

Total sequential write
command data observed in the
context of a target-ITL-flow
record.

NoCountMetricwrstIOctotal_seq

_write_io_count

Accumulated total read
command completion time
observed in the context of a
target-ITL-flow record.

You can use this information
to compute the average read
IO completion time.

NoMicrosecondsMetricrtIOttotal_read

_io_time

Accumulated total write
command completion time
observed in the context of a
target-ITL-flow record.

You can use this information
to compute the average write
command completion time.

NoMicrosecondsMetricwtIOttotal_write

_io_time

Accumulated total read
command initiation time (time
gap between the IO command
and the first response from the
storage; the first response can
be the first data frame for
READ commands or the first
txfr_rdy for WRITE
commands) observed in the
context of a target-ITL-flow
record. The initiation time is
sometimes referred to as data
access latency.

You can use this information
to compute the average read
IO initiation time.

noMicrosecondsMetricrtIOinttotal_read

_io_initiation_time
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DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

Accumulated total write
command initiation time (time
gap between the IO command
and the first response from the
storage; the first response can
be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of a target-ITL-flow
record. The initiation time is
sometimes referred to as data
access latency.

You can use this information
to compute the average write
command initiation time.

NoMicrosecondsMetricwtIOinttotal_write

_io_initiation_time

Total read command data that
is observed in the context of a
target-ITL-flow record.

YesBytesMetricrtIObtotal_read

_io_bytes

Total write command data
observed in the context of a
target-ITL-flow record.

YesBytesMetricwtIObtotal_write

_io_bytes

Accumulated total read
command intergap time
observed in the context of a
target-ITL-flow record.

You can use this information
to compute the average read
IO intergap time.

NoMicrosecondMetricrtIOigttotal_read

_io_inter_gap_time

Accumulated total write
command intergap time data
observed in the context of a
target-ITL-flow record.

You can use this information
to compute the average write
command intergap time.

NoMicrosecondsMetricwtIOigttotal_write

_io_inter_gap_time

Total completed read
command data observed in the
context of a target-ITL-flow
record.

NoCountMetrictmrtIOctotal_time

_metric_based

_read_io_count
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DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

Total completed write
command data observed in the
context of a target-ITL-flow
record.

NoCountMetrictmwtIOctotal_time

_metric_based

_write_io_count

Total completed read
command data observed in the
context of a target-ITL-flow
record, in bytes.

NoCountMetrictmrtIObtotal_time

_metric_based

_read_io_bytes

Total completed write
command data observed in the
context of a target-ITL-flow
record, in bytes.

NoCountMetrictmwtIObtotal_time

_metric_based

_write_io_bytes

The read command data
observed in the context of a
LUN on a target-ITL-flow
record.

YesIOs per
second

MetricrIOrread_io_rate

Peak read command data
observed in the context of a
target-ITL-flow record.

NoIOs per
second

MetricprIOrpeak_read

_io_rate

The write command data
observed in the context of a
target-ITL-flow record.

YesIOs per
second

MetricwIOrwrite_io_rate

Peak write command data
observed in the context of a
target-ITL-flow record.

NoIOs per
second

MetricpwIOrpeak_write

_io_rate

Read command bandwidth
observed in the context of a
target-ITL-flow record.

YesBytes per
second

MetricrIObwread_io_bandwidth

Peak read command
bandwidth observed in the
context of a target-ITL-flow
record.

NoBytes per
second

MetricprIObwpeak_read

_io_bandwidth

The write command
bandwidth observed in the
context of a target-ITL-flow
record.

YesBytes per
second

MetricwIObwwrite_io_bandwidth
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DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

Peak write command
bandwidth observed in the
context of a target-ITL-flow
record.

NoBytes per
second

MetricpwIObwpeak_write

_io_bandwidth

Minimum read command size
observed in the context of a
target-ITL-flow record.

YesBytesMetricrIOsMiread_io

_size_min

Maximum read command size
observed in the context of a
target-ITL-flow record.

YesBytesMetricrIOsMaread_io

_size_max

Minimumwrite command size
observed in the context of a
target-ITL-flow record.

YesBytesMetricwIOsMiwrite_io

_size_min

Maximum write command
size observed in the context of
a target-ITL-flow record.

YesBytesMetricwIOsMawrite_io

_size_max

Minimum read command
completion time observed in
the context of a
target-ITL-flow record.

YesMicrosecondsMetricrIOctMiread_io

_completion

_time_min

Maximum read command
completion time observed in
the context of a
target-ITL-flow record.

YesMicrosecondsMetricrIOctMaread_io

_completion

_time_max

Minimum write command
completion time observed in
the context of a
target-ITL-flow record.

YesMicrosecondsMetricwIOctMiwrite_io

_completion

_time_min

Maximum write command
completion time observed in
the context of a
target-ITL-flow record.

YesMicrosecondsMetricwIOctMawrite_io

_completion

_time_max
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DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

Minimum read command
initiation time (time gap
between the IO command and
the first response from the
storage; the first response can
be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of a target-ITL-flow
record. The initiation time is
sometimes referred to as data
access latency.

YesMicrosecondsMetricrIOitMiread_io

_initiation

_time_min

Maximum read command
initiation time (time gap
between the IO command and
the first response from the
storage; the first response can
be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of a target-ITL-flow
record. The initiation time is
sometimes referred to as data
access latency.

YesMicrosecondsMetricrIOitMaread_io

_initiation

_time_max

Minimum write command
initiation time (time gap
between the IO command and
the first response from the
storage; the first response can
be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of a target-ITL-flow
record. The initiation time is
sometimes referred to as data
access latency.

YesMicrosecondsMetricwIOitMiwrite_io

_initiation

_time_min
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DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

Maximum write command
initiation time (time gap
between the IO command and
the first response from the
storage; the first response can
be the first data frame for
READ or txfer_rdy for
WRITE) observed in the
context of a target-ITL-flow
record. The initiation time is
sometimes referred to as data
access latency.

YesMicrosecondsMetricwIOitMawrite_io

_initiation

_time_max

Minimum read command
intergap time observed in the
context of a target-ITL-flow
record.

read_io_inter_gap_time_min
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondMetricrIOigtMiread_io

_inter_gap

_time_min

Maximum read command
intergap time observed in the
context of a target-ITL-flow
record.

read_io_inter_gap_time_max
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondMetricrIOigtMaread_io

_inter_gap

_time_max

Minimum write command
intergap time observed in the
context of a target-ITL-flow
record.

write_io_inter_gap_time_min
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondsMetricwIOigtMiwrite_io

_inter_gap

_time_min
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DescriptionSortable?UnitTypeFlow Metric

Short
Name

Long Name

Maximum write command
intergap time observed in the
context of a target-ITL-flow
record.

write_io_inter_gap_time_max
is the duration between
successive IO commands and
is measured in 1/256th of a
microsecond.

YesMicrosecondsMetricwIOigtMawrite_io

_inter_gap

_time_max

Number of read command
aborts observed in the context
of a target-ITL-flow record.

YesCountMetricrIOaread_io_aborts

Number of write command
aborts observed in the context
of a target-ITL-flow record.

YesCountMetricwIOawrite_io_aborts

Number of read command
failures observed in the context
of a target-ITL-flow record.

YesCountMetricrIOfread_io_failures

Number of write command
failures observed in the context
of a target-ITL-flow record.

YesCountMetricwIOfwrite_io_failures

Number of read command
timeouts observed in the
context of a target-ITL-flow
record.

NoCountMetricrIOToread_io_timeouts

Number of write command
timeouts observed in the
context of a target-ITL-flow
record.

NoCountMetricwIOTowrite_io_timeouts

Number of read command
check conditions seen in the
context of a target-ITL-flow
record.

NoCountMetricrIOSchcoctread_io

_scsi_check

_condition_count

Number of write command
check conditions seen in the
context of a target-ITL-flow
record.

NoCountMetricwIOSchcoctwrite_io

_scsi_check

_condition_count
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Short
Name

Long Name

Number of read command
busy status seen in the context
of a target-ITL-flow record.

NoCountMetricrIOsbcread_io

_scsi_busy_count

Number of write command
busy status seen in the context
of a target-ITL-flow record.

NoCountMetricwIOsbcwrite_io

_scsi_busy_count

Number of read command
reservation conflicts seen in
the context of a
target-ITL-flow record.

NoCountMetricrIOSrecctread_io

_scsi_reservation

_conflict_count

Number of write command
reservation conflicts seen in
the context of a
target-ITL-flow record.

NoCountMetricwIOSrecctwrite_io

_scsi_reservation

_conflict_count

Number of read command
queue full status seen in the
context of a target-ITL-flow
record.

NoCountMetricrIOSQfctread_io

_scsi_queue

_full_count

Number of write command
queue full status seen in the
context of a target-ITL-flow
record.

NoCountMetricwIOSQfctwrite_io

_scsi_queue

_full_count

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time

Initiator IO Flow View Instance
Table 13: Flow Metrics for Initiator IO Flow View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A switch’s port where the
SAN Analytics feature is
enabled.

NoTextKeyportport
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Application identifier for
an application that is
hosted behind a switch's
port.

NoCountKeyapp_idapp_id

Initiator Fibre Channel ID
where the IO transactions
are being performed on an
initiator that is deployed
behind a switch's port.

NoTextKeysidinitiator_id

Initiator Fibre Channel ID
that is deployed behind a
switch's port where IO
transactions are observed.

NoTextKeydidtarget_id

Logical-unit-number
(LUN) that is associated
with an initiator where IOs
are performed.

NoCountKeylunlun

Exchange ID, assigned by
the originator, that is
associated with an IO
transaction.

NoCountKeyoxidexchange_id

Extended exchange ID,
assigned by the responder,
that is associated with an
IO transaction.

NoCountMetadataexXIDextended_exchange_id

Logical block address
(LBA) where IO is
performed.

NoCountMetadataiolbaio_lba

Size of the IO, that is, the
number of bytes of data
involved in the IO.

NoCountMetadataiosizeio_size

Time stamp at which IO
started.

YesCountMetriciostio_start_time

Start of the sampling time
interval.

NoUNIX timeMetricsamStmsampling

_start_time
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Short NameLong Name

End of the sampling time
interval.

NoUNIX timeMetricsamEtmsampling

_end_time

Target IO Flow View Instance
Table 14: Flow Metrics for Target IO Flow View Instance

DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

A switch’s port where the
SAN Analytics feature is
enabled.

NoTextKeyportport

VSAN configured on a
switch's port where IO
transactions are observed.

NoCountKeyvsanvsan

Application identifier for
an application that is hosted
behind a switch's port.

NoCountKeyapp_idapp_id

Target Fibre Channel ID
that is deployed behind a
switch's port where IO
transactions are observed.

NoTextKeydidtarget_id

Initiator Fibre Channel ID
where the IO transactions
are being performed on a
target that is deployed
behind a switch's port.

NoTextKeysidinitiator_id

Logical-unit-number (LUN)
that is associated with a
target where IOs are
performed.

NoCountKeylunlun

Exchange ID, assigned by
the originator, that is
associated with an IO
transaction.

NoCountKeyoxidexchange_id
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DescriptionSortable?UnitTypeFlow Metric

Short NameLong Name

Extended exchange ID,
assigned by the responder,
that is associated with an
IO transaction.

NoCountMetadataexXIDextended

_exchange_id

Logical block address
(LBA) where IO is
performed.

NoCountMetadataiolbaio_lba

Size of the IO, that is, the
number of bytes of data
involved in the IO.

NoCountMetadataiosizeio_size

Time stamp at which IO
started.

YesCountMetriciostio_start_time

Flow Metrics Calculation

T1 and T2 used in calculations are time interval 1 and time interval 2 respectively.Note

The following information is used to calculate metrics that are streamed to STS receiver:

• Normalized READ Exchange Completion Time (ECT) in milliseconds per byte:

(total_read_io_time_t2 - total_read_io_time_t1)/(total_time_metric_based_read_io_bytes_t2 -
total_time_metric_based_read_io_bytes_t1)

• Normalized WRITE ECT in milliseconds per byte:

(total_write_io_time_t2 - total_write_io_time_t1)/

(total_time_metric_based_write_io_bytes_t2 - total_time_metric_based_write_io_bytes_t1)

• Normalized Read Data Access Latency (DAL) in milliseconds per byte:

(total_read_io_initiation_time_t2 -
total_read_io_initiation_time_t1)/(total_time_metric_based_read_io_bytes_t2 -
total_time_metric_based_read_io_bytes_t1)

• Normalized Write DAL in milliseconds per byte:

(total_write_io_initiation_time_t2 -
total_write_io_initiation_time_t1)/(total_time_metric_based_write_io_bytes_t2 -
total_time_metric_based_write_io_bytes_t1)

• Average READ ECT per IO:

(total_read_io_time_t2 - total_read_io_time_t1)/(total_time_metric_based_read_io_count_t2 -
total_time_metric_based_read_io_count_t1)
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• Average WRITE ECT per IO:

(total_write_io_time_t2 - total_write_io_time_t1)/(total_time_metric_based_write_io_count_t2 -
total_time_metric_based_write_io_count_t1)

• Average READ DAL per IO:

(total_read_io_initiation_time_t2 -
total_read_io_initiation_time_t1)/(total_time_metric_based_read_io_count_t2 -
total_time_metric_based_read_io_count_t1)

• Average WRITE DAL per IO:

(total_write_io_initiation_time_t2 -
total_write_io_initiation_time_t1)/(total_time_metric_based_write_io_count_t2 -
total_time_metric_based_write_io_count_t1)

• Average Read IOs per second:

(total_read_io_count_t2 - total_read_io_count_t1)/(sampling_end_time - sampling_start_time)

• Average Write IOs per second:

(total_write_io_count_t2 - total_write_io_count_t1)/(sampling_end_time - sampling_start_time)

• Average Read IO Size:

total_read_io_bytes/total_read_io_count

• Average Write IO Size:

total_write_io_bytes/total_write_io_count

For more information on the supported flow metrics and metrics long name to short name mapping, see the
Flow Metrics, on page 1.
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