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     [bookmark: pgfId-1243074]Preface
      
      
 
     
 
 
     [bookmark: pgfId-1243075]This preface describes the audience, organization, and conventions of the High Availability and Redundancy Configuration Guide, Cisco DCNM for SAN. It also provides information on how to obtain related documentation.
 
     
      [bookmark: pgfId-1208099]Audience
 
      [bookmark: pgfId-1208100]This guide is for experienced network administrators who are responsible for configuring and maintaining the Cisco MDS 9000 Family of multilayer directors and fabric switches.
 
    
 
     
      [bookmark: pgfId-1208101]Organization
 
      [bookmark: pgfId-1248734]This guide is organized as follows:
 
      [bookmark: pgfId-1248772]
 
      
       
       
         
         	 [bookmark: pgfId-1248746] Chapter 1 
  
         	 [bookmark: pgfId-1248751] High Availability Overview 
  
         	 [bookmark: pgfId-1248753]Provides an overview of high availability and redundancy features.
  
        
 
         
         	 [bookmark: pgfId-1248758] Chapter 2 
  
         	 [bookmark: pgfId-1248763] Configuring High Availability 
  
         	 [bookmark: pgfId-1248765]Describes how to configure the high availability feature, including switchover processes.
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-1248766]Document Conventions
 
      [bookmark: pgfId-1208858]Command descriptions use these conventions: 
 
      
       
       
         
         	 [bookmark: pgfId-1208843] boldface font 
  
         	 [bookmark: pgfId-1208845]Commands and keywords are in boldface.
  
        
 
         
         	 [bookmark: pgfId-1208847] italic font 
  
         	 [bookmark: pgfId-1208849]Arguments for which you supply values are in italics.
  
        
 
         
         	 [bookmark: pgfId-1208851] [ ] 
  
         	 [bookmark: pgfId-1208853]Elements in square brackets are optional.
  
        
 
         
         	 [bookmark: pgfId-1208855] [ x | y | z ] 
  
         	 [bookmark: pgfId-1208857]Optional alternative keywords are grouped in brackets and separated by vertical bars.
  
        
 
       
      
 
     
 
      [bookmark: pgfId-1208884]Screen examples use these conventions: 
 
      
       
       
         
         	 [bookmark: pgfId-1208861] screen font 
  
         	 [bookmark: pgfId-1208863]Terminal sessions and information the switch displays are in screen font.
  
        
 
         
         	 [bookmark: pgfId-1208865] boldface screen font 
  
         	 [bookmark: pgfId-1208867]Information you must enter is in boldface screen font.
  
        
 
         
         	 [bookmark: pgfId-1208869] italic screen font 
  
         	 [bookmark: pgfId-1208871]Arguments for which you supply values are in italic screen font.
  
        
 
         
         	 [bookmark: pgfId-1208873] < > 
  
         	 [bookmark: pgfId-1208875]Nonprinting characters, such as passwords, are in angle brackets.
  
        
 
         
         	 [bookmark: pgfId-1208877] [ ] 
  
         	 [bookmark: pgfId-1208879]Default responses to system prompts are in square brackets.
  
        
 
         
         	 [bookmark: pgfId-1208881] !, # 
  
         	 [bookmark: pgfId-1208883]An exclamation point (!) or a pound sign (#) at the beginning of a line of code indicates a comment line.
  
        
 
       
      
 
     
 
      [bookmark: pgfId-1208885]This document uses the following conventions:
 
      
       
     
 
     
 
     [bookmark: pgfId-1208886]Note Means reader take note. Notes contain helpful suggestions or references to material not covered in the manual.

      
      
 
     

     
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1208887]
      Caution Means 
      reader be careful. In this situation, you might do something that could result in equipment damage or loss of data.
       
       
 
      

     
 
    
 
     
      [bookmark: pgfId-1249158][bookmark: marker-1208888]Related Documentation
 
      [bookmark: pgfId-1249159]The documentation set for the Cisco MDS 9000 Family includes the following documents. To find a document online, use the Cisco MDS NX-OS Documentation Locator at:
 
      [bookmark: pgfId-1249160]http://www.cisco.com/en/US/docs/storage/san_switches/mds9000/roadmaps/doclocater.htm
 
      
       [bookmark: pgfId-1249161]Release Notes 
 
       
       	 [bookmark: pgfId-1249162] Cisco MDS 9000 Family Release Notes for Cisco MDS NX-OS Releases  
 
       	 [bookmark: pgfId-1249163] Cisco MDS 9000 Family Release Notes for MDS SAN-OS Releases 
 
       	 [bookmark: pgfId-1249164] Cisco MDS 9000 Family Release Notes for Cisco MDS 9000 EPLD Images 
 
       	 [bookmark: pgfId-1249165]Cisco DCNM Release Notes
 
      
 
     
 
      
       [bookmark: pgfId-1249166]Regulatory Compliance and Safety Information 
 
       
       	 [bookmark: pgfId-1249167]Regulatory Compliance and Safety Information for the Cisco MDS 9000 Family 
 
      
 
     
 
      
       [bookmark: pgfId-1249168]Compatibility Information 
 
       
       	 [bookmark: pgfId-1249169]Cisco Data Center Interoperability Support Matrix
 
       	 [bookmark: pgfId-1249170]Cisco MDS 9000 NX-OS Hardware and Software Compatibility Information and Feature Lists
 
       	 [bookmark: pgfId-1249171] Cisco MDS 9000  Family Switch-to-Switch Interoperability Configuration Guide 
 
      
 
     
 
      
       [bookmark: pgfId-1249172]Hardware Installation 
 
       
       	 [bookmark: pgfId-1249173]Cisco MDS 9500 Series Hardware Installation Guide 
 
       	 [bookmark: pgfId-1249174]Cisco MDS 9200 Series Hardware Installation Guide 
 
       	 [bookmark: pgfId-1249175] Cisco MDS 9100 Series Hardware Installation Guide 
 
       	 [bookmark: pgfId-1249176]Cisco MDS 9124 and Cisco MDS 9134 Multilayer Fabric Switch Quick Start Guide
 
      
 
     
 
      
       [bookmark: pgfId-1249177]Software Installation and Upgrade 
 
       
       	 [bookmark: pgfId-1249178]Cisco MDS 9000 NX-OS Software Upgrade and Downgrade Guide
 
      
 
     
 
      
       [bookmark: pgfId-1249179]Cisco NX-OS 
 
       
       	 [bookmark: pgfId-1249180]Cisco MDS 9000 Family NX-OS Licensing Guide
 
       	 [bookmark: pgfId-1249181]Cisco MDS 9000 Family NX-OS Fundamentals Configuration Guide
 
       	 [bookmark: pgfId-1249182]Cisco MDS 9000 Family NX-OS System Management Configuration Guide
 
       	 [bookmark: pgfId-1249183]Cisco MDS 9000 Family NX-OS Interfaces Configuration Guide
 
       	 [bookmark: pgfId-1249184]Cisco MDS 9000 Family NX-OS Fabric Configuration Guide
 
       	 [bookmark: pgfId-1249185]Cisco MDS 9000 Family NX-OS Quality of Service Configuration Guide
 
       	 [bookmark: pgfId-1249186]Cisco MDS 9000 Family NX-OS Security Configuration Guide
 
       	 [bookmark: pgfId-1249187]Cisco MDS 9000 Family NX-OS IP Services Configuration Guide
 
       	 [bookmark: pgfId-1249188] Cisco MDS 9000 Family NX-OS Intelligent Storage Services Configuration Guide 
 
       	 [bookmark: pgfId-1249189]Cisco MDS 9000 Family NX-OS High Availability and Redundancy Configuration Guide 
 
       	 [bookmark: pgfId-1249190] Cisco MDS 9000 Family NX-OS Inter-VSAN Routing Configuration Guide 
 
       	 [bookmark: pgfId-1249191]Cisco MDS 9000 Family Cookbook for Cisco MDS SAN-OS
 
      
 
     
 
      
       [bookmark: pgfId-1249192]Cisco DCNM-SAN
 
       
       	 [bookmark: pgfId-1249193]Cisco DCNM Fundamentals Guide, Release 6.x
 
       	 [bookmark: pgfId-1249194]System Management Configuration Guide, Cisco DCNM for SAN, Release 6.x 
 
       	 [bookmark: pgfId-1249195]Interfaces Configuration Guide, Cisco DCNM for SAN, Release 6.x 
 
       	 [bookmark: pgfId-1249196]Fabric Configuration Guide, Cisco DCNM for SAN, Release 6.x 
 
       	 [bookmark: pgfId-1249197]Quality of Service Configuration Guide, Cisco DCNM for SAN, Release 6.x 
 
       	 [bookmark: pgfId-1249198]Security Configuration Guide, Cisco DCNM for SAN, Release 6.x 
 
       	 [bookmark: pgfId-1249199]IP Services Configuration Guide, Cisco DCNM for SAN, Release 6.x
 
       	 [bookmark: pgfId-1249200]Intelligent Storage Services Configuration Guide, Cisco DCNM for SAN, Release 6.x 
 
       	 [bookmark: pgfId-1249201]High Availability and Redundancy Configuration Guide, Cisco DCNM for SAN, Release 6.x 
 
       	 [bookmark: pgfId-1249202]Inter-VSAN Routing Configuration Guide, Cisco DCNM for SAN, Release 6.x 
 
       	 [bookmark: pgfId-1249203]SMI-S and Web Services Programming Guide, Cisco DCNM for SAN, Release 6.x 
 
      
 
     
 
      
       [bookmark: pgfId-1249405]Cisco DCNM
 
       [bookmark: pgfId-1249406]The following publications support both Cisco DCNM for LAN and DCNM for SAN, and address the new licensing model, the new installation process, and the new features of Cisco DCNM:
 
       
       	 [bookmark: pgfId-1249407]Cisco DCNM Fundamentals Guide, Release 6.x
 
       	 [bookmark: pgfId-1249400]Cisco DCNM Installation Guide, Release 6.x
 
      
 
     
 
      
       [bookmark: pgfId-1249204]Command-Line Interface 
 
       
       	 [bookmark: pgfId-1249205]Cisco MDS 9000 Family Command Reference 
 
      
 
     
 
      
       [bookmark: pgfId-1249206]Intelligent Storage Networking Services Configuration Guides 
 
       
       	 [bookmark: pgfId-1249207]Cisco MDS 9000 Family I/O Acceleration Configuration Guide
 
       	 [bookmark: pgfId-1249208]Cisco MDS 9000 Family SANTap Deployment Guide 
 
       	 [bookmark: pgfId-1249209]Cisco MDS 9000 Family Data Mobility Manager Configuration Guide 
 
       	 [bookmark: pgfId-1249210]Cisco MDS 9000 Family Storage Media Encryption Configuration Guide 
 
      
 
     
 
      
       [bookmark: pgfId-1249211]Troubleshooting and Reference 
 
       
       	 [bookmark: pgfId-1249212]Cisco MDS 9000 Family and Nexus 7000 Series System Messages Reference
 
       	 [bookmark: pgfId-1249213]Cisco MDS 9000 Family SAN-OS Troubleshooting Guide 
 
       	 [bookmark: pgfId-1249214]Cisco MDS 9000 Family NX-OS MIB Quick Reference 
 
       	 [bookmark: pgfId-1249215]Cisco DCNM for SAN Database Schema Reference
 
      
 
     
 
    
 
     
      [bookmark: pgfId-1249226]Obtaining Documentation and Submitting a Service Request
 
      [bookmark: pgfId-1249227]For information on obtaining documentation, submitting a service request, and gathering additional information, see the monthly  What’s New in Cisco Product Documentation , which also lists all new and revised Cisco technical documentation, at:
 
      [bookmark: pgfId-1249229] http://www.cisco.com/en/US/docs/general/whatsnew/whatsnew.html 
 
      
      	 [bookmark: pgfId-1249230]Subscribe to the  What’s New in Cisco Product Documentation  as a Really Simple Syndication (RSS) feed and set content to be delivered directly to your desktop using a reader application. The RSS feeds are a free service and Cisco currently supports RSS version 2.0.
 
     
 
    
 
   
 
  
 
  
   
   
   
    
     [bookmark: pgfId-1051702][bookmark: 34679]High Availability Overview
      
      
 
     
 
 
     [bookmark: pgfId-1052903]You can configure the high availability (HA) software framework and redundancy features using Cisco DCNM for SAN. These features include application restartability and nondisruptive supervisor switchability. Cisco high availability is a technology delivered in Cisco NX-OS software that enables network-wide resilience to increase IP network availability. 
 
     [bookmark: pgfId-1052942][bookmark: 93459]The Cisco MDS 9500 Series of multilayer directors and switches support application restartability and nondisruptive supervisor switchability. The switches are protected from system failure by redundant hardware components and a high availability software framework.
 
     [bookmark: pgfId-1052973]The high availability (HA) software framework enables the following features:
 
     
     	 [bookmark: pgfId-1052974]Ensures nondisruptive software upgrade capability. 
 
     	 [bookmark: pgfId-1052985]Provides redundancy for supervisor module failure by using dual supervisor modules.
 
     	 [bookmark: pgfId-1052976]Performs nondisruptive restarts of a failed process on the same supervisor module. A service running on the supervisor modules and on the switching module tracks the HA policy defined in the configuration and takes action based on this policy. This feature is also available in switches in the Cisco MDS 9200 Series and the Cisco MDS 9100 Series.
 
     	 [bookmark: pgfId-1052977]Protects against link failure using the PortChannel (port aggregation) feature. This feature is also available in switches in the Cisco MDS 9200 Series and in the Cisco MDS 9100 Series. 
 
     	 [bookmark: pgfId-1052991]Provides management redundancy using the Virtual Router Redundancy Protocol (VRRP). This feature is also available in switches in the Cisco MDS 9200 Series and in the Cisco MDS 9100 Series.
 
     	 [bookmark: pgfId-1052993]Provides switchovers if the active supervisor fails. The standby supervisor, if present, takes over without disrupting storage or host traffic.
 
    
 
     [bookmark: pgfId-1053137]Directors in the Cisco MDS 9500 Series have two supervisor modules (Supervisor-1 and Supervisor-2) in slots 5 and 6 (Cisco MDS 9509 and 9506 Switches) or slots 7 and 8 (Cisco MDS 9513 Switch). When the switch powers up and both supervisor modules are present, the supervisor module that comes up first enters the active mode, and the [bookmark: marker-1053138]supervisor module that comes up second enters the standby mode. If both supervisor modules come up at the same time, Supervisor-1 becomes active. The [bookmark: marker-1053139]standby supervisor module constantly monitors the active supervisor module. If the active supervisor module fails, the standby supervisor module takes over without any impact to user traffic.
 
     
      
    
 
    
 
    [bookmark: pgfId-1053140]Note For high availability, you need to connect the Ethernet port for both active and standby supervisors to the same network or virtual LAN. The active supervisor owns the one IP address used by these Ethernet connections. On a switchover, the newly activated supervisor takes over this IP address.

     
     
 
    

    
 
     [bookmark: pgfId-1053001]For information on configuring high availability, see Chapter 2, “Configuring High Availability.”
 
   
 
  
 
  
   
   
   
    
     [bookmark: pgfId-1123009][bookmark: 15181]Configuring High Availability
      
      
 
     
 
 
     [bookmark: pgfId-1123028]This chapter describes how to configure high availability, and describes the switchover processes.
 
     [bookmark: pgfId-1123056]This chapter includes the following sections:
 
     
     	 [bookmark: pgfId-1096624]About High Availability
 
     	 [bookmark: pgfId-1123636]Switchover Processes
 
    
 
   
 
    
     [bookmark: pgfId-1068317][bookmark: 24391]About High [bookmark: marker-1069796]Availability
 
     [bookmark: pgfId-1123193]Process restartability provides the [bookmark: marker-1124695]high availability functionality in Cisco MDS 9000 Family switches. This process ensures that process-level failures do not cause system-level failures. It also restarts the failed processes automatically. This process is able to restore its state prior to the failure and continues executing from the failure point going forward.
 
     [bookmark: pgfId-1124711]An HA switchover has the following characteristics:
 
     
     	 [bookmark: pgfId-1123194]It is stateful (nondisruptive) because control traffic is not impacted.
 
     	 [bookmark: pgfId-1123195]It does not disrupt data traffic because the switching modules are not impacted.
 
     	 [bookmark: pgfId-1123196]Switching modules are not reset.
 
    
 
   
 
    
     [bookmark: pgfId-1096691][bookmark: 67970][bookmark: 81092]Switchover [bookmark: marker-1096690]Processes
 
     [bookmark: pgfId-1096692]Switchovers occur by one of the following two processes:
 
     
     	 [bookmark: pgfId-1096693]The active supervisor module fails and the standby supervisor module automatically takes over. 
 
     	 [bookmark: pgfId-1096694]You manually initiate a switchover from an active supervisor module to a standby supervisor module.
 
    
 
     [bookmark: pgfId-1096695]Once a switchover process has started another switchover process cannot be started on the same switch until a stable standby supervisor module is available.
 
     
      
    
 
    
 
    
     [bookmark: pgfId-1096696]
     Caution If the standby supervisor module is not in a stable state (ha-standby), a switchover is not performed.
      
      
 
     

    
 
     [bookmark: pgfId-1124743]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1124773]Synchronizing Supervisor Modules
 
     	 [bookmark: pgfId-1124832]Manual Switchover Guidelines
 
     	 [bookmark: pgfId-1124877]Manually Initiating a Switchover
 
    
 
     
      [bookmark: pgfId-1123325][bookmark: 39038]Synchronizing [bookmark: marker-1123324]Supervisor Modules
 
      [bookmark: pgfId-1123326]The running image is automatically synchronized in the standby supervisor module by the active supervisor module. The [bookmark: marker-1123327]boot variables are synchronized during this process.
 
      [bookmark: pgfId-1123492]The [bookmark: marker-1123328]standby supervisor module automatically [bookmark: marker-1123329]synchronizes its image with the running image on the active supervisor module. 
 
      
       
     
 
     
 
     [bookmark: pgfId-1123518]Note The image a supervisor module is booted up from cannot be deleted from bootflash. This is to ensure that the new standby supervisor module ia able to synchronize during the process.

      
      
 
     

     
 
    
 
     
      [bookmark: pgfId-1123259][bookmark: 70253]Manual Switchover [bookmark: marker-1123258]Guidelines
 
      [bookmark: pgfId-1123260]Be aware of the following guidelines when performing a manual switchover:
 
      
      	 [bookmark: pgfId-1123261]When you manually initiate a switchover, system messages indicate the presence of two supervisor modules.
 
      	 [bookmark: pgfId-1123262]A switchover can only be performed when two supervisor modules are functioning in the switch.
 
      	 [bookmark: pgfId-1123263]The modules in the chassis are functioning as designed.
 
     
 
    
 
     
      [bookmark: pgfId-1065359][bookmark: 28694]Manually Initiating a [bookmark: marker-1069876]Switchover
 
      [bookmark: pgfId-1096712]To manually initiate a switchover from an active supervisor module to a standby [bookmark: marker-1096711]supervisor module, use the active supervisor module using Device Manager. After you enter this command, another switchover process cannot be started on the same switch until a stable standby supervisor module is available.
 
      [bookmark: pgfId-1124399]To perform a switchover using Device Manager, follow these steps:
 
     
 
      [bookmark: pgfId-1124400] Step 1[image: ] Ensure that an HA switchover is possible by selecting Physical > Modules to verify the presence of multiple modules. 
 
      [bookmark: pgfId-1124404]You see the screen shown in Figure 2-1.
 
      [bookmark: pgfId-1124406]Figure 2-1 [bookmark: 97331]Modules Screen Shows Current Supervisor 
 
      [bookmark: pgfId-1124410]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1124411]Step 2[image: ] In the main Device Manager screen, select  Admin >  Reset Switch .
 
      [bookmark: pgfId-1124412]Figure 2-2 Reset Switch Dialog Box
 
      [bookmark: pgfId-1124416]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1124417]Step 3[image: ] Click  Switch to Standby .
 
      [bookmark: pgfId-1124418]

      
      
 
     
 
     
 
      [bookmark: pgfId-1096895][bookmark: 92491][bookmark: 60915]The following conditions identify when [bookmark: marker-1096894]automatic synchronization is possible:
 
      
      	 [bookmark: pgfId-1096896]If the internal state of one supervisor module is Active with HA standby and the other supervisor module is HA standby, the switch is operationally HA and can do automatic synchronization.
 
      	 [bookmark: pgfId-1096897]If the internal state of one of the supervisor modules is none, the switch cannot do automatic synchronization.
 
     
 
      [bookmark: pgfId-1096902] Table 2-1  lists the possible values for the[bookmark: marker-1096901] redundancy states.
 
      [bookmark: pgfId-1096948]
 
      
       
        
         [bookmark: pgfId-1096909]Table 2-1 [bookmark: 93154]Redundancy States 
 
        
       
         
         	
           
           [bookmark: pgfId-1096913]State
          
  
         	
           
           [bookmark: pgfId-1096915]Description
          
  
        
 
         
         	 [bookmark: pgfId-1096917]Not present
  
         	 [bookmark: pgfId-1096919]The supervisor module is not present or is not plugged into the chassis.
  
        
 
         
         	 [bookmark: pgfId-1096921]Initializing
  
         	 [bookmark: pgfId-1096923]The diagnostics have passed and the configuration is being downloaded. 
  
        
 
         
         	 [bookmark: pgfId-1096925]Active
  
         	 [bookmark: pgfId-1096927]The active supervisor module and the switch is ready to be configured.
  
        
 
         
         	 [bookmark: pgfId-1096929]Standby
  
         	 [bookmark: pgfId-1096931]A switchover is possible.
  
        
 
         
         	 [bookmark: pgfId-1096933]Failed
  
         	 [bookmark: pgfId-1096935]The switch detects a supervisor module failure on initialization and automatically attempts to power-cycle the module three (3) times. After the third attempt it continues to display a failed state.
 
           
            
          
 
          
 [bookmark: pgfId-1123561]Note You should try to initialize the supervisor module until it comes up as HA-standby. This state is a temporary state.

           
           
 
          

  
        
 
         
         	 [bookmark: pgfId-1096937]Offline
  
         	 [bookmark: pgfId-1096939]The supervisor module is intentionally shut down for debugging purposes. 
  
        
 
         
         	 [bookmark: pgfId-1096941]At BIOS
  
         	 [bookmark: pgfId-1096943]The switch has established connection with the supervisor and the supervisor module is performing diagnostics.
  
        
 
         
         	 [bookmark: pgfId-1096945]Unknown
  
         	 [bookmark: pgfId-1096947]The switch is in an invalid state. If it persists, call TAC.
  
        
 
       
      
 
     
 
      [bookmark: pgfId-1096953] Table 2-2  lists the possible values for the [bookmark: marker-1096952]supervisor module states.
 
      [bookmark: pgfId-1096958]
 
      
       
        
         [bookmark: pgfId-1068484]Table 2-2 [bookmark: 89626]Supervisor States 
 
        
       
         
         	
           
           [bookmark: pgfId-1068488]State
          
  
         	
           
           [bookmark: pgfId-1068490]Description
          
  
        
 
         
         	 [bookmark: pgfId-1068492]Active
  
         	 [bookmark: pgfId-1068495]The active supervisor module in the switch is ready to be configured.
  
        
 
         
         	 [bookmark: pgfId-1068497]HA standby
  
         	 [bookmark: pgfId-1068500]A switchover is possible.
  
        
 
         
         	 [bookmark: pgfId-1068502]Offline
  
         	 [bookmark: pgfId-1068504]The switch is intentionally shut down for debugging purposes. 
  
        
 
         
         	 [bookmark: pgfId-1068506]Unknown
  
         	 [bookmark: pgfId-1068508]The switch is in an invalid state and requires a support call to TAC.
  
        
 
       
      
 
     
 
      [bookmark: pgfId-1068513] Table 2-3  lists the possible values for the [bookmark: marker-1070030]internal redundancy states.
 
      [bookmark: pgfId-1096963]
 
      
       
        
         [bookmark: pgfId-1068521]Table 2-3 [bookmark: 79797]Internal States 
 
        
       
         
         	
           
           [bookmark: pgfId-1068525]State
          
  
         	
           
           [bookmark: pgfId-1068527]Description
          
  
        
 
         
         	 [bookmark: pgfId-1068529]HA standby
  
         	 [bookmark: pgfId-1068533]The HA switchover mechanism in the standby [bookmark: marker-1068532]supervisor module is enabled (see the “Synchronizing Supervisor Modules” section). 
  
        
 
         
         	 [bookmark: pgfId-1068538]Active with no standby
  
         	 [bookmark: pgfId-1068541]A switchover is not possible.
  
        
 
         
         	 [bookmark: pgfId-1068543]Active with HA standby
  
         	 [bookmark: pgfId-1068546]The active supervisor module in the switch is ready to be configured. The standby module is in the HA-standby state.
  
        
 
         
         	 [bookmark: pgfId-1068548]Shutting down
  
         	 [bookmark: pgfId-1068550]The switch is being shut down.
  
        
 
         
         	 [bookmark: pgfId-1068552]HA switchover in progress
  
         	 [bookmark: pgfId-1068554]The switch is in the process of changing over to the HA switchover mechanism.
  
        
 
         
         	 [bookmark: pgfId-1068556]Offline
  
         	 [bookmark: pgfId-1068558]The switch is intentionally shut down for debugging purposes. 
  
        
 
         
         	 [bookmark: pgfId-1068560]HA synchronization in progress
  
         	 [bookmark: pgfId-1068562]The standby supervisor module is in the process of synchronizing its state with the active supervisor modules.
  
        
 
         
         	 [bookmark: pgfId-1068564]Standby (failed)
  
         	 [bookmark: pgfId-1068566]The standby supervisor module is not functioning.
  
        
 
         
         	 [bookmark: pgfId-1068568]Active with failed standby
  
         	 [bookmark: pgfId-1068571]The active supervisor module and the second supervisor module is present but is not functioning. 
  
        
 
         
         	 [bookmark: pgfId-1068573]Other
  
         	 [bookmark: pgfId-1068575]The switch is in a transient state. If it persists, call TAC.
  
        
 
       
      
 
     
 
    
 
   
 
  
 
  
   
   
   
    
     [bookmark: pgfId-1004346][bookmark: 11]New and Changed Information
      
      
 
     
 
 
     [bookmark: pgfId-1004738]As of Cisco DCNM Release 5.2, Cisco Fabric Manager and Cisco Data Center Network Manager for LAN are merged into one unified product called Cisco Data Center Network Manager (DCNM) that can manage both LAN and SAN environments. As a part of this product merger, the name Cisco DCNM for SAN replaces the name Cisco Fabric Manager. 
 
     [bookmark: pgfId-1004739]The following documentation changes support the merged Cisco DCNM product:
 
     
     	 [bookmark: pgfId-1004740]Cisco DCNM product documentation for Cisco DCNM Release 5.2 is retitled with the name Cisco DCNM for LAN.
 
     	 [bookmark: pgfId-1004741]Cisco Fabric Manager product documentation for Cisco DCNM Release 5.2 is retitled with the name Cisco DCNM for SAN. 
 
     	 [bookmark: pgfId-1004742]Cisco DCNM for SAN product documentation is now published to the Data Center Network Manager listing page on Cisco.com: http://www.cisco.com/en/US/products/ps9369/tsd_products_support_configure.html
 
    
 
     [bookmark: pgfId-1004743]This URL is also the listing page for Cisco DCNM for LAN product documentation.
 
     
     	 [bookmark: pgfId-1004744]Cisco Fabric Manager documentation for software releases earlier than Cisco DCNM Release 5.2, retains the name Cisco Fabric Manager and remains available at its current Cisco.com listing page:
 http://www.cisco.com/en/US/products/ps10495/tsd_products_support_configure.html
 
    
 
     [bookmark: pgfId-1004745]You should continue to use the Cisco Fabric Manager documentation if you are using a release of Cisco Fabric Manager software that is earlier than Cisco DCNM Release 5.2.
 
     
     	 [bookmark: pgfId-1004746]The name DCNM-SAN is used in place of Cisco DCNM for SAN in the user interface of Cisco Data Center Network Manager; likewise, the name DCNM-LAN is used in place of Cisco DCNM for LAN in the user interface. To match the user interface, the product documentation also uses the names DCNM-SAN and DCNM-LAN.
 
     	 [bookmark: pgfId-1004747]The following new publications support both Cisco DCNM for LAN and DCNM for SAN, and address the new licensing model, the new installation process, and the new features of Cisco DCNM:
 
    
 
     [bookmark: pgfId-1004748]–[image: ]  Cisco DCNM Installation and Licensing Guide 
 
     [bookmark: pgfId-1004749]–[image: ] Cisco DCNM Release Notes 
 
     [bookmark: pgfId-1004750]For a complete list of Cisco DCNM documentation, see the “Related Documentation” section in the Preface. 
 
     [bookmark: pgfId-1004814]As of Cisco MDS NX-OS Release 4.2(1), software configuration information is available in new feature-specific configuration guides for the following information:
 
     
     	 [bookmark: pgfId-1004815]System management
 
     	 [bookmark: pgfId-1004816]Interfaces
 
     	 [bookmark: pgfId-1004817]Fabric
 
     	 [bookmark: pgfId-1004818]Quality of service
 
     	 [bookmark: pgfId-1004819]Security
 
     	 [bookmark: pgfId-1004820]IP services
 
     	 [bookmark: pgfId-1004821]High availability and redundancy
 
    
 
     [bookmark: pgfId-1004822]The information in these new guides previously existed in the  Cisco MDS 9000 Family CLI Configuration Guide and in the Cisco MDS 9000 Family Fabric Manager Configuration Guide . Those configuration guides remain available on Cisco.com and should be used for all software releases prior to MDS NX-OS Release 4.2(1). Each guide addresses the features introduced in or available in a particular release. Select and view the configuration guide that pertains to the software installed in your switch. 
 
     [bookmark: pgfId-1004823]Some information from the  Cisco MDS 9000 Family CLI Configuration Guide and the Cisco MDS 9000 Family Fabric Manager Configuration Guide now appears in the following guides that are common among products that run the Nexus operating system: 
 
     
     	 [bookmark: pgfId-1004824] Cisco NX-OS Family Licensing Guide – Explains the licensing model and describes the feature licenses.
 
     	 [bookmark: pgfId-1004825] Cisco NX-OS Fundamentals Configuration Guide – Describes the switch setup utility and includes general CLI, file system, and configuration information.
 
    
 
     [bookmark: pgfId-1004826]For a complete list of document titles, see the list of Related Documentation in the “Preface.”
 
     [bookmark: pgfId-1004827]To find additional information about Cisco MDS NX-OS Release 4.2(x), see the  Cisco MDS 9000 Family Release Notes  available at the following Cisco Systems website: 
 
     [bookmark: pgfId-1004829] http://www.cisco.com/en/US/products/ps5989/prod_release_notes_list.htm 
 
     [bookmark: pgfId-1004687]About this Guide
 
     [bookmark: pgfId-1004688]The information in the new  High Availability and Redundancy Configuration Guide, Cisco DCNM for SAN  previously existed in Part 2: Installation and Switch Management of the  Cisco MDS 9000 Family Fabric Manager Configuration Guide. 
 
     [bookmark: pgfId-1004689]There are no new or changed DCNM for SAN features for high availability and redundancy in MDS NX-OS Release 5.2(1).
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