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Overview

This document describes how to configure multicast routing on the Cisco Industrial Ethernet 2000U 
Series Switches, hereafter referred to as IE 2000U or switch. 

IP multicast is a bandwidth-conserving technology that reduces traffic by delivering a single stream of 
information simultaneously to potentially thousands of devices, such as meters, in the connected grid 
network. Groups of meters might need to be addressed simultaneously using multicast, for example, to 
send software upgrades to all meters using multicast requests or to send multicast queries for meter 
readings of various subsets of the meters.

This chapter provides an overview of the following multicast routing features:

• IP Multicast Routing, page 1-1

• IGMP Snooping and MVR, page 1-2

• IPv6 MLD Snooping, page 1-2

• MSDP, page 1-3

IP Multicast Routing
IP multicast routing enables a host (source) to send packets to a group of hosts (receivers) anywhere 
within the IP network by using a special form of IP address called the IP multicast group address. The 
sending host inserts the multicast group address into the IP destination address field of the packet, and 
IP multicast routers and multilayer switches forward incoming IP multicast packets out all interfaces that 
lead to members of the multicast group. Any host, regardless of whether it is a member of a group, can 
send to a group. However, only the members of a group receive the message.

The switch supports these protocols to implement IP multicast routing: 

• Internet Group Management Protocol (IGMP) is used among hosts on a LAN and the routers (and 
multilayer switches) on that LAN to track the multicast groups of which hosts are members.

• Protocol-Independent Multicast (PIM) protocol is used among routers and multilayer switches to 
track which multicast packets to forward to each other and to their directly connected LANs. 

Related Topics

Chapter 2, “Configuring IP Multicast Routing”
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IGMP Snooping and MVR
Layer 2 switches can use Internet Group Management Protocol (IGMP) snooping to constrain the 
flooding of multicast traffic by dynamically configuring Layer 2 interfaces so that multicast traffic is 
forwarded to only those interfaces associated with IP multicast devices. As the name implies, IGMP 
snooping requires the LAN switch to snoop on the IGMP transmissions between the host and the router 
and to keep track of multicast groups and member ports. When the switch receives an IGMP report from 
a host for a particular multicast group, the switch adds the host port number to the forwarding table entry; 
when it receives an IGMP Leave Group message from a host, it removes the host port from the table 
entry. It also periodically deletes entries if it does not receive IGMP membership reports from the 
multicast clients.

Multicast VLAN Registration (MVR), an application of local IGMP snooping, allows a subscriber on a 
port to subscribe and unsubscribe to a multicast stream on the network-wide multicast VLAN. It allows 
the single multicast VLAN to be shared in the network while subscribers remain in separate VLANs. 
MVR provides the ability to continuously send multicast streams in the multicast VLAN, but to isolate 
the streams from the subscriber VLANs for bandwidth and security reasons.

Related Topics

Chapter 3, “Configuring IGMP Snooping and MVR”

IPv6 MLD Snooping
Multicast Listener Discovery (MLD) snooping enables efficient distribution of IP version 6 (IPv6) 
multicast data to clients and routers in a switched network. In IP version 4 (IPv4), Layer 2 switches can 
use IGMP snooping to limit the flooding of multicast traffic by dynamically configuring Layer 2 
interfaces so that multicast traffic is forwarded to only those interfaces associated with IP multicast 
devices. In IPv6, MLD snooping performs a similar function. With MLD snooping, IPv6 multicast data 
is selectively forwarded to a list of ports that want to receive the data, instead of being flooded to all 
ports in a VLAN. This list is constructed by snooping IPv6 multicast control packets.

MLD is a protocol used by IPv6 multicast routers to discover the presence of multicast listeners (nodes 
wishing to receive IPv6 multicast packets) on its directly attached links and to discover which multicast 
packets are of interest to neighboring nodes. MLD is derived from IGMP; MLD version 1 (MLDv1) is 
equivalent to IGMPv2 and MLD version 2 (MLDv2) is equivalent to IGMPv3. MLD is a subprotocol of 
Internet Control Message Protocol version 6 (ICMPv6), and MLD messages are a subset of ICMPv6 
messages, identified in IPv6 packets by a preceding Next Header value of 58. 

The switch supports two versions of MLD snooping:

• MLDv1 snooping detects MLDv1 control packets and sets up traffic bridging based on IPv6 
destination multicast addresses. 

• MLDv2 basic snooping (MBSS) uses MLDv2 control packets to set up traffic forwarding based on 
IPv6 destination multicast addresses.

Related Topics

Chapter 4, “Configuring IPv6 MLD Snooping”
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MSDP
Multicast Source Discovery Protocol (MSDP) connects multiple Protocol-Independent Multicast 
sparse-mode (PIM-SM) domains.

MSDP is not fully supported in this software release because of a lack of support for Multicast Border 
Gateway Protocol (MBGP), which works closely with MSDP. However, it is possible to create default 
peers that MSDP can operate with if MBGP is not running.

MSDP allows multicast sources for a group to be known to all rendezvous points (RPs) in different 
domains. Each PIM-SM domain uses its own RPs and does not depend on RPs in other domains. An RP 
runs MSDP over the Transmission Control Protocol (TCP) to discover multicast sources in other 
domains. 

An RP in a PIM-SM domain has an MSDP peering relationship with MSDP-enabled devices in another 
domain. The peering relationship occurs over a TCP connection, primarily exchanging a list of sources 
sending to multicast groups. The TCP connections between RPs are achieved by the underlying routing 
system. The receiving RP uses the source lists to establish a source path.

The purpose of this topology is to have domains discover multicast sources in other domains. If the 
multicast sources are of interest to a domain that has receivers, multicast data is delivered over the 
normal, source-tree building mechanism in PIM-SM. MSDP is also used to announce sources sending 
to a group. These announcements must originate at the domain’s RP.

Related Topics

Chapter 5, “Configuring MSDP”
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