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CHAPTER 1

Get Started with Cisco Secure Workload

Today’s networks include applications running in a hybrid multicloud environment that uses bare metal,
virtualization, and cloud-based and container-based workloads. The key challenge in such an environment is
improving application and data security without compromising on agility. Cisco Secure Workload provides
comprehensive workload protection by bringing security closer to applications and tailoring the security
posture that is based on the application behavior. Secure Workload achieves this tailoring by using advanced
machine learning and behavior analysis techniques. It provides a ready-to-use solution to support the following
security use cases:

* Implement a zero-trust model with microsegmentation policies that allow only traffic that is required for
business purposes.

* Identify anomalies on workloads using behavioral baselining and analysis.
* Detect Common Vulnerabilities and Exposures in the software packages that are installed on the servers.

* Recommend quarantining of servers if vulnerabilities persist after enforcing policies and blocking
communication.

Workloads and IP Addresses in Secure Workload

In Cisco Secure Workload, a workload is an IP address; hosts that have software agents that are installed are
called workloads and hosts that do not have an agent that is installed on them are called IP addresses.

\}

Note To view the End User License Agreement and Supplemental End User License Agreement for your product,
see End User License Agreement and Supplemental End User License Agreements.

* Supported Web Browsers, on page 1
* Quick Start Wizard, on page 2
* Get Started with Segmentation and Microsegmentation, on page 2

Supported Web Browsers

Secure Workload supports the following web browsers:

* Google Chrome

* Microsoft Edge
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B ouick Start Wizard

Quick Start Wizard

An optional wizard can guide you through creating the first branch of your scope tree, which is a first step
toward generating and enforcing policies for an application you choose. The wizard introduces the concepts
and benefits of labels and scopes.

The following user roles can access the wizard:

* Site administrator
* Technical support

* Root scope owner

To access the wizard, do any one of the following:

» Sign in to Cisco Secure Workload.
* Click the link in the blue banner. The blue banner appears at the top of all pages.

» Choose Overview from the main menu.

\)

Note  You cannot access the wizard if scopes are already defined in Organize > Scopes and Inventory. Delete the
existing scopes to access the wizard.

Get Started with Segmentation and Microsegmentation

Use the high-level procedures given here to set up segmentation and microsegmentation policies using Secure
Workload.

General Process for Implementing Microsegmentation

The intent of segmentation and microsegmentation is to allow only the traffic that is required for business
purposes and to block all other traffic.

Procedure

Step 1 Ensure that Secure Workload supports the platforms and versions that your workloads are running on, and
the systems that provide essential information to your policies. See Secure Workload Compatibility Matrix.

Step 2 Install agents on workloads.

Agents gather flow data and other information that is required that is for Secure Workload to group workloads
and determine appropriate policies. The agents also enforce approved policies. For more information, including
links to lists of supported platforms and requirements, see Deploy Software Agents.

Step 3 Gather or upload labels that describe your workloads.
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Step 4

Step 5

Step 6

Step 7

General Process for Inplementing Microsegmentation .

Labels let you easily understand the purpose of each workload and provide other key information about each
workload.

You need this information to group workloads, apply appropriate policies, and understand the policies that
Secure Workload suggests. Labels are the foundation of maintaining groups that simplify policy management.
For more information, see Workload Labels and Importing Custom Labels, on page 340.

Create a scope tree based on your workload labels.

The logical groups of workloads that labels help you create are called scopes, and a well-chosen set of labels
helps you create a hierarchical map of your network called a scope tree. This hierarchical view of the workloads
on your network is key to efficiently creating and maintaining policies. The hierarchical view enables you to
create a policy once and apply it automatically to every workload on that branch of the tree. The view also
lets you delegate responsibility for certain applications (or parts of your network) to people who have the
expertise needed to determine the correct policies for those workloads.

You can query workloads and group them into scopes based on their labels. For example, you can create a
scope called Email-app that includes all of the workloads that have the labels Application = Email-app and
Environment = Production. You can create a parent scope for the Application = Email-app scope by using
the query Environment = Production. The Production scope includes the production Email-app and all other
workloads labeled with Environment = Production.

For more information, see Scopes and Inventory.

If you have not yet created any scopes, you can use the Quick Start wizard to create a scope tree. For more
information, see Quick Start Wizard, on page 2.

Create a workspace for each scope for which you want to create policies.

The workspace is where you manage policies for the workloads in that scope. For more information, see Use
Workspaces to Manage Policies.

Manually create policies that apply across your network.

For example, you might want to allow access from all internal workloads to your NTP server, and deny all
external traffic, or deny access from all non-internal hosts unless explicitly permitted. Policies can be absolute,
meaning that they cannot be overridden by more specific policies, or default, where they can be overridden
by more specific policies.

For more information, see Manually Create Policies, on page 428.

Secure Workload has policy templates that make policy creation easier. For more information, see Policy
Templates, on page 432.

You can enforce manually created policies without waiting for the policies to be discovered. For more
information, see Enforce Policies, on page 538.

Automatically discover policies based on existing traffic patterns.

Secure Workload analyzes traffic between workloads, groups workloads based on their behavior, and suggests
a set of policies that are intended to allow the traffic that your organization needs, so you can block all other
traffic.

Analysis of more data flow over a longer time period leads to more accurate policy suggestions.
You can discover policies iteratively. (There is more information about this later in this procedure.)

a. Discover policies for a branch of your scope tree.

Cisco Secure Workload User Guide Saa$S, Release 3.9 .



Get Started with Cisco Secure Workload |

. General Process for Inplementing Microsegmentation

Step 8

Step 9

Step 10

If you are just getting started, you can have temporary set of policies in place and provide protection
against future threats.

b. Discover policies for single scopes.
Typically, you will do this for scopes at or near the bottom of your scope tree. These scopes usually include

workloads for a single application.

For more information, see Discover Policies Automatically and Discover Policies for One Scope or for a
Branch of the Scope Tree, on page 439.

Review and analyze your policies.

Examine your policies carefully to ensure that they have the effects you expect and that there are no unintended
side effects.

Work with subject-matter experts and application owners in your organization to understand the needs of the
organization and the appropriateness of suggested policies.

a) Review the policies and clusters that Secure Workload has suggested.

(Clusters are groups of workloads within a scope that are closely related and may warrant policies that
are more tailored than policies targeted at the entire scope. For more information, see Grouping Workloads:
Clusters and Inventory Filters, on page 487.)

For more information, see Review Automatically Discovered Policies, on page 520.

b) Analyze your policies to see how they affect actual traffic on your network.

Use policy analysis and other tools in Secure Workload to confirm that your policies allow the traffic
your organization needs in order to conduct business. For more information, see Live Policy Analysis and
Policy Visual Representation, on page 523.

As you analyze the results of your policies, keep the following points in mind:

* Policies in workspaces for higher scopes of a branch might affect the workloads of lower scopes of
the branch. For more information, see Policy Inheritance and the Scope Tree, on page 426.

* Microsegmentation creates a miniature firewall around each workload. In order for a connection to
be successful, both consumer and provider of the transaction must have policies allowing the traffic.
If both workloads are not in the same scope, creating these policies may require extra steps. For more
information, see When Consumer and Provider Are in Different Scopes: Policy Options, on page
504.

Iteratively discover policies as needed.

More traffic flow produces more accurate policy suggestions. For example, for a monthly report even three
weeks worth of data may not capture all essential traffic. Continue to discover policies and review and analyze
new policy suggestions. Each discovery run suggests policies based on the current traffic flows.

You can also iteratively discover polices to capture changes in policy discovery settings and approved clusters.
For more information, see Iteratively Revise Policies, on page 464.

Before you re-run automatic policy discovery, ensure that you approve policies and clusters that you want to
retain.

Each time you re-discover policies, you must review and analyze them.

When you are ready, enforce policies.
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Set Up Microsegmentation for Workloads Running on Bare Metal or Virtual Machines .

After you have determined that the policies associated with a workspace (and hence, the associated scope)
are appropriate and will block unwanted traffic while not interrupting essential services, you can enforce those
policies.

You can iteratively enforce policies; for example, you might initially enforce just the manually created policies
in scopes near the top of your tree, then over time, enforce discovered policies in scopes lower in the tree.

For more information, see Enforce Policies, on page 538.

Set Up Microsegmentation for Workloads Running on Bare Metal or Virtual

Machines

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7
Step 8

Step 9

Procedure

Gather the IP addresses of workloads on your network.

For each workload, you will also want the application name, application owner, environment (production or
non-production), and other information such as geographical region that will determine the policies to be
applied..

If you do not have a Configuration Management Database (CMDB), you can collect this information in a
spreadsheet.

To get started, choose a single application that you can focus on.
Install agents on supported bare-metal-based or virtual workloads.
For more information, see Deploy Software Agents.

Upload labels that describe these workloads.
For more information, see Workload Labels and Importing Custom Labels, on page 340.

Optionally, you can run the quick start wizard to create labels and the first branch of your scope tree. For
more information about the wizard, see Quick Start Wizard.

If needed, create or update your scope tree based on your labels.

For more information, see Scopes and Inventory.

Create a workspace for each scope for which you want to apply policies.

For more information, see Use Workspaces to Manage Policies.

Create manual policies that apply across your network.

For more information, see Manually Create Policies, on page 428.

For more information on platform-specific policies, see Platform-Specific Policies, on page 472.

Automatically discover policies in workspaces associated with lower-level scopes.

For more information, see Discover Policies Automatically and subtopics.

Review and analyze the suggested policies.
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For more information, see Review and Analyze Policies, on page 520 and subtopics.

Step 10 Iteratively discover policies as needed.

For more information, see Iteratively Revise Policies, on page 464 and subtopics.

Step 11 When you are ready, enforce the policies.
You can enforce policies when you are satisfied with the behavior of the policies in each workspace.
You must enforce policies both in the workspace and in the agent configuration.

For more information, see Enforce Policies, on page 538.

Set Up Microsegmentation for Cloud-Based Workloads

Procedure

Step 1 Install agents on your cloud-based workloads, if required.

Cloud connectors provide VPC/VNet level granularity in policy discovery and enforcement. Install agents on
supported platforms if you require policy discovery and enforcement at a more granular level.

Install agents based on the operating system on which your cloud service is running. For more information,
see Deploy Software Agents.

Step 2 Set up cloud connectors to gather labels and flow data.
For more information, see:

* AWS Connector.
» Azure Connector.

* GCP Connector

Step 3 Create workspaces for the scopes created by the connector.

For more information, see Use Workspaces to Manage Policies.

Step 4 Automatically discover policies.
Discover policies for each VPC/VNet-defined scope, and if applicable, for more granular scopes.

For more information, see Discover Policies Automatically.

Step 5 Review and analyze the suggested policies.

See Review and Analyze Policies, on page 520 and subtopics.

Step 6 Iteratively discover policies as needed.

See Iteratively Revise Policies, on page 464 and subtopics.

Step 7 Approve and enforce policies for each scope.
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You must enable enforcement in the applicable workspace and in the connector for each VPC or VNet, and
for any agents installed on individual workloads.

* For more information, see Enforce Policies, on page 538 and subtopics.

* For more information on:
* AWS-based workloads, see Best Practices When Enforcing Segmentation Policy for AWS Inventory.
* Azure-based workloads, see Best Practices When Enforcing Segmentation Policy for Azure Inventory.

* GCP-based workloads, see Best Practices When Enforcing Segmentation Policy for GCP Inventory.

Set Up Microsegmentation for Kubernetes-Based Workloads

Procedure

Step 1 Install agents on Kubernetes-based workloads. Ensure that you check the requirements and prerequisites.
For more information, see Installing Kubernetes or OpenShift Agents for Deep Visibility and Enforcement.

Agents are automatically installed on all future workloads managed by the applicable Kubernetes service.
Step 2 Gather labels for your Kubernetes-based workloads.
For more information on:

* Plain-vanilla Kubernetes and OpenSource workloads, see External Orchestrators in Secure Workload,
on page 123 and Kubernetes/OpenShift, on page 140.

* Elastic Kubernetes Services (EKS) Running on Amazon Web Services (AWS), see AWS Connector, on
page 231 and Managed Kubernetes Services Running on AWS (EKS), on page 242.

» Azure Kubernetes Services (AKS), see Azure Connector, on page 244 and Managed Kubernetes Services
Running on Azure (AKS), on page 251

* Google Kubernetes Engine (GKE) running on Google Cloud Platform (GCP), see Managed Kubernetes
Services Running on GCP (GKE), on page 260.

Step 3 Create or update your scope tree based on your labels.

For more information, see Scopes and Inventory.

Step 4 Create a workspace for each scope for which you want to apply policies.

For more information, see Use Workspaces to Manage Policies.

Step 5 Automatically discover policies for each low-level scope.

For more information, see Discover Policies Automatically.

Step 6 For more information on applicable additional options, see Platform-Specific Policies, on page 472.
Step 7 Review and analyze the suggested policies.
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For more information, see Review and Analyze Policies, on page 520.
Step 8 Iteratively discover, review, and analyze policies as needed.
For more information, see Iteratively Revise Policies, on page 464.

Step 9 When you are ready, approve and enforce policies for each scope.
You must enable policy enforcement in the workspace and for the agents.

For more information, see Enforce Policies, on page 538 and Enforcement on Containers, on page 546.

What to do next
Related Information:
» Workload Labels
* Scopes and Inventory
* Deploy Software Agents
» Manage Policies Lifecycle in Secure Workload

* Secure Workload Quick Start Guide
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CHAPTER 2

Deploy Software Agents on Workloads

A Secure Workload software agent is a lightweight piece of software that you install on your workloads. The
purpose of the agent is to:

* Collect host information such as network interfaces and active processes running in the system.
* Monitor and collect network flow information.

* Enforce security policies by setting firewall rules for hosts on which the software agent is installed and
enabled.

Agents automatically update the Secure Workload inventory when interface addresses change. You do not
need to install agents on end-user (employee) computers.

* Deploy Software Agents, on page 9

* Security Exclusions, on page 37

* Service Management of Agents, on page 39

* Policy Enforcement with Agents, on page 41

* Software Agent Config, on page 65

* View Detailed Agent Status in the Workload Profile, on page 74
* Rehoming of Agents, on page 76

* Generate Agent Token, on page 79

* Host IP Address Change when Enforcement is Enabled, on page 80
» Upgrading Software Agents, on page 81

* Removing Software Agents, on page 85

* Data collected and exported by workload agents, on page 88

» Enforcement Alerts, on page 91

* Sensor Alerts, on page 94

* Frequently Asked Questions, on page 97

Deploy Software Agents
A\

Note Installer scripts downloaded from LDAP or AD accounts with automatic role mapping fail once you are logged
out. To give the installer scripts uninterrupted access to the cluster, enable Use Local Authentication.
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On deployment, the agent is assigned a unique identity by the Secure Workload cluster based on a set of
parameters specific to the host where the agent is running. If the host name and the BIOS UUID are a part of
the set of parameters, you may encounter the following issues:

1. Registration failure when cloning a virtual machine and retaining the BIOS UUID and host name, and
when instant cloning a VDI. The registration failure happens because Secure Workload already has a
registered software agent using the same parameters set. You can delete the registered agent using OpenAPI.
In some cases, a duplicate BIOS UUID configured during startup is changed by VMware after a certain
period of time. Agent registration recovers once the Cisco Secure Workload services are restarted.

2. A new identity is generated for the agent if the host name is changed and the host rebooted. The redundant
or the old agent is marked as inactive after a certain period of time. For more information, see Frequently
Asked Questions section.

Supported Platforms and Requirements
For information on supported platforms and additional requirements for software agents, see:
* The release notes for your release, see Release Notes.

* The agent install wizard in the Secure Workload web portal: In the navigation menu, click Manage >
Workloads > Agents, then click the Installer tab. Choose an installation method, a platform, and if
applicable, an agent type to see supported platform versions.

* Support Matrix for additional dependencies.

* The following sections for details on additional requirements for each platform and agent type.

Installing Linux Agents for Deep Visibility and Enforcement

Requirements and Prerequisites to Install Linux Agents
* See Supported Platforms and Requirements.
* Root privileges to install and execute the services.
* 1-GB storage space for agent and log file.

* Security exclusions are configured on the security applications that are monitoring the host to prevent
these applications from blocking agent installation or agent activity. For more information, see Security
Exclusions.

* A special user, tet-sensor, is created in the host where the agent is installed. If PAM or SELinux is
configured on the host, tet-sensor user must be granted appropriate privileges for executing the tet-sensor
process and making connections to collectors. If an alternative install directory is provided and SELinux
is configured, ensure that execution is allowed for that location.

* You must be able to use the unzip command, if the agent is installed using the Autolnstall (installer
script) method.

Supported Methods to Install Linux Agents

Methods to install a Linux agent for deep visibility and enforcement:
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Install Linux Agent using the Agent Image Installer Method .

* Install Linux Agent Using the Agent Script Installer Method, on page 11
» Agent Support for NVIDIA Bluefield Networking Platform

* Install Linux Agent using the Agent Image Installer Method, on page 11

Install Linux Agent using the Agent Image Installer Method

We recommend the automated installer script method for installing Linux agents. Use the image installer
method if you have a specific reason for using this manual method..

Prerequisite:

Configure the ACTIVATION _KEY and HTTPS PROXY in the user.cfg file for SaaS clusters and when you
are installing the agent on a non-default tenant of on-premises clusters with multiple tenants. For more
information, see (Manual Installations Only) Update the User Configuration File.

To install a Linux agent using the agent image method:

Procedure

Step 1 Navigate to Agent Installation Methods:

* If you are a first-time user, launch the Quick Start wizard and click Install Agents.

» In the navigation pane, choose Manage > Agents, and select the Installer tab.

Step 2 Click Agent Image Installer.
Step 3 In the Platform field, enter Linux.

Step 4 Enter the required agent type and the version of the agent, and then from the results, download the required
version of the agent.

Step 5 Copy the RPM package to all the Linux hosts for deployment.
Note If the agent is already installed on the host, do not reinstall the agent. To upgrade the agent, see
Upgrading Software Agents section.
Step 6 Based on your platform, run the RPM commands with root privileges.
» For RHEL/CentOS/Oracle platforms, run the command: rpm -ivh <rpm filename>
* For Ubuntu platform:

* To retrieve the dependency list and ensure all dependencies are met, run the command: rpm -gpRrR
<rpm_ filename>

* Install the agent with “—nodeps” option by running the command: rpm -ivh \\--nodeps <rpm

filename>

Install Linux Agent Using the Agent Script Installer Method

We recommend the installer script method to deploy Linux agents for deep visibility and enforcement.
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\)

Note * The installed Linux agent supports both deep visibility and enforcement.

* By default, enforcement is disabled. To enable enforcement, see Create an Agent Configuration Profile.

To install a Linux agent using the script installer method:

Procedure

Step 1 Navigate to Agent Installation methods:

* If you are a first-time user, launch the Quick Start Wizard and click Install Agents.

* From the navigation pane, choose Manage > Agents, and select the Installer tab.

Step 2 Click Agent Script Installer.
Step 3 From the Select Platform drop-down list, choose Linux.

To view the supported Linux platforms, click Show Supported Platforms.

Step 4 Choose the tenant to install the agents.
Note Secure Workload SaaS clusters do not require selecting a tenant.
Step 5 If you want to assign labels to the workload, choose the label keys and enter label values.

When the installed agent reports IP addresses on the host, the installer CMDB labels selected here, along with
other uploaded CMDB labels that have been assigned to IPs reported by this host, would be automatically
assigned to the new IP address. If there are conflicts between uploaded CMDB labels and installer CMDB
labels:

* Labels assigned to an exact IP address take precedence over labels assigned to the subnet.

* Existing labels assigned to an exact IP address take precedence over installer CMDB labels.

Step 6 If an HTTP proxy is required to communicate with Secure Workload, choose Yes, and then enter a valid proxy
URL.
Step 7 In the Installer expiration section, select an option:

* No expiration: The installer script can be used multiple times.
* One time: The installer script can be used only once.
* Time bound: You can set the number of days for which the installer script can be used.

* Number of deployments: You can set the number of times the installer script can be used.

Step 8 Click Download and save the file to the local disk.

Step 9 Copy the installer shell script on Linux hosts and run the following command to grant execute permission to
the script: chmod u+x tetration installer default sensor linux.sh

Note The script name may differ depending on the selected agent type and scope.
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Step 10

Install Linux Agent Using the Agent Script Installer Method .

To install the agent, run the following command with root privileges:

./tetration_installer default sensor linux.sh

Note If an agent is already installed on the tenant, you cannot proceed with the installation.

We recommend running the precheck, as specified in the script usage details.

Linux installer script usage details:

bash tetration linux installer.sh [--pre-check] [--skip-pre-check=<option>] [--no-installl]
[--logfile=<filename>] [--proxy=<proxy string>] [--no-proxy] [--help] [--version]
[--sensor-version=<version info>] [--1s] [--file=<filename>] [--save=<filename>] [--new]
[--reinstall] [--unpriv-user] [--force-upgrade] [--upgrade-local]
[--upgrade-by-uuid=<filename>] [--basedir=<basedir>] [--logbasedir=<logbdir>]
[--tmpdir=<tmp dir>] [--visibility] [--golden-image]
--pre-check: run pre-check only
--skip-pre-check=<option>: skip pre-installation check by given option; Valid options
include 'all', 'ipvé6' and 'enforcement'; e.g.: '--skip-pre-check=all' will skip all
pre-installation checks; All pre-checks will be performed by default
--no-install: will not download and install sensor package onto the system
--logfile=<filename>: write the log to the file specified by <filename>
--proxy=<proxy string>: set the value of CL HTTPS PROXY, the string should be formatted
as http://<proxy>:<port>
--no-proxy: bypass system wide proxy; this flag will be ignored if --proxy flag was
provided
--help: print this usage
--version: print current script's version
--sensor-version=<version info>: select sensor's version; e.g.: '--sensor-version=3.4.1.0";
will download the latest version by default if this flag was not provided
--1s: list all available sensor versions for your system (will not list pre-3.1 packages);
will not download any package
-—-file=<filename>: provide local zip file to install sensor instead of downloading it
from cluster
--save=<filename>: download and save zip file as <filename>
--new: remove any previous installed sensor; previous sensor identity has to be removed
from cluster in order for the new registration to succeed
--reinstall: reinstall sensor and retain the same identity with cluster; this flag has
higher priority than --new
--unpriv-user=<username>: use <username> for unpriv processes instead of tet-sensor
--force-upgrade: force sensor upgrade to version given by --sensor-version flag; e.g.:
'--sensor-version=3.4.1.0 --force-upgrade'; apply the latest version by default if
--sensor-version flag was not provided
--upgrade-local: trigger local sensor upgrade to version given by --sensor-version flag:
e.g.: '--sensor-version=3.4.1.0 --upgrade-local'; apply the latest version by default if
--sensor-version flag was not provided
--upgrade-by-uuid=<filename>: trigger sensor whose uuid is listed in <filename> upgrade
to version given by --sensor-version flag; e.g.: '--sensor-version=3.4.1.0
--upgrade-by-uuid=/usr/local/tet/sensor id'; apply the latest version by default if
--sensor-version flag was not provided
--basedir=<base dir>: instead of using /usr/local use <base dir> to install agent. The
full path will be <base dir>/tetration
--logbasedir=<log base dir>: instead of logging to /usr/local/tet/log use <log base dir>.
The full path will be <log base dir>/tetration
-—tmpdir=<tmp dir>: instead of using /tmp use <tmp dir> as temp directory
--visibility: install deep visibility agent only; --reinstall would overwrite this flag
if previous installed agent type was enforcer
-—-golden-image: install Cisco Secure Workload Agent but do not start the Cisco Secure
Workload Services; use to install Cisco Secure Workload Agent on Golden Images in VDI
environment or Template VM. On VDI/VM instance created from golden image with different
host name, Cisco Secure Workload Services will work normally
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Note » Ubuntu uses the native .deb package, and new installations and reinstallations switch to this package
type. Upgrades from previous versions continue with the .rpm package.

» Ubuntu .deb package is installed under /opt/cisco/tetration.

* There is no relocation support for the .deb package and so the —basedir option is not supported for Ubuntu.

Agent Support for NVIDIA Bluefield Networking Platform

A data processing unit (DPU) is a programmable processor that is designed to manage data-centric tasks,
including but not limited to data transfer, power optimization, security, compression, analytics, and encryption.

The NVIDIA DPU is a smart network interface card (SmartNic) with excellent network performance. It
delivers a high-speed Ethernet NIC capability and it enables the execution of software directly on the NIC
itself, allowing for interception, monitoring, and manipulation of network traffic passing through the NIC.

NVIDIA facilitates the functionality through the provision of the DOCA SDK. Leveraging virtualization
technology based on PCle Single Root I/O Virtualization (SR-IOV), the DPU establishes a mechanism for
virtual machines (VMs) to communicate directly without hypervisor involvement. The DPU incorporates an
OpenVSwitch-based hardware-accelerated eSwitch for network control, enhancing overall efficiency.

Requirements and Prerequisites

* Ensure that Ubuntu 22.04-based DOCA is installed on the BlueField networking platform.

* Set up the DPU card network to enable an agent's connection to the cluster through one of the out-of-band
interfaces. Options include oob_net0, tmfifo_net0, or the in-band connection through enp3s0{0s0.

Agent Installation
The installation follows a Linux-like process.
1. Navigate to Agent Installation Methods:

« If you are a first-time user, launch the Quick Start wizard and click Install Agents.

* From the navigation pane, choose Manage > Workloads > Agents.

2. Under the Installer tab, click Agent Script Installer.

3. From the Select Platform drop-down list, choose Linux.

To view the supported Linux platforms, click Show Supported Platforms.

\)

Note Secure Workload Agent is only supported on the Ubuntu 22-based DOCA SDK.

4. Choose the tenant to install the agents.
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\}

Note Selecting a tenant is not required for Secure Workload SaaS clusters.

5. (Optional) If you want to assign labels to the workload, choose the label keys and enter label values.

6. Ifan HTTP proxy is required to communicate with Secure Workload, click Yes, and then enter a valid
proxy.

7. 1Inthe Installer expiration section, select one of the available options:
* No expiration: The installer script can be used multiple times.
* One time: The installer script can be used only once.
» Time-bound: You can set the number of days for which the installer script can be used.

» Number of deployments: You can set the number of times the installer script can be used.

8. Click Download to download the Linux installer script on to DPU using one of the network devices.

9. Run the installer script. For more information, see Install Linux Agent using the Agent Script Installer
Method.

Figure 1: Install Script

Iectall Seripts

Choose Software Agents > Agent List and click a Hostname. Under Interfaces, you can view the current
mapping of interfaces with the associated IP addresses.
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Figure 2: Interface Mapping

Inkertaces

Choose Investigate > Traffic to monitor the network traffic between virtual machines (VMs) when those
are utilizing the SR_10V virtual network interfaces provided by the DPU. The agent on the DPU enables the
segmentation of network traffic between these virtual network interfaces.

Verify Linux Agent Installation

Procedure

Run the command sudo rpm -q tet-sensor sudo rpm -g tet-sensor.

sudo rpm -g tet-sensor
A single entry as output confirms that a Linux agent is installed on the host.
Sample output: tet-sensor-3.1.1.50-1.e16.x86 64

The specific output may differ depending on the platform and architecture.

Installing Windows Agents for Deep Visibility and Enforcement

Requirements and Prerequisites for Installing Windows Agent
* See the Supported Platforms and Requirements section.
» Administrator privileges are required for installation and service execution.

* Npcap must be installed on workloads running Windows 2008 R2 or when the installed agent version is
earlier than version 3.8. If the Npcap driver is not already installed, the recommended Npcap version is
installed in the background by the agent after the service starts. For more information, see the Npcap
version information.

* One GB storage space for agent and log files.

* Enable the Windows services required for agent installation. Some of the Windows services could have
been disabled if your Windows hosts have been security hardened, or have deviated from the default
configurations. For more information, see the Required Windows Services section.
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* Security exclusions configured on security applications that are monitoring the host and that could block
agent installation or agent activity. For more information, see Security Exclusions.

Supported Methods to Install Windows Agents

There are two methods to install Windows agents for deep visibility and enforcement.

* Install Windows Agent using the Agent Script Installer Method, on page 17

* Install Windows Agent using the Agent Image Installer Method, on page 19

You can also install using a golden image. For more information, see Deploying Agents on a VDI Instance
or VM Template (Windows).

Install Windows Agent using the Agent Script Installer Method

We recommend the script installer method to deploy Windows agents for deep visibility and enforcement.

\}

Note * The installed Windows agent supports both deep visibility and enforcement.

* By default, enforcement is disabled. To enable enforcement, see Create an Agent Configuration Profile,
on page 67.

To install a Windows agent using the script installer method:

Procedure

Step 1 Navigate to Agent Installation Methods:

« If you are a first-time user, launch the Quick Start wizard and click Install Agents.

+ From the navigation pane, choose Manage > Agents, and select the Installer tab.

Step 2 Click Agent Script Installer.
Step 3 From the Select Platform drop-down menu, choose Windows.

To view the supported Windows platforms, click Show Supported Platforms.

Step 4 Choose the tenant to install the agents.

Note Selecting a tenant is not required for Secure Workload SaaS clusters.

Step 5 If you want to assign labels to the workload, choose the label keys and enter label values.

When the installed agent reports IP addresses on the host, the installer CMDB labels selected here, along with
other uploaded CMDB labels that have been assigned to IPs reported by this host, would be assigned to the
new IP address. If there are conflicts between uploaded CMDB labels and installer CMDB labels:

* Labels assigned to an exact [P address take precedence over labels assigned to the subnet.

* Existing labels assigned to an exact IP address take precedence over installer CMDB labels.
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Step 6 If HTTP proxy is required to communicate with Secure Workload, choose Yes, and then enter a valid proxy
URL.
Step 7 Under the Installer expiration section, select one from the available options:

* No expiration: The installer script can be used multiple times.
* One time: The installer script can be used only once.
* Time bound: You can set the number of days for which the installer script can be used.

* Number of deployments: You can set the number of times the installer script can be used.

Step 8 Click Download and save the file to the local disk.

Step 9 Copy the installer PowerShell script to all the Windows hosts for deployment and run the script with
administrative privileges.

Note * Depending on the system settings, the command Unblock-File may need to be run before

other commands.

* The script does not run if the agent is already installed on the tenant.

We recommend running the pre-check, as specified in the script usage details.

Windows installer script usage details:

# powershell -ExecutionPolicy Bypass -File tetration windows installer.psl [-preCheck]
[-skipPreCheck <Option>] [-noInstall] [-logFile <FileName>]

[-proxy <ProxyString>] [-noProxy]
[-help] [-version] [-sensorVersion <VersionInfo>] [-1s] [-file <FileName>] [-save <FileName>]
[-new] [-reinstall] [
-npcap] [-forceUpgrade] [-upgradelocal] [-upgradeByUUID <FileName>] [-visibility]
[-goldenImage] [-installFolder <Installation Path>]

-preCheck: run pre-check only

-skipPreCheck <Option>: skip pre-installation check by given option; Valid options include
'all', 'ipv6' and 'enforcement'; e.g.: '-skipPreCheck all'
checks; All pre-checks will be performed by default
-noInstall: will not download and install sensor package onto the system
-logFile <FileName>: write the log to the file specified by <FileName>

-proxy <ProxyString>: set the value of HTTPS PROXY, the string should be formatted as
http://<proxy>:<port>

-noProxy: bypass system wide proxy;

will skip all pre-installation

this flag will be ignored if -proxy flag was provided

-help: print this usage

-version: print current script's version
-sensorVersion <VersionInfo>: select sensor's version; e.g.: '-sensorVersion 3.4.1.0.win64"';
will download the latest version by default if this flag was not provided

-1s: list all available sensor versions for your system

(will not list pre-3.1 packages);
will not download any package

-file <FileName>: provide local zip file to install sensor instead of downloading it from
cluster

-save <FileName>: downloaded and save zip file as <FileName>

-new: remove any previous installed sensor; previous sensor identity has to be removed
from cluster in order for the new registration to succeed

-reinstall: reinstall sensor and retain the same identity with cluster; this flag has
higher priority than -new

-npcap: overwrite existing npcap
-forceUpgrade: force sensor upgrade to version given by -sensorVersion flag; e.g.:

'-sensorVersion 3.4.1.0.win64 -forceUpgrade'; apply the latest version by default if
-sensorVersion flag was not provided

. Cisco Secure Workload User Guide Saa$S, Release 3.9



| Deploy Software Agents on Workloads
Install Windows Agent using the Agent Image Installer Method .

-upgradelLocal: trigger local sensor upgrade to version given by -sensorVersion flag; e.g.:
'-sensorVersion 3.4.1.0.win64 -upgradeLocal'; apply the latest version by default if
-sensorVersion flag was not provided

-upgradeByUUID <FileName>: trigger sensor whose uuid is listed in <FileName> upgrade to
version given by -sensorVersion flag; e.g.: '-sensorVersion 3.4.1.0.win64 -upgradeByUUID
"C:\\Program Files\\Cisco Tetration\\sensor_ id"'; apply the latest version by default if
-sensorVersion flag was not provided

-visibility: install deep visibility agent only; -reinstall would overwrite this flag if
previous installed agent type was enforcer

-goldenImage: install Cisco Secure Workload Agent but do not start the Cisco Secure
Workload Services; use to install Cisco Secure Workload Agent on Golden Images in VDI
environment or Template VM. On VDI/VM instance created from golden image with different
host name, Cisco Secure Workload Services will work normally

-installFolder: install Cisco Secure Workload Agent in a custom folder specified by
-installFolder e.g.: '—-installFolder "c:\\custom sensor path"'; default path is "C:\Program
Files\Cisco Tetration"

Install Windows Agent using the Agent Image Installer Method

We recommend the automated installer script method for installing Windows agents. Use the image installer
method if you have a specific reason for using this manual method.

\)

Note Do not manually deploy an older MSI agent version when an existing agent is already running on the host.

Site-related files that are in the package:

» ca.cert—Mandatory—CA certificate for sensor communications.

» enforcer.cfg—Mandatory only when installing enforcement sensor—Contains configuration of
enforcement endpoints.

* sensor_config—Mandatory—Configuration for deep visibility sensor.
* sensor_type—Type of the sensor (enforcement or deep visibility).
» site.cfg—Mandatory—Global site endpoint configuration.

» user.cfg—Mandatory for SaaS—Sensor activation key and proxy configuration.

Prerequisite:

Configure the ACTIVATION KEY and HTTPS PROXY in the user.cfg file for SaaS clusters and when you
are installing the agent on a non-default tenant of on-premises clusters with multiple tenants. For more
information, see (Manual Installations Only) Update the User Configuration File.

To install a Windows agent using the agent image method:

Procedure

Step 1 Navigate to Agent Installation Methods:

* If you are a first-time user, launch the Quick Start wizard and click Install Agents.

* From the navigation pane, choose Manage > Agents, and select the Installer tab.

Step 2 Click Agent Image Installer.
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Step 3
Step 4

Step 5
Step 6
Step 7

In the Platform field, enter Windows.

Deploy Software Agents on Workloads |

Enter the required agent type and the version of the agent, and then from the results, download the required

version of the agent.

Copy the tet-win-sensor <version>.win64-< clustername>.zip file to all the Windows hosts for deployment.

Ensure that you have administrative privileges and extract the ZIP file.

In the extracted folder, run the following command to install the agent: msiexec.exe /i

TetrationAgentInstaller.msi

Additionally, the following options are available for MSI installer.

Table 1: Available Options for MSI Installer

Options

Description

agenttype=<AgentType>

AgentType should be either sensor or enforcer,
depending on whether enforcement is required. By
default, the installer checks the content of the
sensor_type file in the same folder and uses the
content to overwrite the passed parameter. However,
if agent is installed in /quiet mode, the option is
required.

overwritenpcap=yes

For Windows 2008 R2, by default, the agent does not
attempt to upgrade Npcap if Npcap already exists.
Pass this parameter to upgrade the existing Npcap. If
this option is used, subsequent agent auto-upgrades
also upgrade Npcap to newer supported versions.

nostart=yes

Pass this parameter, when installing the agent using
a golden image in a VDI environment or VM template,
to prevent agent service— CswAgent from starting
automatically. On VDI/VM instances created using
the golden image and with a different host name, these
services, as expected, start automatically.

installfolder=<FullPathCustomFolder>

Use this parameter, at the end of the install command,
to install the agent in a custom folder.

serviceuser=<Service UserName>

Use this parameter, at the end of the install command,
to configure the service user. The default service user
is “LocalSystem”.

For local user, serviceuser=.\<Service UserName>

For domain user,
serviceuser=<domain_name>\<samaccount name>

Service user must have local administrative privileges.

servicepassword=<Service UserPassword>

Use this parameter, at the end of the install command,
to configure the password for the service user. The
password must be in plain-text format.
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Options Description

proxy="<proxy_address>" Use this parameter to set the HTTPS proxy for
accessing the Secure Workload cluster.

activationkey=<activation Key> Use this parameter to specify the tenant if agent is not
being installed under the default tenant.

\}

Note « If activation key and proxy options are used during manual installation, you do not need to manually
configure user.cfg.

* For Windows OS other than Windows 2008 R2, when you upgrade to version 3.8, the installed Npcap
is automatically uninstalled by the Windows agent.

* [fthe agent is already installed on the host, do not reinstall the agent. To upgrade the agent, see Upgrading
Software Agents section.

Verify Windows Agent Installation

Procedure
Step 1 Ensure that the folder c:\\Program Files\\Cisco Tetration (or the custom folder) exists.
Step 2 Ensure that the service— CswAgent, for deep visibility and enforcement, exists and is in the running state.

Run command cnd. exe with administrative privileges.

Run the command sc query cswagent

Check if the status is Running

Run the command sc gc cswagent

Check if the DISPLAY-NAME is Cisco Secure Workload Deep Visibility
OR

Run the command services.msc

Find the name Cisco Secure Workload Deep Visibility

Check if the status is Running

Verify Windows Agent in the Configured Service User Context

1. Ensure that the service CswAgent running in the configured service user context. CswAgent runs in the
same service user context.

Run the command cnd. exe with Admin privileges
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Run the command sc gc cswagent

Check SERVICE_START NAME <configured service user>
OR

Run the command services.msc

Find the name Cisco Secure Workload Deep Visibility
Check Log On As for the <configured service user>

Find the name Cisco Secure Workload Enforcement

Check Log On As for the <configured service user>

OR

Run the command tasklist /v | find /i “cswengine”

Check the user context for the running processes (5th column)

Modify Service Account

Deploy Software Agents on Workloads |

After installing Windows Agents, use one of the following methods to modify the existing Deep Visibility
and Enforcement services.

» Use services.msc.

Figure 3: Modify Service Account based on services.msc Account

4 Cisco Secure Workload Deep Visibility Properties (Local Computer) X

General LogOn  Recovery Dependencies

Log on as:
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1
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|
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|
|
|
|
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* Use any third party application to configure the services.
* Use the following commands:

1. Run cmd as an administrator.

2. Modify the services using the service account name by running the following commands:

* sc config cswagent obj= <service user name> password= <password>

3. Verify service configurations by running the following commands:

® sc gc cswagent
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4. Restart the CswAgent service by running the following commands:
a. sc stop cswagent

b. sc start cswagent

Deploying Agents on a VDI Instance or VM Template (Windows)

By default, agent services start automatically after agents are installed. When installing on a golden image,
you must use installer flags to prevent these services from starting. When instances are cloned from the golden
image, agent services, as expected, start automatically.

Agent will not install Npcap on golden VMs, but will be automatically installed if needed on VM instances
cloned from a golden image. For more information, see Windows Agent Installer and Npcap—For Windows
2008 R2.

Install the agent on a golden image in a VDI environment or VM template

Step 1

Step 2
Step 3

Step 4
Step 5

Procedure

Install the agent on a golden image in a VDI environment or VM template using an MSI installer or PowerShell
installer script:

Use MSI installer with nostart=yes
* For more information, see Install Windows Agent using the Agent Image Installer Method, on page 19.

*» msiexec.exe /<MSI installer> nostart="yes” /quiet /norestart /I*v <installer log_ file> OR

OR
Use PowerShell installer with the -goldenlmage flag.

* For more information, see Install Windows Agent using the Agent Script Installer Method, on page 17.

Ensure that the folder c:\\Program Files\\Cisco Tetration (or the custom folder) exists.

Ensure that the service CswAgent exists and is stopped:
Run the command cmd. exe with Admin privileges.
Run the command sc query cswagent

Check if the STATE is Stopped.

The VM template is now configured.
Shut down the VM template.
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. Create a new VDI instance VM

Create a new VDI instance VM

Step 1
Step 2
Step 3

Step 4

Step 5

Procedure

Create a new VDI instance VM by cloning the VM template.
Reboot the VDI instance VM.

After rebooting the VDI instance VM, ensure that the service CswAgent is running in the configured service
context. See Verify Windows Agent Installation.

On the VDI instance VM, ensure that the NPCAP driver is installed and running:
Run the command cmd. exe with Admin privileges
Run the command sc query npcap

Check if STATE is Running
On the VDI instance VM, ensure that the agent is registered using a valid sensor_id:
* Check the sensor _id file in the installation folder.
* If the sensor _id starts with “uuid”, it is not a valid sensor _id.
* If the agent fails to register but the Secure Workload web interface shows that the agent is registered:

* Delete the agent using OpenAPI. For more information, see Deploy Software Agents.

Note * Do not change the host name of the golden image or VM template.

* If the golden image or VM template is rebooted after installing the agent, Secure Workload
services start running after the reboot.

+ If the VDI instance VM fails to report network flows, see the VDI Instance VM in Network
Flows section.

Windows Agent Installer and Npcap—For Windows 2008 R2

1. For supported Npcap versions, see the Support Matrix at https://www.cisco.com/go/secure-workload/
requirements/agents.

2. Installation:

If Npcap is not installed, the agent installs the supported version ten seconds after the service starts. If
User has Npcap installed but the version is older than the supported version, Npcap is not be upgraded.
Manually upgrade or uninstall Npcap, run the agent installer with the option overwritenpcap=yes, or run
installer script with -npcap to get the supported Npcap version. If Npcap driver is in use by any application,
the agent upgrades Npcap at a later time.

3. Upgrade:

If Npcap is installed by Windows Agent and the version is older than the supported version, Npcap is
upgraded to the supported version ten seconds after the service starts. If Npcap driver is in use by any
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application, the agent upgrades Npcap at a later time. If Npcap is not installed by Windows Agent, Npcap
is not upgraded.

4, Uninstall:

If Npcap is installed by the Windows Agent, the agent uninstalls Npcap. If Npcap is installed by the user,
but upgraded by the agent installer with overwritenpcap=yes, Npcap is not uninstalled. If Npcap driver
is in use by any application, the agent does not uninstall Npcap.

Windows Agent Flow Captures: For All Windows 0S Excluding Windows Server 2008 R2

From the latest version of Windows, the agent uses ndiscap.sys (Microsoft in-built) driver and Events Tracing
using Windows (ETW) framework to capture the network flows.

During the upgrade to the latest version:
* The agent switches to ndiscap.sys from npcap.sys.
* The agent installer uninstalls Npcap if:
* Npcap is installed by the agent.
* Npcap is not in use.

« OS version is not Windows Server 2008 R2.

After the agent services are started, the agent creates ETW sessions, CSW_MonNet, and CSW_MonDns (for
DNS data), and initiates the capture of network flows.

)

Note * On Windows Server 2012, network packets are parsed for DNS data.

* The Windows agent on hosts with Windows Server 2012 and later capture consumer and provider
usernames and the usernames are available in the flow observations. This feature is not supported on
Windows Server 2008 R2 because of limitations in the OS. In the agent configuration profile, configure
the following to capture the usernames:

* Enable PID/ User Lookup.

* Set Flow Analysis Fidelity to Detailed.

Installing AIX Agents for Deep Visibility and Enforcement
)

Note Process tree, Package (CVE), and Forensic Event reporting features are not available on AIX. Additionally,
some aspects of those features may not be available on specific minor releases of otherwise supported platforms
due to OS limitations.

Requirements and Prerequisites for Installing AIX Agents

* See Supported Platforms and Requirements.
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+ Additional requirements for deep visibility:

* Root privileges to install and execute the services.
* Storage requirement for agent and log files: 500 MB.

* Security exclusions configured on any security applications that are monitoring the host. These
exclusions are to prevent other security applications from blocking agent installation or agent activity.
For more information, see Security Exclusions.

* AIX supports flow capture of only 20 network devices (6 network devices if version is AIX 7.1
TL3 SP4 or earlier). The deep visibility agent captures from a maximum of 16 network devices,
leaving the other 4 capture sessions available for exclusive generic system usage (For example,
tcpdump).

* The deep visibilty agent does the following to ensure flow capture of 20 network devices:

* The agent creates 16 bpf device nodes under the agents directory
(/opt/cisco/tetration/chroot/dev/bpf0 - /opt/cisco/tetration/chroot/dev/bpfl5)

* tcpdump and other system tools using bpf will scan through the system device nodes
(/dev/bpf0-/dev/bpf19) until they find an unused node ('EBUSY)

* The bpf nodes created by the agent and the system bpf nodes share the same major/minor, with
each major or minor being opened only by one instance (either tcpdump or agent).

* The agent does not access the system device nodes nor does it create them as the tcpdump does
(tcpdump-D creates /dev/bpf0. . . /dev/bpfl9 if they do not exist).
» Running iptrace on the system prevents, in certain scenarios, flow capture from tcpdump and the
deep visibilty agent. This is a known design issue and needs to be checked with IBM.

* To check if this scenario exists, before installing the agent, run tcpdump. If error message is
tcpdump: BIOCSETIF: en0: File exists the iptrace is blocking flow capture. Stop iptrace to
resolve the issue.

* All deep visibility functions are not supported in AIX. Package and process accounting are among
the ones not supported.

* Additional requirements for policy enforcement:

* If IP Security Filter is enabled (that is, smitty [Psec4), agent installation fails in pre-check. We
recommend you to disable IP Security Filter before installing the agent.

« If IP Security is enabled when the Secure Workload enforcer agent is running, an error is reported
and the enforcer agent stops enforcing. Contact support to safely disable the IP Security filter when
the enforcer agent is running.

Install AIX Agent using the Agent Script Installer Method

Deep visibility and enforcement AIX agents can only be installed using the Agent Script Installation method.
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\)

Note * The installed AIX agent supports both deep visibility and enforcement.

* By default, enforcement is disabled. To enable enforcement, see Create an Agent Configuration Profile,
on page 67.

To install an AIX agent:

Procedure

Step 1 Navigate to Agent Installation Methods:
* If you are a first-time user, launch the Quick Start wizard and click Install Agents.

* From the navigation pane, choose Manage > Agents, and select the Installer tab.

Step 2 Click Agent Script Installer.
Step 3 From the Select Platform drop-down menu, choose AlX.

To view the supported AIX platforms, click Show Supported Platforms.

Step 4 Choose the tenant to install the agents.
Note Selecting a tenant is not required for Secure Workload SaaS clusters.
Step 5 If you want to assign labels to the workload, choose the label keys and enter label values.

When the installed agent reports IP addresses on the host, the installer CMDB labels selected here, along with
other uploaded CMDB labels that have been assigned to IPs reported by this host, would be automatically
assigned to the new IP address. If there are conflicts between uploaded CMDB labels and installer CMDB
labels:

* Labels assigned to an exact IP address take precedence over labels assigned to the subnet.

* Existing labels assigned to an exact IP address take precedence over installer CMDB labels.

Step 6 If HTTP proxy is required to communicate with Secure Workload, choose Yes, and then enter a valid proxy
URL.
Step 7 Under the Installer expiration section, select one from the available options:

* No expiration: The installer script can be used multiple times.
* One time: The installer script can be used only once.
* Time bound: You can set the number of days for which the installer script can be used.

* Number of deployments: You can set the number of times the installer script can be used.

Step 8 Click Download and save the file to the local disk.
Step 9 Copy the installer shell script to all the AIX hosts for deployment.
Step 10 To grant execute permission to the script, run the command: chmod u+x

tetration installer default sensor aix.sh
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Note The script name may differ depending on the agent type and scope.

Step 11 To install the agent, run the following command with root privileges:

./tetration_installer default sensor aix.sh

Note If an agent is already installed on the host, you cannot proceed with the installation.

We recommend running the pre-check, as specified in the script usage details.
AlX installer script usage details:

ksh tetration installer default enforcer aix.sh [--pre-check] [--pre-check-user]
[--skip-pre-check=<option>] [--no-install] [--logfile=<filename>] [--proxy=<proxy string>]
[--no-proxy] [--help] [--version] [--sensor-version=<version info>] [--1s]
[--file=<filename>] [--osversion=<osversion>] [--save=<filename>] [--new] [--reinstall]
[--unpriv-user] [--libs=<libs.zip|tar.Z>] [--force-upgrade] [--upgrade-locall]
[--upgrade-by-uuid=<filename>] [--logbasedir=<logbdir>] [--tmpdir=<tmp dir>] [--visibility]
[--golden-image]

--pre-check: run pre-check only

--pre-check-user: provide alternative to nobody user for pre-check su support

--skip-pre-check=<option>: skip pre-installation check by given option; Valid options
include 'all', 'ipv6' and 'enforcement'; e.g.: '--skip-pre-check=all' will skip all
pre-installation checks; All pre-checks will be performed by default

--no-install: will not download and install sensor package onto the system

--logfile=<filename>: write the log to the file specified by <filename>

--proxy=<proxy string>: set the value of HTTPS PROXY, the string should be formatted as
http://<proxy>:<port>

--no-proxy: bypass system wide proxy; this flag will be ignored if --proxy flag was
provided

--help: print this usage

--version: print current script's version

--sensor-version=<version info>: select sensor's version; e.g.: '--sensor-version=3.4.1.0";
will download the latest version by default if this flag was not provided

--1s: list all available sensor versions for your system (will not list pre-3.3 packages);
will not download any package

--file=<filename>: provide local zip file to install sensor instead of downloading it
from cluster

--osversion=<osversion>: specify osversion for --save flag;
--save=<filename>: download and save zip file as <filename>; will download package for
osversion given by --osversion flag; e.g.: '—--save=myimage.aix72.tar.Z --osversion=7.2"'

--new: remove any previous installed sensor; previous sensor identity has to be removed
from cluster in order for the new registration to succeed

--reinstall: reinstall sensor and retain the same identity with cluster; this flag has
higher priority than --new

--unpriv-user=<username>: use <username> for unpriv processes instead of tet-snsr

--libs=<libs.zip|tar.Z>: install provided libs to be used by agents

--force-upgrade: force sensor upgrade to version given by --sensor-version flag; e.g.:
'--sensor-version=3.4.1.0 --force-upgrade'; apply the latest version by default if
--sensor-version flag was not provided

--upgrade-local: trigger local sensor upgrade to version given by --sensor-version flag:
e.g.: '--sensor-version=3.4.1.0 --upgrade-local'; apply the latest version by default if
--sensor-version flag was not provided

--upgrade-by-uuid=<filename>: trigger sensor whose uuid is listed in <filename> upgrade
to version given by --sensor-version flag; e.g.: '—--sensor-version=3.4.1.0
--upgrade-by-uuid=/usr/local/tet/sensor id'; apply the latest version by default if
--sensor-version flag was not provided

--logbasedir=<log base dir>: instead of logging to /opt/cisco/tetration/log use
<log base dir>. The full path will be <log base dir>/tetration

-—tmpdir=<tmp dir>: instead of using /tmp use <tmp dir> as temp directory

--visibility: install deep visibility agent only; --reinstall would overwrite this flag
if previous installed agent type was enforcer
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--golden-image: install Cisco Secure Workload Agent but do not start the Cisco Secure
Workload Services; use to install Cisco Secure Workload Agent on Golden Images in VDI
environment or Template VM. On VDI/VM instance created from golden image with different
host name, Cisco Secure Workload Services will work normally

Verify AIX Agent Installation

Procedure

Run command 1slpp -c¢ -1 tet-sensor.rte, confirm that there is one entry as follows.

Note The specific output may differ depending on the version

$ sudo lslpp -c -1 tet-sensor.rte /ust/lib/objrepos:tet-sensor.rte:3.4.1.19::COMMITTED:I: TET tet
sensor package:

$ sudo lssrc -s tet-sensor
Subsystem Group PID Status tet-sensor 1234567 active
$ sudo lssrc -s tet-enforcer

Subsystem Group PID Status tet-enforcer 7654321 active

Installing Kubernetes or OpenShift Agents for Deep Visibility and Enforcement
Requirements and Prerequisites

Operating system support information is available at Agent OS support matrix.

Requirements

* The install script requires Kubernetes or OpenShift administrator credentials to start privileged agent
pods on the cluster nodes.

» Secure Workload entities are created in the tetration namespace.
* The node or pod security policies must permit privileged mode pods.
* busybox:1.33 images must either be preinstalled or be downloadable from Docker Hub.

* For containerd run time, if the config_path is not set, modify your config.toml (default location:
/etc/containerd/config.toml) as follows:

[plugins."io.containerd.grpc.vl.cri".registry]

config path = "/etc/containerd/certs.d"

Restart the containerd daemon.
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* To run on Kubernetes or OpenShift control plane nodes, the —toleration flag can be used to pass in a
toleration for the Secure Workload pods. The toleration that is usually passed is the NoSchedule toleration
that normally prevents pods from running on control plane nodes.

* For Windows worker nodes:
* Supported Windows worker node container runtime: ContainerD.

* ContainerD config: Configure the following containerd change.

[plugins."io.containerd.grpc.vl.cri".registry]
config path = "/etc/containerd/certs.d"

Remove configurations under registry.mirrors. The default configuration file location is
C:\Program Files\containerd\config.toml.

Restart the containerd daemon after the configuration changes.

* The image
mcr.microsoft.com/oss/kubernetes/windows-host-process-containers-base-image:v1.0.0 must
either be preinstallated or downloadable on the Windows worker node.

* The existing Kubernetes agent which is upgrading to the newer version includes the Windows
DaemonSet agent automatically. However, the previous script does not uninstall the Windows
DaemonSet agent. Download the latest installer script to uninstall the Windows DaemonSet agent.

* Supported on:
* Microsoft Windows Server 2022
* Windows Server 2019

» Kubernetes 1.27 and later

Requirements for Policy Enforcement
IPVS-based kube-proxy mode is not supported for OpenShift.

These agents should be configured with the Preserve Rules option that is enabled. For more information, see
Create an Agent Configuration Profile.

For enforcement to function properly, any installed CNI plug-in must:

* Provide flat address space (IP network) between all nodes and pods. Network plug-ins that masquerade
the source pod IP for intracluster communication are not supported.

* Not interfere with Linux iptables rules or marks that are used by the Secure Workload Enforcement
Agent (mark bits 21 and 20 are used to allow and deny traffic for NodePort services)

The following CNI plug-ins are tested for the above requirements:

* Calico (3.13) with the following Felix configurations: (ChainlnsertMode: Append, |pta-
blesRefreshinterval: 0) or (ChainlnsertMode: Insert, IptablesFilter AllowAction: Return,
I ptablesMangleAllowAction: Return, |ptablesRefreshinterval: 0). All other options use their default
values.
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For more information on setting these options, see the Felix configuration reference.

Install Kubernetes or OpenShift Agent using the Agent Script Installer Method

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6
Step 7

)

Note

The agent script installer method automatically installs agents on nodes included later.

Procedure

Navigate to the Agent Installation Methods:

« If you are a first-time user, launch the Quick Start wizard and click Install Agents.

* From the navigation pane, choose Manage > Agents, and select the Installer tab.

Click Agent Script Installer.
From the Select Platform drop-down menu, choose Kubernetes.

To view the supported Kubernetes or OpenShift platforms, click Show Supported Platforms.

Choose the tenant to install the agents.

Note

Selecting a tenant is not required for Secure Workload SaaS clusters.

If HTTP proxy is required to communicate with Secure Workload, choose Yes, and then enter a valid proxy
URL.

Click Download and save the file to the local disk.

Run the installer script on a Linux machine which has access to the Kubernetes API server and a kubectl
configuration file with administrative privileges as the default context/cluster/user.

The installer attempts to read the file from its default location (~/.kube/config). However, you can explicitly
specify the location of the config file using the --kubeconfig command.

The installation script provides instructions for verifying the Secure Workload Agent Daemonset and the Pods
that were installed.

\ )

Note

The HTTP Proxy configured on the agent installer page prior to download only controls how Secure Workload
agents connect to the Secure Workload cluster. This setting does not affect how Docker images are fetched
by Kubernetes or OpenShift nodes, because the container runtime on those nodes uses its own proxy
configuration. If the Docker images are not fetched from the Secure Workload cluster, debug the image pulling
process of the container and add a suitable HTTP proxy.
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Installing Solaris Agents for Deep Visibility

Requirements and Prerequisites for Installing Solaris Agents

* See Supported Platforms and Requirements.
* Root privileges to install and execute the services.
* One GB storage space for agent and log files.

* Configuration of security exclusions on security applications that are monitoring the host, to prevent
other security applications from blocking of agent installation or agent activity. For more information,
see Security Exclusions.

Install Solaris Agent using the Agent Script Installer Method

Step 1

Step 2
Step 3

Step 4

Step 5

Step 6

Step 7

The installed Solaris agent supports both deep visibility and process or package visibility.

Procedure

Navigate to Agent Installation Methods:

* If you are a first-time user, launch the Quick Start wizard and click Install Agents.

* From the navigation pane, choose Manage > Agents, and select the Installer tab.

Click Agent Script Installer.
From the Select Platform drop-down menu, choose Solaris.

To view the supported Solaris platforms, click Show Supported Platforms.

Choose the tenant to install the agents.

Note Tenant selection is not required for Secure Workload SaaS clusters.

If you want to assign labels to the workload, choose the label keys and enter label values.

When the installed agent reports IP addresses on the host, the installer CMDB labels selected here, along with
other uploaded CMDB labels that have been assigned to IPs reported by this host, would be assigned
automatically to the new IP address. If there are conflicts between uploaded CMDB labels and installer CMDB
labels:

* Labels assigned to an exact [P address take precedence over labels assigned to the subnet.
* Existing labels assigned to an exact IP address take precedence over installer CMDB labels.

If HTTP proxy is required to communicate with Secure Workload, choose Yes, and then enter a valid proxy
URL.

Under the Installer expiration section, select one from the available options:

* No expiration: The installer script can be used multiple times.

* One time: The installer script can be used only once.
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* Time bound: You can set the number of days for which the installer script can be used.

* Number of deployments: You can set the number of times the installer script can be used.

Step 8 Click Download and save the file to the local disk.

Step 9 Copy the installer shell script on Solaris hosts and run the following command to grant execute permission
to the script: chmod u+x tetration installer default sensor solaris.sh
Note The script name may differ depending on the selected agent type and scope.

Step 10 To install the agent, run the following command with root privileges:

./tetration installer default sensor solaris.sh

Note If an agent is already installed on the tenant, you cannot proceed with the installation.

We recommend running the precheck, as specified in the script usage details.

Solaris installer script usage details:

tetration installer default sensor solaris.sh [--pre-check] [--skip-pre-check=<option>]
[--no-install] [--logfile=<filename>] [--proxy=<proxy string>] [--no-proxy] [--help]
[--version] [--sensor-version=<version info>] [--1s] [--file=<filename>] [--save=<filename>]

[--new] [--reinstall] [--unpriv-user] [--force-upgrade] [--upgrade-locall]
[--upgrade-by-uuid=<filename>] [--basedir=<basedir>] [--logbasedir=<logbdir>]
[--tmpdir=<tmp dir>] [--visibility] [--golden-image]

--pre-check: run pre-check only

--skip-pre-check=<option>: skip pre-installation check by given option; Valid options
include 'all', 'ipv6' and 'enforcement'; e.g.: '--skip-pre-check=all' will skip all
pre-installation checks; All pre-checks will be performed by default

--no-install: will not download and install sensor package onto the system

--logfile=<filename>: write the log to the file specified by <filename>

--proxy=<proxy string>: set the value of CL HTTPS PROXY, the string should be formatted
as http://<proxy>:<port>

--no-proxy: bypass system wide proxy; this flag will be ignored if --proxy flag was
provided

--help: print this usage

--version: print current script's version

--sensor-version=<version info>: select sensor's version; e.g.: '--sensor-version=3.4.1.0";
will download the latest version by default if this flag was not provided

--1s: list all available sensor versions for your system (will not list pre-3.1 packages);
will not download any package

--file=<filename>: provide local zip file to install sensor instead of downloading it
from cluster

--save=<filename>: download and save zip file as <filename>

--new: remove any previous installed sensor; previous sensor identity has to be removed
from cluster in order for the new registration to succeed

--reinstall: reinstall sensor and retain the same identity with cluster; this flag has
higher priority than --new

--unpriv-user=<username>: use <username> for unpriv processes instead of nobody

--force-upgrade: force sensor upgrade to version given by --sensor-version flag; e.g.:
'--sensor-version=3.4.1.0 --force-upgrade'; apply the latest version by default if
--sensor-version flag was not provided

--upgrade-local: trigger local sensor upgrade to version given by --sensor-version flag:
e.g.: '--sensor-version=3.4.1.0 --upgrade-local'; apply the latest version by default if
--sensor-version flag was not provided

--upgrade-by-uuid=<filename>: trigger sensor whose uuid is listed in <filename> upgrade
to version given by --sensor-version flag; e.g.: '—--sensor-version=3.4.1.0
--upgrade-by-uuid=/usr/local/tet/sensor id'; apply the latest version by default if
--sensor-version flag was not provided
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--logbasedir=<log base dir>: instead of logging to /opt/cisco/secure-workload/log use
<log base dir>. The full path will be <log base dir>/secure-workload

-—tmpdir=<tmp dir>: instead of using /tmp use <tmp dir> as temp directory

--visibility: install deep visibility agent only; --reinstall would overwrite this flag
if previous installed agent type was enforcer

--golden-image: install Cisco Secure Workload Agent but do not start the Cisco Secure
Workload Services; use to install Cisco Secure Workload Agent on Golden Images in VDI
environment or Template VM. On VDI/VM instance created from golden image with different
host name, Cisco Secure Workload Services will work normally

Verify Solaris Agent Installation

Procedure
Step 1 Run the command: sudo pkg list tet-sensor
Step 2 A single entry as output confirms that a Solaris agent is installed on the host.

Sample output:

NAME (PUBLISHER) VERSION IFO
tet-sensor (cisco) 3.8.1.1 i--
Note The specific output may differ depending on the platform and architecture.

(Manual Installations Only) Update the User Configuration File

The following procedure is required only for installations involving all of the following:

* Secure Workload SaaS, or on-premises clusters with multiple tenants (on-premises clusters that use only
the default tenant do NOT need this procedure)

» Manual installation

* Linux or Windows platform

Agents require an activation key to register to the Secure Workload cluster. they require a cluster activation
key. Additionally, they might need an HTTPS proxy to reach the cluster.

\}

Note In Windows Environment, you do not need to manually configure user.cfg, if activationkey and proxy options
are used during manual installation.

Before installation, configure the required variables in the user configuration file:

Procedure

Step 1 To retrieve your activation key, navigate to Manage > Agents, click the Installer tab, click Manual Install
using classic packaged installers, then click Agent Activation Key.
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Step 2

Step 3

Step 4

Other Agent-Like Tools .

Open the user.cfg file in the Secure Workload Agent installation folder. (Example: /usr/local/tet on
Linux or c:\\Program Files\\Cisco Tetration on Windows). The file contains a list of variables in the
form of “key=value”, one on each line.

Add the activation key to the ACTIVATION_KEY variable. Example:

ACTIVATION KEY=7752163c635e£62e6568e9e852d07bd21bfd60d0

Ifthe agent requires an HTTPS proxy, add the http protocol proxy server and port using the HTTPS_PROXY
variable. Example: HTTPS PROXY=http://proxy.my-company.com: 80

Other Agent-Like Tools

AnyConnect Agents

No Secure Wrokload agent is required for platforms supported by Cisco AnyConnect Secure Mobility agent
with Network Visibility Module (NVM). AnyConnect connector registers these agents and exports flow
observations, inventories, and labels to Secure Workload. For more information, see AnyConnect Connector.

For Windows, Mac, or Linux platforms, see Cisco AnyConnect Secure Mobility Client Data Sheet.

ISE Agents

A Secure Workload agent on the endpoint is not required for endpoints registered with Cisco Identity Service
Engine (ISE). ISE connector collects metadata about endpoints from ISE through pxGrid service on ISE
appliance. It registers the endpoints as ISE agents on Secure Workload and pushes labels for the inventories
on these endpoints. For more information, see ISE Connector.

SPAN Agents
SPAN agents work with the ERSPAN connector. For more information, see ERSPAN Connector.

Third-Party and Additional Cisco Products
* For integrations using external orchestrators configured in Secure Workload,
See External Orchestrators in Secure Workload, on page 123.
* For integrations using connectors configured in Secure Workload.

See What are Connectors.

Connectivity Information

In general, when the agent is installed on the workload, it makes several network connections to the back-end
services hosted on the Secure Workload cluster. The number of connections will vary depending on the agent
type and its functions.

The following table captures various permanent connections that are made by various agent types.
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Table 2: Agent Connectivity
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(on-premises)

Agent type Config server Collectors Enforcement backend
visibility (on-premises) | CFG-SERVER-IP:443 COLLECTOR-IP:5640 |N/A
visibility (SaaS) CFG-SERVER-IP:443 COLLECTOR-IP:443 N/A
enforcement CFG-SERVER-IP:443 COLLECTOR-IP:5640 | ENFORCER-IP:5660

enforcement (SaaS)

CFG-SERVER-1P:443

COLLECTOR-1P:443

ENFORCER-IP:443

docker images

CFG-SERVER-IP:443

N/A

N/A

Legends:
* CFG-SERVER-IP is the IP address of the config server.

* COLLECTORC-IP is the IP address of the collector. Deep visibility and enforcement agents connect to
all available collectors.

* ENFORCER-IP is the IP address of the enforcement endpoint. The enforcement agent connects to only
one of the available endpoints.

* For Kubernetes/Openshift agent deployments, the installation script does not contain the agent software
- Docker images containing the agent software are pulled from the Secure Workload cluster by every
Kubernetes/Openshift node. These connections are established by the container run time image fetch
component and directed at CFG-SERVER-IP:443.

Navigate to Platform > Cluster Configuration to know the config server IP and collector IP.

« Sensor VIP is for the config server IP: The IP address that has been set up for the config server in this
cluster.

* External IPs are for collectors IPs and enforcer: If this is populated, when assigning external cluster IP
addresses, the selection process is restricted to only IP addresses defined in this list, that are part of the
external network.

\}

Note

* The Secure Workload agent always acts as a client to initiate the connections to the services hosted within
the cluster, and never opens a connection as a server.

* Agents, for which upgrade is supported, periodically perform HTTPS requests (port 443) to the cluster
sensor VIP to query for available packages.

* An agent can be located behind a NAT server.

Connections to the cluster might be denied if the workload is behind a firewall, or if the host firewall service
is enabled. In such cases, administrators must create appropriate firewall policies to allow the connections.
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Security Exclusions

Security Exclusions .

Software agents continuously interact with the host operating system during their normal operations. This
operation may cause other security applications installed on the host such as antivirus, security agents, and
others, to raise alarms or block the actions of Secure Workload agents. Therefore, to ensure that agents are
installed successfully and are functioning, you must configure the necessary security exclusions on the security

applications that are monitoring the host.

Table 3: Security Exclusions for Agent Directories

Host 0S Directories

AIX /opt/cisco/tetration

Linux /usr/local/tet or /opt/cisco/tetration or <user chosen
inst dir>
/var/opt/cisco/secure-workload

Windows C:\Program Files\Cisco Tetration
C:\ProgramData\Cisco Tetration

Solaris /opt/cisco/secure-workload

Table 4: Security exclusions for Agent Processes

Host 0S

Processes

AIX

csw-agent

tet-sensor

tet-enforcer

tet-main

Linux

csw-agent

tet-sensor

tet-enforcer

tet-main

enforcer

Windows

CswEngine.exe

TetEnfC.exe
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Host 0S Processes
Solaris csw-agent
tet-sensor

tet-enforcer

tet-main
Table 5: Security Exclusions for Agent Actions
Host 0S Actions
AIX Access /dev/bpf*, /dev/ipl, /dev/kmem
Invokes cfg_ipf, curl, ipf, ippool, ipfstat Islpp, Isfilt,
prtconf
Scan /proc
Linux Invokes curl, ip[6]tables-save, ip[6]tables-restore,
rpm/dpkg
Scan /proc, open netlink sockets
Windows Access registry
Register to firewall events
Invokes c:\windows\system32\netsh.exe
Solaris Invokes curl, Ispp, pkg, smbios

Scan /proc

Table 6: Security Exclusions for Agents Scripts or Binaries Executions

Host 0S Invoked scripts/binaries

AIX -

Linux -

Windows dmidecode.exe
npcap-installer.exe
sensortools.exe
signtool.exe

Solaris -
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Service Management of Agents

Software agents are deployed as a service in all supported platforms. This section describes methods to manage
the services for various functions and platforms.

\)

Note Unless specified otherwise, all the commands in this section require root privileges on Linux or Unix, or
administrative privileges on Windows to run.

Service Management for RHEL, Cent0S, OracleLinux-6.x, and Ubuntu-14
Run the following commands for:
« Starting a service: start csw-agent
» Stopping a service: stop csw-agent
* Restarting a service: restart csw-agent

» Checking service status: status csw-agent

Service Management for RHEL, Cent0S, OracleLinux-7.x and Later
The commands are also applicable to:
* AlmaLinux, Rocky Linux- 8.x and later
* Amazon Linux 2 and later
* Debian 8 and later
» SLES-12SPx and later
» Ubuntu-16.04 and later

Run the following commands for:

« Starting a service: systemctl start csw-agent
o Stopping a Service: systemctl stop csw-agent
* Restarting a service: systemctl restart csw-agent

* Checking service status: systemctl status csw-agent

Service Management for Windows Server or Windows VDI

Run the following commands for:
« Starting a service: net start <service-name>

Example: net start cswagent for deep visibility and enforcement service
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. Stopping a Service: net stop <service-name>
Example: net stop cswagent for deep visibility and enforcement service

* Restarting a service:

1. net stop <service-name>

2. net start <service-name>

« Checking service status: sc query <service-name>

Example: sc query cswagent for deep visibility and enforcement service

Service Management for AIX
Run the following commands for:
« Starting a service: startsrc -s csw-agent
« Stopping a service: stopsrc -s csw-agent
* Restarting a service:

1. stopsrc -s csw-agent

2. startsrc -s csw—-agent

» Checking service status: 1ssrc -s csw-agent

Service Management for Kubernetes Agent Installations

» Starting or stopping a service: It is not possible to start or stop the agents on a specific node because
they are not installed as individual services, but as a cluster-wide daemon set.

* Restarting an agent on a node: Locate the Secure Workload agent pod on the node and run the
appropriate Kubernetes command to kill it. The pod is automatically restarted.

+ Checking the status of pods: kubectl get pod -n tetration Or oc get pod -n tetration (for
OpenShift) lists the status of all Secure Workload agent pods in the Kubernetes cluster.

Service Management for Solaris
Run the following commands for:
» Starting a service: svcadm enable csw-agent
« Stopping a service: svcadm disable csw-agent
* Restarting a service: svcadm restart csw-agent

* Checking service status: sves -1 csw-agent

. Cisco Secure Workload User Guide Saa$S, Release 3.9



| Deploy Software Agents on Workloads
Policy Enforcement with Agents .

Policy Enforcement with Agents

By default, agents that are installed on your workloads have the capability to enforce policy, but enforcement
is disabled. When you are ready, you can enable these agents to enforce policy on selected hosts that are based
on the configured intent.

When an agent enforces a policy, it applies an ordered set of rules that specify whether the firewall should
ALLOW or DROP specific network traffic that is based on parameters such as the source, destination, port,
protocol, and direction. For more information on policies, see Manage Policies Lifecycle in Secure Workload,
on page 417.

Enforcement using agents
 Agents receive policies over a secured TCP or SSL channel.

» Agents run in a privileged domain. On Linux machines, the agent runs as root; on Windows machines,
the agent runs as SYSTEM.

* Depending on the platform, when policy enforcement is enabled, agents can completely control the
firewall or work with existing configured rules.

* For details about enforcement options and to enable and configure agents to enforce policies, see Create
an Agent Configuration Profile, on page 67.

Advanced details

When you enable enforcement, golden rules are formulated to allow the agent to connect to the controller.
Agents communicate with the Enforcement Front End (EFE) of the controller through a bidirectional and
secure channel using the TLS or SSL protocol. Messages from the controller are signed by the policy generator
and verified by the agent.

The agent receives policies in a platform-independent schema from the controller. The agent converts these
platform-independent policies into platform-specific policies and programs the firewall on the endpoint.

The agent actively monitors the firewall state. If the agent detects any deviation in the enforced policies, it
enforces the cached policies into the firewall again. The agent also monitors its own consumption of system
resources such as CPU and memory.

The agent periodically sends a status and stats report to the controller using EFE. The status report includes
the status of the latest programmed policies such as success, failure, or error, if any. The stats report includes
the policy stats such as allowed and dropped packets, and byte count depending on the platform.

Agent Enforcement on the Linux Platform

On the Linux platform, the agent uses the iptables, ip6tables, or ipset to enforce network policies. After the
agent is enabled on the host, by default, it controls, and programs iptables. If the IPv6 network stack is enabled,
then the agent controls the IPv6 firewall using ip6tables.

Linux iptables or ip6tables

The Linux kernel has iptables and ip6tables that are used to set up, maintain, and inspect the tables of IPv4
and IPv6 packet filter rules. The iptables and ip6tables consist of many predefined tables. Each table contains
predefined chains and can also contain user-defined chains. These chains contain sets of rules and each of
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these rules specifies the match criteria for a packet. Predefined tables include raw, mangle, filter, and NAT.
Predefined chains include INPUT, OUTPUT, FORWARD, PREROUTING, and POSTROUTING.

The Secure Workload agent programs a filter table that contains rules to allow or drop packets. The filter table
consists of the predefined chains INPUT, OUTPUT, and FORWARD. Along with these, the agent adds custom
TA chains to categorize and manage the policies from the controller. These TA chains contain Secure Workload
rules that are derived from the policies along with rules that are generated by the agent. When the agent
receives platform-independent rules, it parses and converts them into iptable, ip6table, or ipset rules and inserts
these rules into TA defined chains in the filter table. After programming the firewall, the agent monitors the
firewall for any rule or policy deviation and if so, reprograms the firewall. It keeps track of the policies that
are programmed in the firewall and reports their stats periodically to the controller.

Here is an example to depict this behavior:

A typical policy in a platform-independent network policy message consists of:

source set id: “test-set-1”"
destination set id: “test-set-2”
source ports: 20-30

destination ports: 40-50

ip protocol: TCP

action: ALLOW

set _id: “test-set-1"
ip addr: 1.2.0.0
prefix length: 16
address_family: IPv4
set _id: “test-set-2"
ip addr: 3.4.0.0
prefix length: 16
address_family: IPv4

Along with other information, the agent processes this policy and converts it into platform-specific ipset and
iptables rule:

ipset rule:

Name: ta f7b05c30ffa338fc063081060bf3

Type: hash:net

Header: family inet hashsize 1024 maxelem 65536
Size in memory: 16784

References: 1

Members:

1.2.0.0/16

Name: ta 1b97bc50b3374829e11a3e020859

Type: hash:net

Header: family inet hashsize 1024 maxelem 65536
Size in memory: 16784

References: 1

Members:

3.4.0.0/16

iptables rule:

TA _INPUT -p tcp -m set --match-set ta f7b05c30ffa338fc063081060bf3 src -m set --match-

«—set ta 1b97bc50b3374829e11a3e020859 dst -m multiport --sports 20:30 -m multiport --
«—dports 40:50 -j ACCEPT

ipset Kernel Module

When enforcement is enabled and preserve rules is disabled in the Agent Config profile, the agents running
on Linux hosts ensures that the ipset kernel module has a sufficiently large max_sets configuration. In case a
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change is needed, the agent reloads the ipset kernel module with a new max_sets value. If Preserve Rules is
enabled, the agents check the current ipset module max_sets value, but does not make any change. The current
configured max_sets value can be found in cat /sys/module/ip set/parameters/max sets.

Host Firewall Backup

The first time that enforcement is enabled in the Agent Config profile, the agents running on Linux hosts,
store the current content of ipset and ip[6]tables in /opt/cisco/tetration/backup before taking
control of the host firewall.

Successive disable or enable transitions of enforcement configuration do not generate backups. The directory
is not removed after agent uninstallation.

Agent Enforcement on the Windows Platform in WAF mode

On the Windows platform, the Secure Workload agent uses the Windows Firewall to enforce network policies.

Windows Firewall with Advanced Security

A native component on Windows, the Windows Firewall with Advanced Security, regulates network traffic
that is based on the following types of settings:

* Rules that regulate inbound network traffic.
* Rules that regulate outbound network traffic.

* Override rules that is based on the authentication status of the source and destination of the network
traffic.

* Rules that apply to IPsec traffic and to Windows services.

The Secure Workload Network Policy is programmed using inbound and outbound firewall rules.

Secure Workload Rules and the Windows Firewall

On the Windows platform, the Secure Workload Network Policy is enforced as follows:

1. The platform-independent firewall rules from the Secure Workload Network policy are translated into
Windows Firewall rules.

2. The rules are programmed in Windows Firewall.
3. The Windows Firewall enforces the rules.

4. The Windows Firewall and its ruleset are monitored. If a change is detected, the deviation is reported and
the Secure Workload Network policy is reset in the Windows Firewall.

Security Profiles

Windows Firewall groups the rules based on the network that the host is connected to. These rule groups are
called Profiles and there are three such profiles:

* Domain Profile

* Private Profile
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* Public Profile

The Secure Workload rules are programmed into all the profiles, but only rules in active profiles are
continuously monitored.

Effective Setting and Mixed-List Policies

The set of rules in the Windows Firewall is not ordered based on precedence. When multiple rules match a
packet, the most restrictive of those rules take effect meaning that DENY rules take precedence over ALLOW
rules. For more information, see the article on Microsoft TechNet.

Consider the mixed-list, both allow and deny, policy example from the Enforcement Agent section:

1. ALLOW 1.2.3.30 tcp port 80

2. ALLOW 1.2.3.40 udp port 53

3. BLOCK 1.2.3.0/24 ip

4. ALLOW 1.2.0.0/16 ip

5. Catch-all: DROP ingress, ALLOW egress

When a packet headed for the host 1.2.3.30 TCP port 80 reaches the firewall, it matches all the rules, but the
most restrictive of them all, Rule number 3, is the one that will be enforced and the packet will be dropped.
This behavior is contrary to the expectation that the rules will be evaluated in order, Rule 1 is the rule that is
enforced, and that the packet will be allowed.

This difference in behavior is expected in the Windows platform owing to the design of the Windows Firewall
described above. This behavior can be observed in mixed-list policies with overlapping rules that have different
rule actions.

For example,

1. ALLOW 1.2.3.30 tcp
2. BLOCK 1.2.3.0/24 tcp

Interference from Other Firewalls or Policies

We recommend that you grant the agent full and exclusive control of the Windows Firewall to enforce the
Secure Workload Network Policy as intended. Agents cannot reliably enforce the policy if:

* A third-party firewall is present. (The Windows Firewall is required to be the active firewall product on
the host.)

* The Firewall is disabled for the current profiles.

* Conflicting firewall settings are deployed using Group Policy. Some of the conflicting settings are:

 Firewall rules.

* Default inbound or outbound actions in the current profiles that differ from the catch-all rules of
the policy.

* Firewall disabled for the current profiles.

Stateful Enforcement

Windows Advanced Firewall is considered as a stateful firewall, that is for certain protocols such as TCP,
the firewall maintains internal state tracking to detect if a new packet hitting the firewall belongs to a known
connection. Packets belonging to a known connection are allowed without the firewall rules having to be
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examined. A stateful firewall enables bidirectional communication without rules having to be established in
the INBOUND and OUTBOUND tables.

For example, consider the following rule for a web server: Accept all TCP connections to port 443

The intention is to accept all TCP connections on port 443 to the server, and allow the server to communicate
back to the clients. In this case, only one rule is inserted in the INBOUND table, allowing TCP connections
on port 443. No rule is required to be inserted in the OUTBOUND table. Inserting a rule in the OUTBOUND
table is implicitly done by the Windows Advanced Firewall.

\)

Note Stateful tracking applies only to protocols that establish and maintain explicit connections. For other protocols,

both INBOUND and OUTBOUND rules must be programmed to enable bidirectional communication.

When enforcement is enabled, a given concrete rule is programmed as stateful when the protocol is TCP (the
agent decides, based on the context, whether the rule is to be inserted in the INBOUND table or the
OUTBOUND table). For other protocols (including ANY), both INBOUND and OUTBOUND rules are
programmed.

Host firewall backup

When enforcement is enabled for the first time in the Agent Config profile, the agents running on Windows
hosts, before taking control of the host firewall, export the current Windows Advanced Firewall content to
ProgramData\Cisco\Tetration\backup. Successive disable or enable transitions of Enforcement
configuration do not generate backups. The directory is not removed upon agent uninstallation.

Agent Enforcement on the Windows Platform in WFP Mode

On the Windows platform, the agent enforces the network policies by programming Windows Filtering
Platform (WFP) filters. Windows Advanced Firewall is not used to configure the network policy.

Windows Filtering Platform

Windows Filtering Platform (WFP) is a set of APIs provided by Microsoft to configure filters for processing
network traffic. Network traffic processing filters are configured using kernel-level APIs and user level APIs.
WEP filters can be configured at various layers, Network Layer, Transport Layer, Application Layer
Enforcement (ALE). Secure Workload WEP filters are configured at the ALE layer, similar to Windows
firewall rules. Each layer has several sublayers, ordered by weight, from highest to lowest. Within each
sublayer, filters are ordered by weight, from highest to lowest. A network packet traverses through all the
sublayers. At each sublayer, the network packet traverses through the matching filters that are based on weight,
from highest to lowest and returns the action: Permit or Block. After passing through all the sublayers, the
packet is processed based on the rule that Block action overrides Permit.

Advantages of WFP over WAF

* Avoids Windows Firewall configuration dependencies.
* Overcomes GPO restrictions.

* Ensures ease of migration and policy reversion.
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+ Allows you to control policy ordering.

* Avoids strict block-first policy order of Windows Firewall.
» Reduces CPU overhead on policy update.

* Creates an efficient 1:1 policy rule filter.

* Ensures a faster single-step update.

Agent Support for WFP

When enforcement is configured to use WFP, Secure Workload filters override Windows Firewall rules.
In WFP mode, the agent configures the following WFP objects:

* Provider has a GUID and name, is used for filter management, and does not affect packet filtering

* Sublayer has a GUID, name, and weight. The Secure Workload sublayer is configured with higher weight
than the Windows Advanced Firewall sublayer.

* Filter has name, GUID, ID, weight, layer ID, sublayer key, action (PERMIT/ BLOCK), and conditions.
WEFP filters are configured for Golder rules, Self Rules, and Policy Rules. The agent also configures the
port scanning prevention filters. Secure Workload filters are configured with the
FWPM_FILTER FLAG CLEAR ACTION RIGHT flag. This flag ensures that Secure Workload filters
are not overridden by Microsoft Firewall rules. For each Secure Workload Network policy rule, one or
more WEFP filters are configured based on the direction (inbound or outbound) and protocol.

For TCP inbound policy,
id: 14 , TCP Allow 10.195.210.184 Dir=In localport=3389

The WFP filters configured are:

Filter Name: Secure Workload Rule 14

EffectiveWeight: 18446744073709551589

LayerKey: FWPM_LAYER ALE AUTH LISTEN V4
Action: Permit

Local Port: 3389

Filter Name: Secure Workload Rule 14
EffectiveWeight: 18446744073709551589

LayerKey: FWPM_LAYER ALE_AUTH RECV_ACCEPT V4
Action: Permit

RemotelIP: 10.195.210.184-10.195.210.184

Secure Workload agent configures Secure Workload Default Inbound and Secure Workload Default
Outbound filters for inbound and outbound CATCH-ALL policy respectively.
Agent WFP support and Windows Firewall
* The agent does not monitor WAF rules or WAF profiles.
* The agent does not monitor firewall states.
* The agent does not require firewall state to be enabled.

* The agent does not conflict with GPO policies.
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Effective Setting and Mixed-List Policies
Agent enforcement in WFP mode supports mixed-list or grey list policies.

Consider the mixed-list (both allow and deny) policy example from the Enforcement Agent section:

1. ALLOW 1.2.3.30 tcp port 80- wt1000
2. BLOCK 1.2.3.0/24 ip- wt998
3. ALLOW 1.2.0.0/16 ip- wt997
4. Catch-all: DROP ingress, ALLOW egress - wt996

When a packet headed for the host 1.2.3.30 tcp port 80 reaches the firewall, it matches filter 1 and is allowed.
However, a packet that is headed for the host 1.2.3.10 is blocked because of filter 2. A packet that is headed
for host 1.2.2.10 is allowed by filter 3.

Stateful Enforcement

Secure Workload WEFP filters are configured at the ALE layer. Network traffic is filtered for socket connect(),
listen(), and accept() operations. Network packets related to a L4 connection are not filtered after the connection
is established.

Visibility of Configured WFP Filters

You can view the configured Secure Workload WFP filters using ¢ : \program
files\tetration\tetenf.exe. Supported options:

» With administrative privileges, run cmd. exe.

* Run c:\program files\tetration\tetenf.exe -1 -f <-verbose> <-output=outfile.txt>.

OR
» With administrative privileges, run cmd. exe.
* Run netsh wfp show filters.

* View the filters.xml file for configured Secure Workload filters.

Disable Stealth Mode Filters in WFP Mode

To disable stealth mode filters (port scanning filters):

Procedure

Step 1 Edit \conf\enforcer.cfgq.
Step 2 Add disable_wfp_stealth_mode: 1
Step 3 Save the file.
Step 4 With administrative privileges, restart the CswAgent service by:
a) Run the command: sc stop cswagent to stop the CswAgent Service.
b) Run the command: sc start cswagent to start the CswAgentService.
Step 5 To verify:

a) With administrative privileges, run cmd. exe.
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b) Run the command: c:\program files\tetration\tetenf.exe -1 -f <-verbose>
<-output=outfile.txt>

“Tetration Internal Rule block portscan” filters are not configured.

Delete Configured WFP Filters

You can delete the configured Secure Workload WEFP filters using c : \program
files\tetration\tetenf.exe. To avoid accidental deletions of filters, when you run the delete
command, specify the token in <yyyymm> format, where yyyy is the current year and mmis the current month
in the numerical form. For example, if today’s date is 01/21/2021, then the token is -token=202101

Supported options are:

» With administrative privileges, run cmd. exe.

* To delete all configured Secure Workload filters, run c:\program files\tetration\tetenf.exe -d
-f -all - token=<yyyymm>

* To delete all configured Secure Workload WFP objects, run c: \program files\tetration\tetenf.exe
-d -all -token=<yyyymm>

* To delete a Secure Workload WFP filter by name, run c: \program files\tetration\tetenf.exe -d

-name=<WFP filter name> -token=<yyyymm>

Known Limitations in WFP Mode

* The Preserve Rules setting in Agent Config Profile has no effect when you set Enforcement Mode to
WEFP.

Configure Policies for Windows Attributes

For more granularity when enforcing a policy on Windows-based workloads, you can filter network traffic
by:

* Application Name
* Service Name

» User Names with or without User Groups
This option is supported in both WAF and WFP modes. Windows OS-based filters are categorized as consumer
filtersand provider filtersin the generated network policy. The Consumer filters filter the network traffic that

is initiated on the consumer workload and Provider filters filter the network traffic that is destined for the
provider workload.

Before you begin

This procedure assumes you are modifying an existing policy. If you have not yet created the policy to which
you want to add a Windows OS-based filter, create that policy first.
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Important  See Caveats, on page 52 and Known limitations, on page 51 for policies involving Windows attributes.

Procedure
Step 1 In the navigation pane, click Defend > Segmentation.
Step 2 Click the scope that contains the policy for which you want to configure Windows OS-based filters.
Step 3 Click the workspace in which you want to edit the policy.
Step 4 Click Manage Policies.
Step 5 Choose the policy to edit.

Important  Consumer and Provider must include only Windows workloads.

Step 6 In the table row for the policy to edit, click the existing value in the Protocols and Ports column.
Step 7 In the pane on the right, click the existing value under Protocols and Ports.

In the example, click TCP : 22 (SSH).

Protocol and Port Edit

Rank Action Priority
Absolute 100
Consumer
@ vm-229
Provider
® Default
Protocol and Port
TCP : 22 (SSH)
Description

Show advanced options

Step 8 Click Show advanced options.
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While using process level controls a consumer/provider scope or filter should only
contain Windows agents. Otherwise, non-Windows 0Ss (Linux, AlX) will skip the
policy and report a sync error in Enforcement Status. See the user guide for more
infomation,

Consumer Service

Consumer Binary Path

Consumer Users or User Groups @

Provider Binary Path

Provider Users or User Groups @

Hide advanced options | Cancel Update

Step 9 Configure consumer filters based on Application name, Service name, or User name.
* The application name must be a full pathname.
» Service name must be a short service name.

+ User name can be a local user name (For example, tetter) or domain user name (For example,
sensor-dev(@sensor-dev.com or sensor-dev\sensor-dev)

* User group can be local user group (For example, Administrators) or domain user group (For example,
domain users\\sensor-dev)

» Multiple user names and/ or user group names can be specified, separated by ",".(For example,
sensor-dev\@sensor-dev.com,domain users\\sensor-dev)

* Service name and User name cannot be configured together.

Step 10 Configure provider filters based on Application name, Service name, or User name.

Follow the same guidelines as given for consumer filters in the previous step.

Step 11 Enter the paths to the binary, as applicable.

For example, enter c: \test\putty.exe

Step 12 Click Update.
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Recommended Windows 0S-Based Policy Configuration

Always specify ports and protocols in policies when possible; we recommend not to allow ANY port, ANY

protocol.
For example, a generated policy with port and protocol restrictions might look like this:

dst_ports {
start _port: 22
end _port: 22

consumer filters ({
application name: "c:\\test\\putty.exe"

}

1}
ip protocol: TCP

In contrast, if you allow network connections that are initiated by iperf.exe with ANY protocol and ANY port,

the generated policy looks like this:

match_set {
dst_ports {
end_port: 65535
consumer filters ({
application name: "c:\\test\\iperf.exe"
}

}
address_family: IPv4

inspection point: EGRESS
match comment: "PolicyId=61008290755£f027a92291b9d:61005£90497d4f47cedacb86:"

}
For the above filter, Secure Workload creates a policy rule to allow the network traffic on the provider as

follows:

match_set {
dst_ports {
end _port: 65535

}
address_family: IPv4

inspection point: INGRESS
match comment: "PolicyId=61008290755£f027a92291b9d:61005£90497d4f47cedacb86:"

}
This network rule opens all the ports on the Provider. We strongly recommend not to create OS-based filters

with Any protocol.

Known limitations
* Windows 2008 R2 does not support Windows OS based filtering policies.

* Network policy can be configured with a single user name whereas MS Firewall Ul supports multiple

users.
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» While using the Windows OS-based policies, a consumer/ provider scope or filter should only contain
Windows agents. Otherwise, non-Windows OSs (Linux, AIX) skip the policy and report a sync error in
Enforcement Status.

* Avoid creating Windows OS filters with loose filtering criteria. Such criteria may open unwanted network
ports.

« If OS filters are configured for consumer, then the policies are applicable only to consumer, similarly if
it is configured for provider then it is applicable only to provider.

* Due to limited or no knowledge of the process context, user context or service context of the network
flows, there will be discrepancy in the policy analysis if the policies have Windows OS-based filters.

Verify and Troubleshoot Policies with Windows 0S-Based Filtering Attributes

If you use Windows OS-based filtering attributes, the following topics provide you with verification and
troubleshooting information.

Cisco TAC can use this information as needed to troubleshoot such policies.

Policies Based on Application Name

Use the following information to verify and troubleshoot policies based on application name on Windows OS
workloads.

The following sections describe the way policies should appear on the workload for an application binary
entered as c: \test\putty.exe.

Sample Policy Based on Application Name

dst ports {

start port: 22

end port: 22

consumer filters {

application name: “c:\test\putty.exe”
}

1}

ip protocol: TCP

address family: IPv4

inspection point: EGRESS
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Generated Firewall Rule

Emmr_ma_mmamm_mmmwumm

Tetration Rule 1 Properties X S Newl
Protocols and Ports Scope Advanced Local Principals W Filter
General Programs and Services Remote Computers 7 Filter
Progm ? Filter
I ot the { View

P
Q Refre:
|- \test \putty exe | Browse 5 Expor

Hel
Application Packages E -

= Specify the application packages to which Settings Tetration f
~p¢-, this rule applies.

4 Disab
Services ‘J‘H Cut
w# | aSgpeﬁgtm services to which this rule Settings... 52 Copy
o x Delet
_: Prope
Help

Generated Filter Using netsh

To verify, using native Windows tools, that a filter has been added to an advanced policy:
» With administrative privileges, run cmd. exe.
* Run netsh wfp show filters.
* The output file, filters.xml, is generated in the current directory.

* Check FWPM_CONDITION_ALE_APP_ID for the application name in the output file: filters.xml.

<fieldKey>FWPM CONDITION ALE APP ID</fieldKey>
<matchType>FWP MATCH EQUAL</matchType>
<conditionValue>
<type>FWP BYTE BLOB TYPE</type>
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<byteBlob>
<data>
«—5c006400650076006900630065005c0068006100720064006400690073006b0076006£006
—</data>
<asString>\device\harddiskvolume2\temp\putty.exe</
«—asString>
</byteBlob>
</conditionvValue>

Generated WFP Filter Using tetenf.exe -I -f

Filter Name: Secure Workload Rule 1
EffectiveWeight: 18446744073709551592

LayerKey: FWPM_LAYER ALE AUTH CONNECT V4

Action: Permit

RemotelIP: 10.195.210.15-10.195.210.15

Remote Port: 22

Protocol: 6

AppID: \device\harddiskvolume2\test\putty.exe

Invalid Application Name

* In WAF mode, Firewall rule is created for an invalid application name.

* In WFP mode, the WEFP filter is not created for an invalid application name but the NPC is not rejected.
The agent logs a warning message and configures the rest of the policy rules.

Policies Based on Service Name

Use the following information to verify and troubleshoot policies based on Service name on Windows OS
workloads.

The following sections describe the way that the policies should appear on the workload.

Sample Policy Based on Service Name

dst ports {
start port: 22
end port: 22
provider filters {
service name: “sshd”
}
b}
ip _protocol: TCP
address family: IPv4
inspection point: INGRESS
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Generated Firewall Rule

'rotocols and Ports ~ Scope  Advanced  Local Principals ~ Remote Users Al 8B New Rule...
General Programs and Services Remote Computers i T Filter by Profile
A
Programs gl| 7 Filter by State
— B|| 7 Filter by Group
(= ;
—— Customize Service Settings
Apply this rule as follows:
Application Packages
g Specify the application
~p¢-, this rule applies.
Services Name Short Name o
1@ gggfg SR A—— %, Netwark Connectivity Assistant NcaSvc
- ’ £, Network List Service netprofm
S, Network Location Awareness NiaSve
“t, Network Setup Service Net SetupSvc
S, Network Store Interfface Service nsi
L, Offline Files CscService
%, OpenSSH Authentication Agent ssh-agent
&% OpenSSH SSH Server sshd
| ‘et Ootimize drives defraasve >
jsshd |

Generated Filter Using netsh

To verify using native Windows tools, that a filter has been added for an advanced policy:

» With administrative privileges, run cmd. exe.
* Run netsh wfp show filters.
* The output file, filters.xml, is generated in the current directory.

* Check FWPM_CONDITION ALE USER _ID for user name in the output file: filters.xml.

<item>
<fieldKey>FWPM CONDITION ALE USER ID</fieldKey>
<matchType>FWP MATCH EQUAL</matchType>
<conditionValue>
<type>FWP SECURITY DESCRI PTORiTYPE</type>

<sd>0:SYG:SYD: (A;;CCRC;;;S-1-5-80-3847866527-469524349-687026318-
—516638107) </sd>

</conditionvValue>
</item>

Generated WFP Filter Using tetenf.exe -1 -f

Filter Name: Secure Workload Rule 3

EffectiveWeight: 18446744073709551590
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LayerKey: FWPM LAYER ALE AUTH RECV ACCEPT V4
Action: Permit

Local Port: 22

Protocol: 6

User or Service: NT SERVICE\sshd

Invalid Service Name
* In WAF mode, the Firewall rule is created for a nonexistent service name.
* In WFP mode, the WEFP filter is not created for a nonexistent service name.

« Service SID type must be Unrestricted or Restricted. If the service type is None, the Firewall Rule and
WEFP filter can be added but they have no effect.

To verify the SID type, run the following command:

sc gsidtype <service name>

Policies Based on User Group or User Name

Use the following information to verify and troubleshoot policies based on user name (with and without user
group name) on Windows OS workloads.

Sections in this topic describe the way that the policies should appear on the workload.

Examples in this topic are based on policies that are configured with the following information:
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Figure 4: Policies Based on User Group or User Name

Description

more information.

Consumer Service

Consumer Binary Path

Provider Service

Provider Binary Path

Provider Users or User Groups @

Sample Policy Based on User Name

dst ports {
start port: 30000
end port: 30000
provider filters {

user name: “sensor-dev\sensor-dev

}
1}
ip protocol: TCP
address family: IPv4
inspection point: EGRESS

While using process level controls, a consumer/provider scope or filter should
only contain Windows agents. Otherwise, non-Windows OSs (Linux, AIX) will skip
the policy and report a sync error in Enforcement Status. See the user guide for

Consumer Users or User Groups @

sensor-devidomain users,sensor-dev@se

Policies Based on User Group or User Name .

”

Sample Policy Based on User Group and User Name

dst_ports {

start _port: 30000
end port: 30000
provider filters {

user name: “sensor-dev\domain users,sensor-dev\sensor-dev”

}
}}
ip protocol: TCP
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address_family: IPv4
inspection point: EGRESS

Generated Firewall Rule

Firewall Rule Based on User Name

Example: Firewall rule based on User Name, sensor-dev\\sensor-dev

|drlr.': Pemnte Addrece Protncnl | nral Part Pemnte Part Luthe w
Tetration Rule 1 Properties bt Y NewF
General Programs and Services Remote Computers W Filterl
Protocols and Ports Scope Advanced Local Pincipals 7 Filter|
Authorized users W Filter |
[] Only allow connections from these users View
" g& SENSOR-DEV\sensor-dev Add... i Refres
I F:,-_ TiGvEe j Expnrt
ﬂ Help
2
Tetration R
Exceptions # Disabl
[] Skip this rule for connections from these users ‘{’ Cut
| % Add 5 Copy
Remove B Delete
___j! Prope
Help

Firewall Rule Based on User Group and User Name

Example: Firewall rule based on User Name, sensor-dev\\sensor-dev and user group, domain users\\sensor-dev
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.ocal Address Remote Address Protocol Local Port Remote Port
4| Tetration Rule 7 Properties *
LY
A General Programs and Services Remote Computers
" Protocols and Ports Scope Advanced Local Principals
e Authorized users
A [+] Only allow connections from these users
Y :
i | SENSOR-DEV\Domain Users Add...
A *) | SENSOR-DEV\sensordev
LY
Y
Y

16

& P B P B B 1 B B L

Exceptions
[] Skip this nule for connections from these users

2

Cancel oply

Generated Filter Using netsh

Authorized Computers
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any
Any

To verify using native Windows tools that a filter has been added for an advanced policy:

» With administrative privileges, run cmd. exe.
* Run netsh wfp show filters.

* The output file, filters.xml, is generated in the current directory.

* Check FWPM_CONDITION ALE USER ID for user name in the output file: filters.xml.

<item>
<fieldKey>FWPM CONDITION ALE USER ID</fieldKey>
<matchType>FWP MATCH EQUAL</matchType>
<conditionValue>
<type>FWP_ SECURITY DESCRI PTOR_TYPE</type>

Au
An
An
An
An
An
An

An
An
An

An
An
An
An
An
An
An

An
An
SEI
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<sd>0:LSD: (A;;CC;;;S-1-5-21-4172447896-825920244-2358685150) </sd>
</conditionValue>
</item>

Generated WFP Filters Using tetenf.exe -l -f
Filter based on User Name
Example: WFP Rule based on User Name, SENSOR-DEV\sensor-dev

Filter Name: Secure Workload Rule 1
EffectiveWeight: 18446744073709551590

LayerKey: FWPM LAYER ALE AUTH CONNECT V4
Action: Permit

RemotelIP: 10.195.210.15-10.195.210.15
Remote Port: 30000

Protocol: 6

User or Service: SENSOR-DEV\sensor-dev

Filter based on User Group and User Name

Example: WFP Rule based on User Name, SENSOR-DEV\\sensor-dev and User Group name,
SENSOR-DEV\\Domain Users

Filter Name: Secure Workload Rule 1

EffectiveWeight: 18446744073709551590

LayerKey: FWPM LAYER ALE AUTH CONNECT V4

Action: Permit

RemoteIP: 10.195.210.15-10.195.210.15

Remote Port: 30000

Protocol: 6

User or Service: SENSOR-DEV\Domain Users, SENSOR-DEV\sensor-dev

Service name and user name cannot be configured for a Network policy rule.

N

Note The network policy is rejected by the Windows agent if the user name or the user group is invalid.

Enforcement of Kubernetes Pods on Windows Nodes

After you install the Kubernetes DaemonSet agent on the Windows worker nodes, it captures the network
flows from the Windows worker nodes and the Kubernetes pods in an AKS environment.

Requirements
* Enforcement of Kubernetes pods is supported in an AKS environment with Windows nodes.
* Enforcement mode MUST be WFP with Preserve Rules set to Off.
* Supported on Microsoft Windows Server 2019 and Windows Server 2022.
The policies are enforced on vSwitch for ports that are connected to pods using VFP. The Virtual Filtering

Platform (VFP) is a component of vSwitch used to configure filters for processing network traffic. While
enforcing the policies, the Preserve Mode is Off.

Each filter has the following attributes:
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* Id: Filter Name
* Direction: In or Out
* RuleType: Switch or Host.
* Configure the filter on vSwitch when the type is Switch.

* Create a WFP filter when the type is Host.

* Action: Allow or Block
* LocalPorts: This can be a port or range. For example, 80 or 100-200.
* RemotePorts: Same as LocalPorts.

* LocalAddresses: It is an address or range. For example, 10.224.0.5, 10.224.1.0/24 (10.224.1.1-10.224.1.10
is not allowed).

» RemoteAddress: Same as LocalAddresses

* Protocol: ICMP/TCP/UDP/IGMP Protocol 255 is IPPROTO_RAW and 256 — PROTO MAX
The ports can only be specified for UDP and TCP, and ports are not allowed in the policy unless a protocol
is specified.

Configuring a policy on a virtual port is a transaction-based operation. If one of the filters is invalid, enforcing
the entire policy is rendered unsuccessful.

This is the stateful enforcement. Application, user, or service-based policies are currently not supported.
Compatibility with Calico

Pods enforcement works in "preserve rules" off mode. When the Windows agent enforces the rules on pods,
it deletes the already configured policies. If the Calico plug-in enforces the network policies after the agent,
the agent identifies it as deviation and network policies that are configured by Calico are deleted and agent
policies are re-enforced.

\}

Note The enforced policies are deleted when the Windows agent is uninstalled on the Windows nodes.

Visibility of Configured VFP Filters

An option to list the pod filters using Secure Workload is not available. In an AKS environment, you can use
the built-in PowerShell script. Run the following PowerShell script: c: \k\debug\collectlogs.psl.
View the output files vfpoutput.txt and hnsdiag.txt for the configured filters.

Delete VFP Filters Configured by Windows Agent

1. Run cmd.exe with administrative privileges.

2. Run the command: <installation folder>\tetenf.exe -d -f -pods -token=<yyyymm>.
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\)

Note The command deletes VFP filters for all the pods.

Troubleshoot Enforced Policies and Network Flows

1. Runthe command: netsh wfp start capture keywords=19.
2. Run network traffic.

3. Stop capturing the flows: netsh wfp stop capture.

4

Extract wfpdiag.xml from the wfpdiag.cab file. View the dropped flows.

To map the allowed or dropped network flows to Pod policies:

1. Start ETW session: logman start <session name> -p Microsoft-Windows-Hyper-V-VEpExt -o
<output file.etl> -ets

2. Run network traffic.
3. Stop capturing flows: logman stop <session name>.

4. In the command prompt, run: tracerpt <output file.etl>. The command creates the dumpfile.xml
file. View the network flows.

Agent Enforcement on AIX Platform

IPFilter

On the AIX platform, the Secure Workload agent uses IPFilter utilities to enforce network policies. By default,
after the agent is enabled on the host, the agent controls and programs the IPv4 filter table. IPv6 enforcement
is not supported.

The IPFilter package on AIX is used to provide firewall services and is available on AIX as a kernel expansion
pack. It loads as a kernel extension module, /usr/lib/drivers/ipf. It includes ipf, ippool, ipfstat, ipmon, ipfs,
and ipnat utilities that are used to program ipfilter rules and each of these rules specifies the match criteria
for a packet. For more information, see the IPFilter pages in the AIX manual.

When enforcement is enabled, the agent uses IPFilter to program the IPv4 filter table that contains rules for
allowing or dropping of IPv4 packets. The agent groups these rules to categorize and manage the policies
using the controller. These rules include Secure Workload rules that are derived from the policies and rules
that are generated by the agent.

When an agent receives platform-independent rules, it parses and converts them into ipfilter or ippool rules
and inserts these rules into the filter table. After programming the firewall, the enforcement agent monitors
the firewall for any rule or policy deviation and if so, reprograms the firewall. The agent keeps track of the
policies that are programmed in the firewall and reports their status periodically to the controller.

A typical policy in a platform-independent network policy message consists of:
source set id: "test-set-1"

destination set id: "test-set-2"
source ports: 20-30
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Caveats

Caveats .

destination ports: 40-50
ip protocol: TCP
action: ALLOW

set_id: "test-set-1"
ip addr: 1.2.0.0
prefix length: 16
address_family: IPv4
set_id: "test-set-2"
ip addr: 5.6.0.0
prefix length: 16
address_family: IPv4

Along with other information, the agent processes the policy and converts it into platform-specific ippool and
ipfilter rule:

table role = ipf type = tree number = 51400
{ 1.2.0.0/16; };

table role = ipf type = tree number = 75966
{ 5.6.0.0/16; };

pass in quick proto tcp from pool/51400 port 20:30 to pool/75966 port 40:50 flags S/SA group
TA_INPUT

pass out quick proto tcp from pool/75966 port 40:50 to pool/51400 port 20:30 flags A/A group
TA OUTPUT

Host Firewall Backup

When enforcement is enabled for the first time in an Agent Config Profile, the agents running on AIX hosts,
before taking control of the host firewall, store the current content of ippool and ipfilter into
/opt/ciscoltetration/backup. Successive disable or enable transitions of enforcement configuration do not
generate backups. The directory is not removed upon agent uninstallation.

Known Limitations

IPv6 enforcement is not supported.

Check Agent Status and Statistics

Step 1
Step 2
Step 3
Step 4

Procedure

In the navigation pane, click Manage > Workloads > Agents.
Click the Distribution tab.
Click an agent type from the top of the page.

On this page, you can check CPU Overhead, Bandwidth Overhead, Agent Health, Software Update Status,
Agent Software Version Distribution, and Agent OS Distribution.

For more information about this page, see the Agent Status and Statistics section.

Cisco Secure Workload User Guide Saa$S, Release 3.9 .



Deploy Software Agents on Workloads |

. View Agent Details

Figure 5: Agent Distribution Page
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Agent Health: The agent periodically checks in every 10—30 minutes. If there is no check-in for

more than 1 hour 30 minutes, then the agent is inactive. To reduce false alarms, the agent health
status is set to intermittent instead of inactive if the check-in gap is between 1 hour and 1 hour

30 minutes.

For more information on the enforcement status, see the Enforcement Status section.

View Agent Details

The following steps provide one of the available options to navigate to the Workload Profile page, which
displays details about the workload and its installed agent.

Step 1
Step 2

Procedure

In the navigation pane, click Organize > > Scopes and Inventory.

Search for a workload for which you want to view details.
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Step 3 Click the IP address to view the details such as agent health, IP address, Scopes, Inventory Type, Enforcement
Groups, Experimental Groups, User Labels, and Traffic Volume (Total Bytes/Total Packets).

For more information, see Workload Profile, on page 388.

Software Agent Config

Requirements and Prerequisites for Configuring Software Agents

* Ensure that you have the required Secure Workload user role credentials:

* Site Administrator

* Customer Support

For more information, see User Roles and Access to Agent Configuration, on page 65.

* Ensure that you have privileges on the host to run the agent service on each workload. For more
information, see Service Management of Agents.

* Verify the supported platforms, requirements, and installation instructions for agents. For more information,
see Deploy Software Agents.

User Roles and Access to Agent Configuration
1. Root scope owners have access only to create a Configuration Profile and Configuration Intent specification.

2. AsaRoot Scope owner, you can create configuration profiles that are associated with only owned scopes
and impose these configuration profiles on agents.

\}

Note  Under the Agent Configuration Profile, you can now view the number of intents using the configuration profile
before you edit the profile.
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Figure 6: Software Agent Configuration for Scope Owners
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No intents found

Create Config

Agent Remote VRF Configurations

Edit |

Used by 1 Intent

Default

No configs found

Site administrators have access to all the components in the Agent Configuration page that includes
specifying interface configuration intents, remote virtual routing and forwarding configurations.

Configure Software Agents

On the Software Agent Configuration page, configure the software agents to create intents that are associated
with either an Inventory Filter or a Scope. For each agent, apply the first matching intent. For more
information, see Manage Inventory for Secure Workload, on page 333.

)

Note

For any Secure Workload deployment, use the default agent configuration on all agents that are not associated
with any specific configuration profile.
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Figure 7: Software Agent Configuration
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Create an Agent Configuration Profile

Step 1
Step 2
Step 3
Step 4
Step 5

Before you begin

See Requirements and Prerequisites for Configuring Software Agents, on page 65.

Procedure

In the navigation pane, choose Manage > Workloads > Agents.

Click the Configure tab.

Click the Create Profile button.

Enter a name for the profile and choose the scope where the profile is available.

Enter the appropriate values in the fields listed in the following table.

Table 7: Creating Software Agent Configuration Profile Field Descriptions

Field Description

Enforcement

Enforcement

Enable - Enable policy enforcement on the agent. After you enable enforcement, the
agent enforces the most recently received policy set. Disable (Default) - The agent does
not enforce a policy.

Note If you enable, disable and re-enable policy enforcement on the agent, it
clears the firewall state and sets the catch-all default action to ALLOW.
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Field Description

Windows On Windows workloads, agents can enforce network policies using:

Enforcement . S . . .
Mode * WFP - Windows Filtering Platform (by directly programming WFP filters in the

Windows Filter Engine).

See Agent Enforcement on the Windows Platform in WFP Mode, on page 45.
* WAF (Default) - Windows Advanced Firewall.

See Agent Enforcement on the Windows Platform in WAF mode, on page 43.

Preserve Rules

Enable - Preserves existing firewall rules on the agent.

Disable (Default) - Clears existing firewall rules before applying enforcement policy
rules from Secure Workload.

Behaviour of the Preserve Rules attribute is platform-specific. You can view the details
of the attributes in the Preserve Rules section in each platform.

Allow Broadcast

Enable (Default) - Adds rules to the firewall to allow ingress and egress broadcast
traffic on workload.

Disable - Does not add any rules. The broadcast traffic drops if the default policy on
the agent is DENY.

Allow Multicast

Enable (Default) - Adds rules to the firewall to allow ingress and egress multicast traffic
on workload.

Disable - Does not add any rules. The Multicast traffic drops if the default policy on
the agent is DENY.

Allow Link Local

Enable (Default) - Adds rules to the firewall to allow link local addresses traffic on

Addresses workload.
Disable - Does not add any rules. The Multicast traffic drops if the default policy on
the agent is DENY.

CPU Quota Mode | Adjusted (Default) - The CPU limit adjusts according to the number of CPUs on the

system. For example, if there are 10 CPUs, set the CPU limit to 3%, the agents use only
a total of 30% (measured by top).

Top - The CPU limit value matches the top view on average. For example, if you set
the CPU limit to 3% and there are 10 CPUs in the system, the CPU usage is 3%. It is a
fairly restrictive mode, use it only when necessary.

Disable - Disable the CPU limit feature. The agent uses CPU resources that used in the
operating system.

For more information, see Secure Workload Data Sheet.

CPU Quota Limit
(%)

Specify the actual limit in percentage of the system processing power.

Memory Quota
Limit (MB)

Specify the memory limit (in MB) for processes. If the process hits this limit, it restarts.
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Field

Description

Flow Visibility

Flow Analysis
Fidelity

Conversations (Default) - Enable conversation mode on all agents.

Detailed - Enable detailed mode on all agents.

Data Plane

Enable (Default) - Enable the agent to send reports to the cluster.

Disable - Disable the agent’s reports.

Auto-Upgrade

Enable (Default) - Automatically upgrade the agent when a new package is available.

Disable - Do not automatically upgrade the agent.

PID/User Lookup

Enable - Process ID (PID) and User Lookup in agents.

Set the Flow Analysis Fidelity option to detailed mode for PID and User Lookup. When
you enable this feature, the agent associates network flows with running processes and
users in the workload. During the process, note that some flows that might not be
associated with any process even after you enable the configuration.

Disable (Default) - Do not enable process ID and User Lookup in agents.

Note User Lookup is not supported on Windows Server 2008 R2.

Service Protection

Enable - Enable service protection on the agent. When enabled, the agent ensures it
prevents users from disabling the service, from uninstalling the agent, and from restarting
the service. However, after disabling the service protection, you can continue to stop
or can uninstall the agent.

Note * Do not disable service protection for normal auto upgrade of an agent.
* Do not enable service protection for manual upgrade of an agent.

* Service protection blocks any forced upgrades, such as using the
installer script - forceUpgrade option.

* Any system-initiated upgrade works when you enable the service
protection.

Disable(*)-By default, disable the service protection on the agent.
Detailed (Default) - Enable detailed mode on all agents.

Note This feature is available only for Windows agent.
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Field

Description

CPU Quota Mode

Adjusted (Default) - Adjust the CPU limit according to the number of CPUs on the
system. For example, if there are 10 CPUs in the system, set the CPU limit to 3%.

Choose this mode to allow the agent to use a total of 30% (measured by top).

Top- The CPU limit value matches the top view on average. For example, set the CPU
limit to 3% for the 10 CPUs in the system, the CPU usage is only 3%. It is a fairly
restrictive mode and uses it only when necessary.

Disable - Disable the CPU limit feature. The agent uses CPU resources that are used
in the operating system.

CPU Quota Limit
(%)

Specify the actual limit in percentage of the system processing power that the agent can
use.

Memory Quota
Limit (MB)

Specify the memory limit in MB that the process allows to use. If the process hits this
limit, the process restarts.

Cleanup period
(days)

Enable - Enable automated cleanup on the agent. Enter the number of days after which
remove the inactive agent.

Disable (Default) - Do not enable automated cleanup on the agent.

Flows Disk Quota
(MB)

Enter the maximum size limit (in MB) for storing the flow data.
If the Flows Disk Quota field is:

* 0: The agents do not store offline flows locally.

* Blank: Enable the Flows Time Window field. After you enter the duration in the
Flows Time Window, the Flows Disk Quota field automatically sets the value to16
GB.

You can either choose the Flows Disk Quota or the Flows Time Window option for
flow log buffering in case of connectivity break between the agent and the cluster.

For example, if you have set the Flows Time Window as one hour and the agent is
unable to communicate with the cluster, the agent stores flow data for the last hour.
Any flow data locally stored on the workload beyond the last hour is overridden by
newer logs.

Specify in MB the total size limit of stored flow data.
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Field

Description

Flows Time
Window (Hours)

Specify in hours how long the agent must capture and store flows locally.

Choose either Flows Disk Quota or Flows Time Window; it's either size-based or
time-based rotation. On choosing Flows Time Window, set the Flows Disk Quota to
16 GB. Setting Flows Disk Quota to 0 disables this feature.

The flow data is rotated when it reaches either size limit or time limit.

This field is displayed only when there is no value that is entered in the Flows Disk
Quota field.

Enter the duration, in hours, for the agents to capture the flows and store them locally.

« After the connectivity to the agents is restored, the agents send the live flow data.

» While sending the live flow data, the agents also initiates to upload the buffered
telemetry data. The telemetry data is sent in small packets at regular intervals.

* Depending on the size of the buffered telemetry data and transmission transfer
speed, it takes multiple intervals to send all the buffered data.

* The agents progressively deletes the locally stored flow data.

Remove the outdated flow data that is stored locally after it reaches the configured size
or time limit.

Process Visibility and Forensics

Forensics

Enable - Enable forensics on the agent. This feature consumes extra CPU cycles that
are specified in the CPU limit below. For example, if the CPU limit is 3% and you
enable this feature, the agent uses up to 6% in total.

Disable (Default) - Disable forensics on the agent.

Meltdown Exploit
Detection

Enable - Enable Forensics and Meltdown exploit detection on the agent. For more
information, see Side Channel in the Compatibility, on page 575.

Disable (Default) - Disable Meltdown exploit detection on the agent.

CPU Quota Mode

Adjusted (Default) - Adjust the CPU limit according to the number of CPUs on the
system. For example, set the CPU limit to 3% with 10 CPUs in the system. Choose this
mode to use a total of 30% (measured by top).

Top - The CPU limit value matches the top view on average. For example, set the CPU
limit to 3% with 10 CPUs in the system, the CPU usage remains at 3%. Use this
restrictive mode only if necessary.

Disable - Disable the CPU limit feature, the agent uses CPU resources permissible by
the operating system.

CPU Quota Limit
(%)

Specify the actual limit, in percentage, of the system processing power the agent can
use.

Memory Quota
Limit (MB)

Specify the memory limit (in MB). If the storage limit goes beyond the specified limit,
the process restarts.
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Step 6 Click Save

What to do next

Associate the created profile with an agent configuration intent. For more information, see Creating an Agent
Config Intent, on page 72.

Creating an Agent Config Intent

Before you begin
* See Requirements and Prerequisites for Configuring Software Agents, on page 65.

* Create an agent config profile. See Create an Agent Configuration Profile, on page 67.

Procedure

Step 1 In the navigation bar on the left, click Manage > Agents.

Step 2 Click the Configure tab.

Step 3 Click the Create Intent button next to the Agent Config Intent heading.
Step 4 Enter the appropriate values in the fields listed in the table below:

Field Description

Profile (required) Enter the name of an existing profile and select it from
the dropdown menu.

Filter (required) Enter the name of an existing filter or scope or select
Create new filter from the dropdown menu.

See Filters for more information on creating filters.

Step 5 Click Save.

Figure 8: Agent Config Intents

Agent Config Intents

Apply profile slect a profile | to filter Cancel

Apply profile Default to filter Everything
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Creating a Remote VRF configuration for agents .

Creating a Remote VRF configuration for agents

Step 1
Step 2
Step 3
Step 4

This is the recommended way to assign VRFs for Secure Workload software agents. Using this configuration,
Secure Workload appliance assigns VRFs to software sensors based on the source IP address and source port
seen for those agent on connections to Secure Workload appliance.

Procedure

In the navigation bar on the left, click Manage > Agents.

Click the Configure tab.

Click the Create Config button next to the Agent Remote VRF Configurations heading.
Enter the appropriate values in the fields and click Save.

Figure 9: Remote VRF configuration

Agent Remote VRF Configurations
Apply VRF
Source Subnet
Source Port Start

0

Source Port End

65535
Cancel

Create an Interface Configuration Intent

Step 1
Step 2
Step 3

We recommend assigning virtual routing and forwarding (VRFs) to agents in using Remote VRF configuration
settings. In rare cases, when agent hosts have multiple interfaces that must be assigned to different VRFs, you
can choose to assign them VRFs using Interface Configuration Intents.

Procedure

Navigate to Manage > Agents.
Click the Configure tab.
Click the Create Intent button next to the Interface Config Intent heading.
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Step 4 Enter the appropriate values in the fields listed in the table:

Field Description
VRF Choose a VRF from the drop-down list (required).
Filter Enter the name of an existing filter or scope or choose

Create a newfilter from the drop-down list (required).

For more information, see Filters.

Step 5 Click Save.

Figure 10: Interface Configuration Intents

Interface Config Intents

Apply VRF | Default | to fiter | |
@ Everything

@ Filter
No intents found @ Test
@ Default
Agent Remote VRF Configurd @ Unknown
@ Tetration

No configs found
@ Tetration:Campus

@® Tetration:Internet

Create new filter

5 of 42 matching scopes shown

Note When you delete an interface with a higher priority config intent, the agents do not fall back to
the default catch all intent.

View Detailed Agent Status in the Workload Profile

Procedure

Step 1 Follow the steps above to check Agent status.

Step 2 On the Enforcement Agents page, click Agent OS Distribution. Select an operating system and click filter
image on the top-right corner of the box.

Step 3 On the Software Agent List page, agents with selected operating system Distribution is listed.
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Step 4

View Detailed Agent Status in the Workload Profile .

Click on Agent for the agent details, and click IP address. On the Workload Profile page, you can view details

of the Host Profile, Agent Profile and agent specific details, such as Bandwidth, Long- lived Processes,
Packages, Process Snapshot, Configuration, Interfaces, Stats, Policies, Container Policies and so on.

Step 5
Step 6

Figure 11: Workload Profile - Config

LABELS AND SCOPES Config

AGENT HEALTH

LONG LIVED PROCESSES

Config Intent ¢

Config Profile &

PROCESS SNAPSHOTS

INTERFACES

PACKAGES

VULNERABILITIES

CONFIG

STATS

ENFORCEMENT HEALTH
CONTAINER POLICIES
NETWORK ANOMALIES
FILE HASHES

DOWNLOAD LOGS

Figure 12: Workload Profile - Policies

LABELS AND SCOPES

Aug 3 12:20pm - Aug 4 12:20pm ~
AGENT HEALTH

Concrete Policies
LONG LIVED PROCESSES
PROCESS SNAPSHOTS © Enter attributes...

Displaying 218 out of 218 concrete policies

INTERFACES
PACKAGES Y prionity Packets 11
VULNERABILITIES 1 N/A
CONFIG 2 N/A
STATS 3 N/A
ENFORCEMENT HEALTH 4 A
CONCRETE POLICIES 5 NiA
CONTAINER POLICIES ° s

7 N/A
NETWORK ANOMALIES

8 N/A
FILE HASHES

9 N/A
DOWNLOAD LOGS

10 N/A

" N/A

12 N/A

13 N/A

Enforcement

@ Enforcement

@ Windows Enforcement Mode - WFP

X Preserve Rules

@ Allow Broadcast

@ Allow Multicast

@ Allow Link Local Addresses

@ CPU Quota Mode - Adjusted (3%)

@ Memory Quota Limit - 512MB
Flow Visibility

@ Flow Analysis Fidelity - Detailed

@ Data Plane

@ Auto-Upgrade

X PID Lookup

@ CPU Quota Mode - Adjusted (3%)

@ Memory Quota Limit - 512MB
Process Visibility and Forensics

X Forensics

X Meltdown Exploit Detection

@ CPU Quota Mode - Adjusted (3%)

@ Memory Quota Limit - 256MB

Bytes 11
N/A
N/A
N/A

N/A

N/A
N/A
N/A
N/A

N/A

Click Config tab to see the configuration on the end-host.
Click Policies tab to see the enforced policies on the end-host.

Apply profile enforcer to filter Enf-Workloads

Loading stats for 0 / 218
policies

Actions 11 Direction 11 Family 11 Proto Tl Src Inventory 11 SroPorts 11 Dest Inventory 11 Dest Ports 11
ALLOW INGRESS 1Pv4 TCP any any 172.21.95.163/32 22
ALLOW EGRESS 1Pva TCP 172.21.95.163/32 22 any any
ALLOW INGRESS 1Pva TCP any 22 172.21.95.163/32 any
ALLOW EGRESS 1Pva TCP 172.21.95.163/32 any any 22
ALLOW INGRESS 1Pva ST ubuntuhosts any 172.21.95.163/32 any
ALLOW EGRESS 1Pva ST 172.21.95.163/32 any ubuntuhosts any
ALLOW INGRESS 1Pva ST ubuntuhosts any 172.21.95.163/32 any
ALLOW EGRESS IPva ST 172.21.95.163/32 any ubuntuhosts any
ALLOW INGRESS 1Pv4 STP ubuntuhosts any 172.21.95.163/32 any
ALLOW EGRESS 1Pva STP 172.21.95.163/32 any ubuntuhosts any
ALLOW INGRESS 1Pva STP ubuntuhosts any 172.21.95.163/32 any
ALLOW EGRESS 1Pva STP 172.21.95.163/32 any ubuntuhosts any
ALLOW INGRESS IPva SUNND ubuntuhosts any 172.21.95.163/32 any
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Note Fetch All Stats is not supported on Windows agent hosts, which is used to provide statistics for
individual policies.

Rehoming of Agents

Rehoming of agents is the method to move users from On-premises to SaaS or SaaS to On-premises.
User Roles

* Site Administrator

* Customer Support Representative

You can migrate to or from a SaaS environment, especially, when you move from SaaS to On-premises, you
must work with an internal support team.

Workflow

* Enter the Activation Key, Sensor virtual IP, and Sensor certificate authority (CA) and Enable Rehoming,
on page 76.

* Select Agents to Rehome, on page 78.

* Disable Rehoming, on page 78.

\)

Note At any given time, you can move an agent to only one destination. We recommend that you Disable Agent
Rehoming after you move the agent.

Enable Rehoming

Procedure
Step 1 In the left navigation menu, click Manage > Workloads > Agents.
Step 2 Click the Agent List tab.
Step 3 Click the menu icon and select Rehome Agents.

Figure 13: Rehome Agents

Software Agents

Installer  Upgrade  Convert to Enforcement Agent  Configure  Monitor  Distribution  Agent List

AGENTS FILTERED BY TENANT Default

© Enter attributes. x m + Download all results Delete

Rehome Agents

Displaying (1 to 3) of 3 matching results (1 selected) @ First Check-in~ | 1 Show‘ 20 ~ | Items per page

Y B Hostname Agent Type 1P Addresses SW Version Platform First Check-In Last Check-In VRF
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Enable Rehoming .

Step 4 On the Agent Rehoming window, fill in the following details:

Field Description

Destination Scope Activation Key a. Navigate to Manage > Workloads > Agents.
b. Click the Installer tab.

¢. Select Manual install using classic packaged
installers.

d. Click Next.
e. Click Agent Activation Key.

f. Copy the Key value and paste it into the
Destination Scope Activation Key field.

Destination Sensor VIP a. Navigate to Platforms > Cluster Configuration.

b. Copy the Sensor VIP and paste it into the
Destination Sensor VIP field.

HTTPS proxy Enter a proxy domain or address if the agent needs

to use a proxy for outbound communication.

Destination Sensor CA Cert a. Navigate to Platforms > Cluster Configuration.

b. Click Download Sensor CA Cert.

Figure 14: Enable Agent Rehoming

Software Agents

Installer  Upgrade  Convert to Enforcement Agent  Configure  Monitor  Distribution  Agent List

@ Enter attributes. % Filter ¥ Download all results Delete
Displaying (1 to 3) of 3 matching results (0 selected) @ First Check-in + | show| 20 + |items per page
Y O Hostname Agent Type 1P Addresses SW Version Platform First Check-In
collectorDatamover- 3 Enforcemen t 3.8.1.2.230120.21.43.main.d. Ubuntu-22.04 Feb 2 2023 11:41:40 an
ollectorDatamover-2 Deep Visibility 3.8.1.2.230120.21.43.main.d. Cent0s-7.9 Jan 21 2023 06:26:02 ¢
1 more
ollectorDatamover-1 Deep Visibility 3.8.1.2.230120.21.43.main.d. Cent0s-7.9 Jan 21 2023 06:26:02

Step 5 Click Enable Agent Rehoming.

The configuration is saved. The Rehome button appears at the top right.
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Select Agents to Rehome

Procedure

Step 1 Select an agent.
Step 2 Click Rehome.

Figure 15: Select Agents to Rehome

Software Agents

Installer  Upgrade  Convert to Enforcement Agent  Configure ~ Monitor  Distribution  Agent List
@ Enter attributes x m * Download all results Delete
Displaying (1 to 3) of 3 matching results (0 selected) @ First Check-in ~ | show| 20 - |items per page
Y O Hostname Agent Type 1P Addresses SW Version Platform First Check-In

collectorDatamover- 3 nforcement main.d. untu- el an

ﬂ Enf 3.8.1.2.230120.21.43 Ubr 22.04 Feb 22023 11:41:40
Ll collectorDatamover-2 Deep Visibility 3.8.1.2.230120.21.43.main.d. Cent0S-7.9 Jan 21 2023 06:26:02 ¢

11m

collectorDatamover-1 Deep Visibility 3.8.1.2.230120.21.43.main.d. Cent0S-7.9 Jan 21 2023 06:26:02 ¢

Step 3 Click Yes to confirm.

Disable Rehoming

)

Note If there are multiple users rehoming to or from SaaS, the site administrator has to move each tenant or an
appliance separately. To do this, disable Rehoming to clear the settings, and then enable Rehoming for the

new user.

Procedure

Step 1 Click the menu icon and choose Rehome Agents.
Step 2 On the Agent Rehoming window, click Disable Agent Rehoming.
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Figure 16: Disable Agent Rehoming

Agent Rehoming X

Enabling this configuration will allow rehoming of agent to a new tenant or a
new appliance entirely. First, enable this feature by providing information
about the new destination for the agents. Next, select the agents on the
agent list page and select the "rehome" button.

Currently enabled agent rehoming configuration:

Destination Scope Activation Key
Destination Sensor VIP

HTTPS proxy

not provided

Close Disable Agent Rehoming

Generate Agent Token

In the agent configuration profile, you can enable service protection to prevent uninstallation, disabling, and
stopping Windows agent services. To perform any changes to the agents, you can disable this protection on
the agent configuration profile. However, if you are unable to disable the protection because of connectivity
issues, you can generate an agent token to disable the service protection on workload. The token is valid for
15 minutes.

Supported roles to generate and retrieve agent tokens:

« Site administrators: For clusters or tenants.
» Customer support: For tenants.

« Agent installer: For agent-specific tokens.

)

Note You can generate time-based agent tokens only for Windows OS-based software agents.

To generate and download agent tokens, perform these steps:
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Step 1

Step 2

Step 3

Step 4
Step 5

Procedure

In the navigation pane, click Manage > Workloads > Agents > Agent L.ist.
Based on your requirement, you can choose one of the agent token types—Cluster, tenant, or agent-specific.

For the agent-specific token, go to Step 5.

Click the menu icon and choose Agent Token.

Note The Agent Token option is only visible for site administrators or customer support user roles.

Select a token type:
* Token For Cluster—This option is visible only to site administrators and the token is applicable for all
the agents.
* Token For Tenant—Applicable for the agents under a selected tenant.

To download the token key, click Download Token.
To view and download token key details of a specific agent:

a) Go to the Agent List tab and click the required agent. Under Agent Details > Agent Token, you can
view the token key and expiry details of the token.

b) To download the agent-specific token, click Download Token.

What to do next

After downloading the agent token file, run the following command on the agent to disable service protection:
"C:\Program Files\Cisco Tetration\TetSen.exe” -unprotect <token>, where token is the downloaded
agent token.

After the service protection is disabled using a token, it may be automatically re-enabled when the service
restarts and connects to the Secure Workload cluster.

Host IP Address Change when Enforcement is Enabled

Step 1
Step 2
Step 3
Step 4
Step 5
Step 6

Changing the IP address on hosts when enforcement is enabled may have an impact if the host IP is seen in
the host firewall rules and catch all is set to deny. In this scenario, the following steps are recommended to
change the host IP address:

Procedure

On the Secure Workload Ul, create a new Agent Config Profile with enforcement disabled.
Create Intent with list of hosts that need IP address change with their old and new IP address.
Apply the newly created Agent Config Profile to the Intent and save the Intent.

These selected hosts should have enforcement disabled.

Change the IP address on these hosts.

On the Secure Workload U, update the filters in the scope with the new IP address of these hosts.
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Step 7

Step 8
Step 9

Upgrading Software Agents .

Verify the IP address change from Agent Workload Profile page “Interfaces” tab. In the “Policies” tab, make
sure policies are generated with new IP address.

Remove the Intent/Profile created above.

If the original Agent Config Profile for the scope had enforcement disabled, then enable enforcement.

Upgrading Software Agents

Upgrade Agents from Ul

Step 1

Agents can be upgraded using Agent Config Intent workflow as described here - Software Agent Config.
While configuring an agent config profile, there is an Auto Upgrade option which can be enabled or disabled.
If the option is enabled, the agents matching inventory filter criteria are automatically upgraded to the latest
available version.

On the Software Agents > Agent List page, software agents with outdated versions are highlighted with a
warning sign under the SW Version column. It is important to upgrade these agents to the latest available
version on the cluster.

To use software agent config intent workflow to configure software agent upgrade:

Procedure

Create an inventory filter on the Inventory Filters page. For more information, see Filters.
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Figure 17: Inventory Filter

—+ Create an Inventory Filter

o Define 2 ) Summary

Name

Development Linux VMs|

Create a query based on Inventory Attributes:

Inventory is matched dynamically based on the query. The labels can include
Hostname, Address/Subnet, OS, and more. The full list is in the user guide.

A preview of matching inventory items will be shown in the next step.

Query @

Hostname contains linux X

Show advanced options

Step 2 Create an Agent Config profile for the agents selected by the inventory filter. Optionally, you can enable the
Auto Upgrade option to automatically upgrade the selected agents.
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Figure 18: Agent Config

Agent Config Profiles

Name 1t

Default

VM

Config

Enforcement

© Enforcement

© Windows Enforcement Mode - WAF

¥ Preserve Rules

© Allow Broadcast

© Allow Multicast

© Allow Link Local Addresses

© CPU Quota Mode - Adjusted (3%)

© Memory Quota Limit - 512MB
Flow Visibility

© Flow Analysis Fidelity - Detailed

© Data Plane

© Auto-Upgrade

> PID Lookup

@ CPU Quota Mode - Adjusted (3%)

@ Memory Quota Limit - 512MB
Process Visibility and Forensics

X Forensics

X Meltdown Exploit Detection

© CPU Quota Mode - Adjusted (3%)

© Memory Quota Limit - 256MB

Enforcement

X Enforcement

@ Windows Enforcement Mode - WAF

X Preserve Rules

@ Allow Broadcast

© Allow Multicast

© Allow Link Local Addresses

© CPU Quota Mode - Adjusted (3%)

© Memory Quota Limit - 512MB
Flow Visibility

@ Flow Analysis Fidelity - Detailed

© Data Plane

© Auto-Upgrade

X PID Lookup

© CPU Quota Mode - Adjusted (3%)

© Memory Quota Limit - 512MB
Process Visibility and Forensics

X Forensics

X Meltdown Exploit Detection

© CPU Quota Mode - Adjusted (3%)

© Memory Quota Limit - 256MB

View Deleted Agent Config Profiles i

Upgrade Agents from Ul .

Create Profile

Actions

Step 3 Create an agent config intent to apply the config profile to the agents selected using inventory filter. If the

auto upgrade option is enabled, the selected agents are automatically upgraded.

It normally takes up to 30 minutes to upgrade an agent after an agent profile is applied to them.
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Figure 19: Agent Config Intent

Agent Config Intents

Apply profile Defaulﬂ to filter | Development L

Apply profile Default to filter Everything

Note Auto Upgrade setting in the default agent profile applies to ERSPAN.

Manual Agent Upgrade

Step 1
Step 2

Step 3
Step 4

The following section explains how to manually upgrade agents without using the Sensor Config intent
workflow.

Procedure

In the left navigation pane, click Manage > Workloads > Agents.

Click the Upgrade tab.

Deep visibility and enforcement agents are displayed and for each agent only newer versions to which it is
upgradable are listed. By default, the latest version is selected.

To filter specific agents, enter your search query in the filter box. For example, enter Platform = CentOS-7.6.

Select the agents to be upgraded to the selected version and click Upgrade.

Note Under normal circumstances, allowing the agent to automatically upgrade is strongly recommended
and is the only supported upgrade method. If you want to control the upgrade by manually
downloading the latest version and directly deploying it to the agents which are running on
workloads, ensure that you follow the safety precautions.

Upgrade Behaviour of Kubernetes/Openshift Agent

Agents installed on Kubernetes/Openshift nodes using the daemonset installer script are capable of self-upgrade.
The upgrade process is controlled by either the auto-upgrade option or by manually triggering an upgrade for
any node in the Kubernetes/Openshift cluster. The mechanism of the upgrade in this environment is to upgrade
the Docker image in the daemonset specification, which means that an upgrade of one agent affects all agents
covered by the daemonset, as explained in the next paragraph.

When a Daemonset Pod specification changes, Kubernetes/Openshift will trigger a graceful shutdown, fetch
the new docker image(s) and start the Secure Workload agent pods on ALL nodes in the Kubernetes/Openshift
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cluster. This will cause agents to be upgraded on other nodes, even if the policy to allow upgrades is applicable
only to a subset of the nodes in the cluster.

If auto-upgrade is disabled for all nodes, manual upgrade is possible by downloading a new installer script
and re-running the install. The installation script auto-detects the case of new installation vs upgrading an
existing installation and will work to manually upgrade the daemonset pods when it detects an installation is
already in place.

Removing Software Agents

Remove a Deep Visibility or Enforcement Linux Agent

RPM based installation:

1. Run command: rpm -e tet-sensor

Agent uninstallation event is communicated to the cluster and the agent will be marked as uninstalled on
Software Agent page.

Manually delete the agent from Ul on the Software Agent page or the user can enable automated cleanup or
removal of the agent by turning on the cleanup period from agent config profiles.

)

Note By default, the cleanup period is turned off.

Ubuntu .deb based installation:

Fresh installation of Ubuntu agents now uses the native .deb format.

1. Run command: dpkg —purge tet-sensor

Agent uninstallation event is communicated to the cluster and the agent will be marked as uninstalled on
Software Agent page.

Manually delete the agent from UI on Software Agent page or the user can enable automated cleanup or
removal of the agent by turning on the cleanup period from agent config profiles.

Y

Note * By default, the cleanup period is turned off.

* During the agent operations, it is possible that some kernel modules will be loaded automatically by the
kernel. For example, if enforcement is enabled in Linux, Netfilter modules might be loaded. Agents do
not have a list of modules loaded by kernel. Therefore, during agent uninstallation, it cannot possibly
unloaded the kernel modules.

* If enforcement agent applied a policy to the system firewall, uninstalling agent clears the applied policy
and opens the system firewall.
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Figure 20: Agent Uninstallation Alert

(3 Cisco Secure Workload ®Default - @, L

= Software Agents

Installer  Upgrade  Convertto Enforcement Agent  Configure  Monitor  Distribution  Agent List

AGENTS FILTERED BY TENANT | Default

@ Enter attributes.

Displaying (1 to 14) of 14 matching results (0 selected) @

IOOOIEE

© 0 0 0 0 0 0 0 o

Removing a Deep Visibility/Enforcement Windows Agent

Step 1

Step 2
Step 3

There are two options to uninstall Secure Workload agents:

Procedure

Go to Control Panel / Programs / Programs And Features, and uninstall Cisco Secure Workload Agent (Cisco
Tetration Agent).

Alternatively, run the shortcut Uninstall.Ink within ‘C:\Program Files\Cisco Tetration*

If enforcement agent applied a policy to the system firewall, uninstalling agent clears the applied policy, and
opens the system firewall.

The Agent uninstallation event will be communicated to the cluster and the agent will be marked as uninstalled
on Software Agent page.

Manually delete the agent from UI on the Software Agent page or the user can enable automated cleanup or
removal of the agent by turning on the cleanup period from agent config profiles.

Note By default, the cleanup period is turned off.

Note * If Npcap has been installed during agent installation, it will also get uninstalled.

* By default log files, config files and certs will not get removed during uninstall. If you’d
like to remove them, run the shortcut UninstallAll.Ink in same folder.
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Remove a Deep Visibility or Enforcement AIX Agent

Procedure

Run command: ‘installp -u tet-sensor*.

The Agent uninstallation event will be communicated to the cluster and the agent will be marked as uninstalled
on the Software Agent page.

Manually delete the agent from Ul on the Software Agent page or the user can enable automated cleanup or
removal of the agent by turning on the cleanup period from agent config profiles.

Note * By default, the cleanup period is turned off.

» The Deep Visibility Agent is controlled by System Resource Controller as tet-sensor. It is
possible to start, stop, restart, and remove it. The service is made persistent with inittab as
tet-sen-engine.

* The Enforcement Agent is controlled by System Resource Controller as tet-enforcer. It is
possible to start, stop, restart, and remove it. The service is made persistent with inittab as
tet-enf-engine.

* During the agent operations, it is possible that some kernel modules will be loaded
automatically by the kernel. For example, if enforcement is enabled in AIX, ipfilter modules
are loaded. Agents do not have a list of modules loaded by kernel. Therefore, during agent
uninstallation, it cannot possibly unloaded the kernel modules.

« If enforcement agent applied a policy to the system firewall, uninstalling agent clears the
applied policy and opens the system firewall.

Remove Universal Linux Agent

Procedure

Step 1 Run the uninstall script: */usr/local/tet-light/uninstall.sh*
Step 2 Delete the agent from Ul on the Software Agent page

Remove Universal Windows Agent

Procedure

Step 1 Run the uninstall script: ‘C:\Program Files\Cisco Tetration\Lightweight Sensor\uninstall.cmd*
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Step 2 Delete the agent from Ul on the Software Agent page

Remove an Enforcement Kubernetes or OpenShift Agent

Procedure
Step 1 Locate the original installer script or download a new script from the Secure Workload UI.
Step 2 Run the uninstall option: install.sh —uninstall. The same considerations apply as during the install.

* Only supported on Linux x86_ 64 architectures.

* Either ~/.kube/config contains an admin credentials user or use the —kubeconfig option to point to the
kubectl admin credentials file.

Step 3 Delete the agents for all the Kubernetes nodes from Ul on the Software Agent page

Remove a Deep Visibility Solaris Agent

Procedure

Step 1 Run command: pkg uninstall tet-sensor
Step 2 Delete the agent on the Software Agent page.

Data collected and exported by workload agents

This section describes the main components of a software agent, how it is registered with backend services,
what data are collected and exported to the cluster for analytical purposes.

Registration

After the agent has been successfully installed onto the system, it needs to register with the backend services
to obtain a valid unique identifier. The following information is sent in the registration request:

* Hostname

» BIOS-UUID

* Platform information (such as CentOS-6.5)

* Self-generated client certificate (generated with openssl command)

» Agent type (visibility or enforcement.)
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If the agent fails to obtain a valid id from the server, it will keep retrying until it gets one. It is very important
that the agent is registered, otherwise all the subsequent communication with other services (such as collectors)
will be rejected.

Agent upgrade

Periodically (around 30 minutes), the agent sends a message to backend service to report its current version.
The backend service uses the agent’s id and its current version to decide whether a new software package is
available for the agent. The following information is sent:

» Agent’s id (obtained after successful registration)

* Current agent’s version

Config server
Agents export the following information to the configured config server:
* Hostname
» Agent’s id (obtained after successful registration)
« List of interfaces, each includes:

1. Interface’s name

IP family (IPv4 or IPv6)
IP addresses

Netmask

Mac addresses

© o &~ w DN

Interface’s index

As soon as any interface property changes (such as an IP address of an existing interface changes, or a new
interface comes up), this list is refreshed and reported to the config server.

Network Flow Information

Network flow information is the summarization of all packets flowing through the system. There are two
modes of capturing flow information: Detailed and Conversation. By default, the Conversation mode is used
to capture the flow information. The captured flows are exported to a collector and the exported information
includes:

* Flow identifier: Uniquely identify the network flow. It includes the general information such as: IP
protocol, source and destination IP, and layer 4 ports.

* [P Information: Contains information that is seen in the IP header, such as: TTL, IP flags, Packet ID, IP
options, and Fragmentation flags.

* TCP Information: Contains information that is seen in the TCP header, such as: sequence number, Ack
number, TCP options, Revd windows size.
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* Flow Information: Statistics of the flow (such as total packets, total bytes, TCP flags statistics, packet
length statistics, and socket statistics), interface index from which the flow was observed, start time and
end time of flow.

* In a K8s environment, the agent captures network flows from pods and hosts, and then correlates the
flows and reports as related flows. This is qualified with the following CNIs:

* Calico

* Flannel

* Weave

* AKS/GKE/AWS VPC CNI
* Openshift CNI

¢ Cilium CNI

)

Note Network flows are captured from pods and hosts, however, the correlation of
flows is not possible when Cilium CNI is used.

In Conversation mode, the agent exports only TCP flows that are bidirectional in nature along with other
connectionless flows. Conversation mode is supported for Windows, AIX, and Linux platforms. For more
information on Conversation mode, see Conversation Mode.

\}

Note * In K8s environment, correlation of Pod or Host flows are not done in Conversation mode.

* In either of the modes, agents do not export the following flows:

* ARP/RARP conversations

+ Agent’s flows to collectors

Machine information

Machine info describes all the processes running on the host. In addition, it contains network information that
is associated with the processes and the command used to launch the processes. Machine info is exported
every minute and includes the following information:

* Process ID

* User ID: owner of the process

* Parent Process 1D

» Command string used to launch the process

* Socket information: protocol (such as UDP or TCP), address type: IPv4 or IPv6, source and destination
IP, source and destination port, TCP state, process’s start and end time, path to process binary

* Forensic information: for more information, see the section Compatibility, on page 575.
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Agent statistics
Agent keeps track of various statistics, including system’s statistics and its own, such as:

» Agent’s start time and uptime

» Agent’s run time in user mode and kernel mode

» Number of packets received and dropped

» Number of successful and failed SSL connections
* Total flow packets and bytes

» Total exported flows and packets to collectors

» Agent’s memory and CPU usage

Enforcement Alerts

There are three types of enforcement alerts:
» Agent Reachability

This alert detects when the agent is not reachable. This alert triggers if the agent has not communicated
with the Secure Workload cluster for more than the configured number of seconds.

» Workload Firewall

This alert triggers if enforcement is configured on a workload but the workload Firewall is detected to
be off, since this condition will prevent Secure Workload Agent from enforcing traffic policies.

» Workload Policy

This alert triggers if the workload firewall rules are different from the Secure Workload policies applicable
to this workload (the workload's "concrete policies".)
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Figure 21: Enforcement Alerts Types

Configure Enforcement Alerts

Alert Name @
Agent_Not_Reachable

Alert Types @

Workload Firewall Workload Policy

For Scope: TenantTesting

Alert Condition @

Agent not Reachable (seconds) = 300

Severity

Critical Immediate Action

Hide Advanced Settings ~

Individual Alerts

Summary Alerts

None Hourly Daily

See All Configured Enforcement Alerts

X

Cancel '| m

You can set the Severity of the alert as well as other per-type configuration parameters.

To configure enforcement alerts, see Configure Alerts, on page 647.

Figure 22: View Configured Enforcement Alerts

Alerts Trigger Rules
Alert Type
All - O Enter attributes...
Alert Type T Alert Name T] Configuration T|
Scope : Default when
EMFORCEMENT Agent_Mot_Reachable A not Reachable (5 1) > 300
ENFORCEMENT Waorkload _Firewall Scope : Default when  Firewall = Off
Warkl li it
ENFORCEMENT  1'orKI0ad-POlGY DRVBton  5ane - Defauit when | Policy = Deviated

* Filter Alerts

Actlons 1]

s

P
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Enforcement Ul Alerts Details

Figure 23: Enforcement alert details

Alerts configuration &

Filters @ Status = ACTIVE

Event Time Status Alert Text Severity Type Actions
9:49 AM ACTIVE enforcementPolicyStore-1 Cent0S-7.3 Policy Deviated MEDIUM ENFORCEMENT 770
Details
Host Name  enforcementPolicyStore-1

AgentType  ENFORCER

AgentUUID  1c5(c95866ae61424973bcdde2f130cd4078f102
Current Version  3.5.2.75180.happyhyz.mrpm.build-enforcer
Desired Version ~3.5.2.75180.happyhyz.mrpm.build-enforcer

BIOS  4232FBFC-79DE-2533-EB4E-DEC08620FFB
P 14452
Platform  CentOS-7.3
Scope  ® Tetration

VrfID 676767

Figure 24: Enforcement alert details when proxy is enabled on the host

10:14 PM ACTIVE ba-ui-hj-centos76 Cent0S-7.6 Flow Export Stopped MEDIUM SENSOR Ze

Details

HostName  b4-ui-hj-centos76
AgentType ENFORCER
AgentUUID  03194b139: 085¢ 0f30488df:

Current Version ~ 3.8.1.2.220919.17.48.main.dev-enforcer
Desired Version
BIOS 59101142-3840-F571-2BC0-4186683D7BEC
IP 172.20.207.106 (Gateway IP)
Platform  CentOS-7.6
Scope @ Default

vrfID 1

Enforcement Alert Details

See Common Alert Structure for general alert structure and information about fields. The alert_details field
is structured and contains the following subfields for enforcement alerts

Field Alert Type Format Explanation

AgentType all string “ENFORCER” or
“SENSOR” depending on
the installed type

HostName all string Host name on which the
agent is deployed

1P all string IP address of the
node/gateway
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Field Alert Type Format Explanation
Bios all string BIOS UUID of the node
Platform all string Platform/OS information
of the node
CurrentVersion all string Software version of the
agent on the node
DesiredVersion all string Software version desired
for the agent
LastConfigFetchAt all integer Unix timestamp of when
the agent last sent https
request
Example of alert_details for an enforcement alert
{
"AgentType" : "ENFORCER",
"Bios":"72EF1142-03A2-03BC-C2F8-F600567BA320",
"CurrentVersion":"3.5.1.1.mrpm.build.win64-enforcer",

"DesiredVersion":"",

"HostName":"win2kl2-production-db",
"Ip":"172.26.231.193",
"Platform":"MSServer2012R2Standard"

Sensor Alerts

Sensor Alert Configuration provides the ability to configure different types of alerts, you can set the severity

of the alert and types of configuration parameters.

For more information, see Alert Configuration Modal.

\)

Note Starting Secure Workload 3.5, you can configure Sensor Alerts, using the Alert Configuration Model.

Configure Sensor alerts to report when an agent failes to upgrade. This alert triggers if the agent failed to

upgrade to the needed version.

Configure Sensor alerts to detect when agent flow export must stop. This alert triggers if connectivity is
blocked between the agent and the cluster, therefore preventing flows and other system information from sent

or delivered.

Configure sensor alerts to detect when agent check in times out. This alert triggers if the cluster does not
received a check-in request from an agent after more than 90 minutes.
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Figure 25: Configure Sensor Alerts

Configure Sensors Alerts

Adert Name

Agent Memary Usage Agent CPU Quota

See All Configured Sensors Alerts

Agent Flow Export | Agent Cleck In

Amownt OFf Flow Observations Mew Agent Registered

Pecap Status | Agent Uninstalled | Not Recommended Cipher

Deprecated TLS Visrsion Aygert Aute Removal

For Scope: Default

Adert Condition @

condition = value, .,

SEvaTtyY
Medium High Critical

bmmedsabe Asion

Hide Advanced Settings ~

Indididual Alems
Diisable

Summary Aleris
Hourly Daily

Figure 26: View Sensor Alerts

Alerts Trigger Rules

Alert Type
Sensors - @ Enter attributes...
Alert Type 11 Alert Nama [
SENSORS Upgrade_Siatus
SENSORS Hace_Flow_Export_Status
SENSORS Upgrade_Sn¢_Checkin
SENSORS Agent_Mem_Uisage
SENSORS Agent_CPU_Quota
SENSORS Ami_Of_Flew_Obs
SENSORS Agent_Uninstalled
SENSORS Agent_Auto_Removal

Confguration |

Scope : Tetration when
Agent Upgrade Status = Failed

Scope ; Tetration when
Agent Flow Export Status = Stopped
Scope : Tetration when
Agent Check-In Service = Inactive

Scope | Tetration when
Deap Visibility Memory Usage (MB) > 512
and

Enforcement Memory Usage (MB) = 512
and  Forensic Memory Usage (MB) > 256
Scope : Tetration when

Deep Visibility CPU Quota (%) = 3 and
Enforcement CPU Quota (%) > 3 and

Forensic CPU Quota (%) = 3

Scope : Tetration when
of Flow O >

Seope : Tetration when
Agent Uninstalled = On

Scope ; Tetration when
Alert before Removal (minutes) = §

.

Actions 1]

-
LS

-
LY

-
A

Sensor Alerts .
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Figure 27: Sensor Alerts

Alerts configuration &

Filters ®

Event Time

11:13 AM

Status = ACTIVE

Status

ACTIVE

Sensor Alert Details

For the general structure of alerts and for information about fields, see Common Alert Structure. The
alert_details field is structured and contains the following subfields for sensor alerts

Alert Text

b4-ui-centos76 CentOS-7.6 Agent Inactive

Host Name

Agent Type

Agent UUID

Current Version

Desired Version

BIOS
P

Platform

Scope

vrf ID

b4-ui-centos76

ENFORCER

Details

c6c2fbed5e510ff5f4eb43b98d30add8ab3fd907

3.6.1.2.201213.21.41.main.dev-enforcer

59101142-3840-F571-2BC0-4186683D7BEC

172.20.207.106
Cent0S-7.6
® Default

1

Severity

MEDIUM
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Type Actions

SENSOR 770

Field Alert Type Format Explanation

AgentType all string ENFORCER or SENSOR
depending on the installed
type

HostName all string Host name on which the
agent is deployed

IP all string IP address of the
node/gateway

Bios all string BIOS UUID of the node

Platform all string Platform/OS information
of the node

CurrentVersion all string Software version of the
agent on the node

DesiredVersion all string Software version desired
for the agent

LastConfigFetchAt all integer Unix timestamp of when
the agent last sent HTTPS
request
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Example of alert_details for a sensor alert

"AgentType":"SENSOR",
"Bios":"72EF1142-03A2-03BC-C2F8-F600567BA320",
"CurrentVersion":"3.5.1.1.mrpm.build.win64-sensor",
"DesiredVersion":"",
"HostName":"win2kl2-production-db",
"IpP":"172.26.231.193",
"Platform":"MSServer2012R2Standard"

Frequently Asked Questions

General

This section lists some potential issues that you could possibly face during deployment and operating the

software agents.

Log files: Log files get stored inside the <install-location>/logs or <install-location>/log folder. The log files
get monitored and rotated through the Secure Workload services.

Agent deployment

Linux

Q: What do I do when the command
rpm -Uvh tet-sensor-1.101.2-1.el6-dev.x86 64.rpm

fails to install agents and displays the following error:

error: cannot create transaction lock on /var/lib/rpm/.rpm.lock (Permission denied).

A: If you do not have the right privileges to install the agents, either switch to root or use sudo to install the
agents.

Q: What happens when you run “sudo rpm -Uvh tet-sensor-1.0.0-121.1b1bb546.¢16-dev.x86 64.rpm” and
encounter the following error:

Preparing... FHEH A HE A R [100%]

which: no lsb release in (/sbin:/bin:/usr/sbin:/usr/bin:/usr/X11R6/bin)

error: %pre(tet-sensor-site-1.0.0-121.1blbb546.x86 64) scriptlet failed, exit status 1
error: install: %pre scriptlet failed (2), skipping tet-sensor-site-1.0.0-121.1blbb546

A: The system does not satisfy the requirements to install the agents. In this particular case, Isb_release tool
is not installed.

For more information, see the Software Agents Deployment Label section and install the required dependencies.

Q: What happens whn you run “sudo rpm -Uvh tet-sensor-1.0.0-121.1b1bb546.el6-dev.x86_64.rpm” and
encounter the following error:
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Unsupported OS openSUSE project

error: %pre(tet-sensor-1.101.1-1.x86 64) scriptlet failed, exit status 1

error: tet-sensor-1.101.1-1.x86_64: install failed

warning: %post(tet-sensor-site-1.101.1-1.x86_ 64) scriptlet failed, exit status 1

A: Your OS is not supported to run software agents (in this particular case, “openSUSE project” is a non-
supported platform).

For more information, see the Software Agents Deployment Label section.

Q: After I have installed all the dependencies and run installation with proper privileges with no errors. How
do I know the agents installation was successful?

A: After you have installed the agents, to verify if the installation, run the following command:

$ ps -ef | grep -e csw-agent -e tet-

root 14158 1 0 Apr03 ? 00:00:00 csw-agent

root 14160 14158 0 Apr03 2 00:00:00 csw-agent watch files

root 14161 14158 0 Apr03 2 00:00:03 csw-agent check conf

root 14162 14158 0 Apr03 ? 00:01:03 tet-sensor -f conf/.sensor config
root 14163 14158 0 Apr03 ? 00:02:38 tet-main --sensoridfile=./sensor_ id
root 14164 14158 0 Apr03 ? 00:00:22 tet-enforcer --logtostderr

tet-sen+ 14173 14164 O Apr03 ? 00:00:21 tet-enforcer --logtostderr

tet-sen+ 14192 14162 0 Apr03 ? 00:07:23 tet-sensor -f conf/.sensor config

You must see three entries of cSw-agent and at least two entries of tet-sensor. If the services are not running,
ensure that the following directories are available, else the installation has failed.

* /usr/local/tet for most Linux distributions
* /opt/cisco/tetration for AIX, Ubuntu

* /opt/cisco/secure-workload for Solaris, Debian

Q: When I run the PowerShell agent installer script, I get one of the following errors:

1. The underlying connection was closed: An unexpected error occurred on a receive.

2. The client and server cannot communicate, because they do not possess a common algorithm

A: Tt is most likely because host and the server has mismatched SSL/TLS protocols configured. One can check
the SSL/TLS version using the following command:

[Net.ServicePointManager]::SecurityProtocol

To set the SSL/TLS to be matching with server one can use the following command (note, this is not a
permanent change, only temporary with the current PowerShell session):

[Net.ServicePointManager]::SecurityProtocol =
[System.Net.SecurityProtocolType]’Ssl3,Tls,Tlsll,Tlsl2’

Q: When I run the MSI installer from the downloaded bundle, I get the following error:

This installation package could not be opened. Verify that the package exists and that you

can access it, or contact the application vendor to verify that this is a valid Windows
Installer package.
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A: Make sure C:\Windows\Installer path exists. If running the MSI installer from the command line, make
sure to not include the relative path when pointing to the msi file. Example of correct syntax:

msiexec /i “TetrationAgentInstaller.msi” /1*v “msi install.log” /norestart

Q: I have observed that Windows Sensor software fails to upgrade if underlying NIC is Nutanix VirtlO
Network Driver.

A: There is an incompatibility issue between Npcap 0.9990 and Nutanix VirtlO Network Driver version earlier
than 1.1.3 and Receive Segment Coalescing is enabled.

The resolution for this is to upgrade Nutanix VirtlO Network Driver to version 1.1.3 or later.

Q: I have installed windows sensor. The sensor doesnt seem to register and the sensor _id file contains the
following: uuid-invalid-platform

A: You may not have system32 in PATH variable for Windows. Check if system32 is in PATH, if not run
the following:

set PATH=%PATHS;C:\Windows\System32\

Q: I am not receiving the network flows from Kubernetes Pods on Windows Nodes.

A: To verify if the required sessions are running to capture the flows from Kubernetes pods on Windows
nodes, perform the following:

1. Run cmd.exe with administrative privileges.
2. Run the following command: 1ogman query -ets
Ensure that the following sessions are running:
* CSW_MonNet: Captures network flows
* CSW_MonHCS: Monitors creation of pods
* CSW_MonNat: Monitors NATed flows

If the installer script fails during Kubernetes Daemonset Installation, there are a large number of possible
reasons.

Q: Is the Docker Registry serving images reachable from nodes ?
A: Debug Direct or HTTPS Proxy issues with the cluster pulling images from Cisco Secure Workload cluster
Q: Is the container runtime complaining about SSL/TLS insecure errors ?

A: Verify that the Secure Workload HTTPS CA certificates are installed on all Kubernetes nodes in the
appropriate location for the container runtime.

Q: Docker Registry authentication and authorization of image downloads failures ?

A: From each node, attempt to manually docker pull the images from the registry urls in the Daemonset spec
using the Docker pull secrets from the secret created by the Helm Chart. If the manually image pull also fails,
need to pull logs from the Secure Workload Cluster registryauth service to debug the issue further.

Q: Is the Kubernetes cluster hosted inside the Secure Workload appliance heathy ?
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A: Check the service status page for the cluster to ensure all related services are healthy. Run the dstool
snapshot from the explore page and retrieve the logs generated.

Q: Are the Docker Image Builder daemons running ?
A: Verify from the dstool logs that the build daemons are running.
Q: Are the jobs that build Docker images failing ?

A: Verify from the dstool logs that the images have not been built. Docker build pod logs can be used to debug
errors during the buildkit builds. Enforcement Coordinator logs can also be used to debug the build failures
further.

Q: Are the jobs creating Helm Charts failing ?

A: Verify from the dstool logs that the Helm Charts have not been built. Enforcement Coordinator logs will
contain the output of the helm build jobs and can be used to debug the exact reason for the Helm Chart build
job failures.

Q: Installation bash script was corrupt ?

A: Attempt to download the installation bash script again. The bash script contains binary data appended to
it. If the bash script is edited in any way with a text editor or saved as a text file, special characters in the
binary data may be mangled/modified by the text editor.

Q: Kubernetes cluster configuration — too many variants and flavors, we support classic K8s.

A: If the customer is running a variant of Kubernetes, there can be many failure modes at different stages of
the deployment. Classify the failure stage - kubectl command run failure, helm command run failures, pod
image download failures, pod privileged mode options rejected, pod image trust content signature failures,
pod image security scan failures, pod binaries fail to run (architecture mismatch), pods run but the Secure
Workload services fail to start, Secure Workload services start but have runtime errors due to unusual operating
environment.

Q: Are the Kubernetes RBAC credentials failing ?

A: In order to run privileged daemonsets, we need admin privileges to the K8s cluster. Verify the the kubectl
config file has its default context pointing towards the target cluster and admin-equivalent user for that cluster.

Q: Busybox image available or downloadable from all cluster nodes ?

A: Fix the connectivity issues and manually test that the busybox image can be downloaded. The exact version
of busybox that is used in the pod spec must be available (pre-seeded) or downloadable on all cluster nodes.

Q: API Server and etcd errors or a general timeout during the install ?

A: Due to the instantiation of daemonset pods on all nodes in the Kubernetes cluster, the CPU/Disk/Network
load on the cluster can spike suddenly. This is highly dependent on the customer specific installation details.
Due to the overload, the installation process (images pulled on all nodes and written to disks) might take too
long or overload the Kubernetes API server or the Secure Workload Docker Registry endpoint or, if configured,
the proxy server temporarily. After a brief wait for image pulls on all nodes to complete and a reduction in
CPU/Disk/Network load on the Kubernetes cluster nodes, retry the installation script again. API Server and
etcd errors from the Kubernetes control plane indicate that the Kubernetes control plane nodes may be
underprovisioned or affected by the sudden spike in activity.

Q: Secure Workload Agent experiencing runtime issues with its operations ?

A: Refer to the Linux Agent troubleshooting section if the pods are correctly deployed and the agent has
started running but is experiencing runtime issues. The troubleshooting steps are the same once the Kubernetes
deployment has successfully installed and started the pods.
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Anomaly Types

These are the most common issues encountered on the workflow when using and managing Secure Workload
Agents.

Agent Inactivity
Agent has stopped checking to the cluster services. This can happen due to several reasons:

* The host might have been down
* The network connectivity has been broken or blocked by firewall rules

* The agent service has been stopped

All platforms
* Verify the host is active and healthy

* Verify the agent service is up and running

* Verify the network connectivity to the cluster is working

Upgrade Failure
Agent upgrade has failed. This can be triggered by few cases such as:

* Not finding the package when the check in script attempts to download it - the upgrade package cannot
be unpacked or the installer from the package cannot be verified.

» Installation process failing from an OS issue or dependency.

Windows

* Missing CA root certificate: Certificate Issues

* [f agent was originally installed manually with a MSI install package, check if the Windows edition
matches list of supported platforms in user guide: Check If Platform Is Currently Supported

* Check to make sure OS is configured correctly for Windows Installer operation: Windows Installer Issues

» Make sure there is enough free disk space on host

Linux

» If the host OS has been upgraded since the last agent installation, verify the current release matches list
of supported platforms in user guide: Check If Platform Is Currently Supported

» Make sure there have been no changes to the required dependencies since the last installation. You can
run the agent installer script with —no-install option to re-verify these dependencies.

» Make sure there is enough free disk space on host
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AIX

» Make sure there have been no changes to the required dependencies since the last installation. You can
run the agent installer script with —no-install option to re-verify these dependencies.

» Make sure there is enough free disk space on host

Convert Failed
The current agent type mismatches desired agent type and the convert attempt has timed out. This issue can
be caused by a communication issue when an agent does check in to download the package, or wss service
failed to push convert commnad to the agent.
All Platforms

» Verify the current release and agent type matches list of supported platforms in user guide: Check If
Platform Is Currently Supported

Convert Capability
The ability to convert the agent from one type (such as deep visibility) to another type (such as enforcement)
is not available by all agents. If an agent that is not capable to do the conversion is required to convert, the
anomaly will be reported.

Policy Out of Sync

The current policy (NPC) version last reported by the agent does not match the current version generated on
the cluster. This can be caused by a communications error between the agent and the cluster, the agent failing
to enforce the policy with the local firewall, or the agent enforcement service not running.

Windows

* If enforcement mode is WAF, verify there are no GPOs present on the host that would prevent the Firewall
from being enabled, adding rules (with Preserve Rules Off) or setting default actions: GPO Configurations

* Verify there is connectivity between the host and the cluster: SSL Troubleshooting
* Verify the generated rule count is less than 2000
* Verity the WindowsAgentEngine service is running: SC query windowsagentengine

* Verify there are available system resources

Linux
* Verify iptables and ipset is present with the iptables and ipset command
* Verify there is connectivity between the host and the cluster: SSL Troubleshooting

* Verify the tet-enforcer process is running: ps-ef | grep tet-enforcer

AIX

* Verify ipfilter is installed and running with the ipf -V command
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* Verify there is connectivity between the host and the cluster: SSL Troubleshooting

* Verify the tet-enforcer process is running: ps-€f | grep tet-enforcer

Flow Export: Pcap Open

If the Secure Workload Agent cannot open the pcap device to capture flows, you see errors in the Agent logs.
A successfully opened Pcap device will report as follows:

Windows Log: C:\Program Files\Cisco Tetration\Logs\TetSen.exe.log

I0609 15:25:52.354 24248 Started capture thread for device <device name>
I0609 15:25:52.354 71912 Opening device {<device id>}

Linux Log: /usr/local/tet/logs/tet-sensor.log

I0610 03:24:22.354 16614 Opening device <device name>
[2020/06/10 03:24:23:3524] NOTICE: lws_client connect 2: <device id>: address 172.29.

«—136.139

Flow Export: HTTPS Connectivity

Connectivity between the agent and the cluster is externally blocked therefore preventing flows and other
system information from being delivered. This is caused by one or more configuration issues with network
firewalls, SSL decryption services, or third party security agents on the host.

* If there are known firewalls or SSL decryption security devices between the agent and the cluster, make
sure that communications to all Secure Workload collector and VIPs IP addresses are being permitted.
For on-prem clusters, the list of collectors will be listed under Troubleshoot > Virtual Machines in the
navigation bar at the left side of the Secure Workload web interface. Look for collectorDatamover-*.
For Secure Workload cloud, all the IP addresses that need to be permitted will be listed in your Portal.

* To help identify if there is SSL decryption, openssl s_client can be used to make a connection and display
the returned certificate. Any additional certificate added to the chain will be rejected by the Agent’s local
CA. SSL Troubleshooting

Certificate Issues
Windows

Certificate Issues for MSl installer
MSI installer is signed using code signing certificate:
For MSI Installer, version 3.6.x onwards and 3.5.1.31 onwards
* Leaf Certificate: Cisco Systems, Inc
* Intermediate Certificate: DigiCert Trusted G4 Code Signing RSA4096 SHA384 2021 CA1l

* Root Certificate: DigiCert Trusted Root G4

For MSI Installer, earlier versions

* Leaf Certificate: Cisco Systems, Inc
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* Intermediate Certificate: Symantec Class 3 SHA256 Code Signing CA

* Root Certificate: VeriSign Class 3 Public Primary Certification Authority - G5

It uses timestamp certificate:

For MSI Installer, version 3.6.x onwards and 3.5.1.31 onwards
* Leaf Certificate: Symantec SHA256 TimeStamping Signer - G3
* Intermediate Certificate: Symantec SHA256 TimeStamping CA

* Root Certificate: VeriSign Universal Root Certification Authority

For MSI Installer, earlier versions

* Leaf Certificate: Symantec SHA256 Timestamping Signer - G2

* Intermediate Certificate: Symantec SHA256 Timestamping CA

* Root Certificate: VeriSign Universal Root Certification Authority
Windows Sensor Installation or upgrade will fail if digital signature of MSI installer is invalid. Digital signature
is invalid if

» MSI Installer Signing Root Certificate or MSI Installer timestamp Root Certificate is not in a “Trusted

Root Certification Authority” store

» MSI Installer Signing Root Certificate or MSI Installer timestamp Root Certificate is expired or revoked.

Issue 1

Installation of agent might fail with below error in the TetUpdate.exe.log “Msi signature is not trusted.
0x800b0109"

Resolution

* Run the command certmgr from command prompt

* Check if MSI Installer Signing Root Certificate or MSI Installer timestamp Root Certificate is in Untrusted
Certificates store.

» Move it to Trusted Root Certification Authority store.

Issue 2

Windows Sensor upgrade fails with the following error in TetUpdate.exe.log “Msi signature is not trusted.
0x800B010C"

A certificate was explicitly revoked by its issuer.

Resolution

* Run the command certmgr from command prompt

* Check if MSI Installer Signing Root Certificate or MSI Installer timestamp Root Certificate is in Untrusted
Certificates store.
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« Copy it to Trusted Root Certification Authority store.

Issue 3

Windows Sensor upgrade fails with the following in TetUpdate.exe.log “Msi signature is not trusted.
0x80096005"

Resolution

* Run the command certmgr from command prompt

* Check if MSI Installer Signing Root Certificate and MSI Installer timestamp Root Certificate is in
“Trusted Root Certification Authority” store

If it the certificate is missing, import it from other machine.
To import the certificate, follow below steps:

First export the certificate VeriSign Universal Root Certification Authority from one of Working server.
Follow below steps:

* Run the command certmgr from command prompt

* Right click on the certificate “VeriSign Universal Root Certification Authority” under “Trusted Root
Certification Authorities” and go to All tasksExport.

* Copy the exported certificate to the Non-working server and then import the certificate.

To import the certificate, follow below steps:

First export the certificate VeriSign Universal Root Certification Authority from one of Working server.
Follow below steps:

* Run the command certmgr from command prompt
* Right click on the certificates tab under Trusted Root Certification Authorities and go to All tasksImport.

* Select the Root certificate that you copied and add it in the store.

Certificate Issues for NPCAP installer

Applicable to Windows 2012, Windows 2012 R2, Windows 8, Windows 8.1
NPCAP version: 1.55
NPCAP Signing Certificate:

* Leaf Certificate: Insecure.Com LLC

* Intermediate Certificate: DigiCert EV Code Signing CA (SHA2)

* Root Certificate: DigiCert High Assurance EV Root CA

NPCAP Timestamp certificate:
* Leaf Certificate: DigiCert Timestamp 2021
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* Intermediate Certificate: DigiCert SHA2 Assured ID Timestamping CA
* Root Certificate: DigiCert Assured ID Root CA

Issue 1

Windows Agent Installation might fail with below error in msi_installer.log

CheckServiceStatus : Exception System.InvalidOperationException: Service npcap was not found
on computer

‘.’. —> System.ComponentModel.Win32Exception: The specified service does not exist as an
installed service

Resolution

* Run the command certmgr from command prompt
* Check “DigiCert High Assurance EV Root CA” in “Trusted Root Certification Authority” store.

« If it the certificate is missing, import it from other machine.

To import the certificate, follow below steps:

First export the certificate “DigiCert High Assurance EV Root CA” from one of Working server. Follow
below steps:

* Run the command certmgr from command prompt

* Right click on the certificate “DigiCert High Assurance EV Root CA” under “Trusted Root Certification
Authorities” and go to All tasksExport.

* Copy the exported certificate to the Non-working server and then import the certificate.

To import the certificate, follow below steps:

* Run the command certmgr from command prompt
* Right click on the certificates tab under Trusted Root Certification Authorities and go to All tasksImport.

* Select the Root certificate that you copied and add it in the store.

Applicable to Windows 2008 R2

NPCAP version: 0.991

NPCAP Signing Certificate:
* Leaf Certificate: Insecure.Com LLC
* Intermediate Certificate: DigiCert EV Code Signing CA
* Root Certificate: DigiCert High Assurance EV Root CA

NPCAP Timestamp certificate:

* Leaf Certificate: DigiCert Timestamp Responder

* Intermediate Certificate: DigiCert Assured ID CA-1
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* Root Certificate: VeriSign DigiCert Assured ID Root CA

Issue 1

Windows Agent Installation might fail with below error in msi_installer.log

CheckServiceStatus : Exception System.InvalidOperationException: Service npcap was not found
on

computer ‘.’. —> System.ComponentModel.Win32Exception: The specified service does not exist
as an

installed service

Resolution
* Run the command certmgr from command prompt

* Check DigiCert High Assurance EV Root CA in Trusted Root Certification Authority store.

« If it the certificate is missing, import it from other machine.

To import the certificate, follow below steps:

First export the certificate “DigiCert High Assurance EV Root CA” from one of Working server. Follow
below steps:

* Run the command certmgr from command prompt

* Right click on the certificate “DigiCert High Assurance EV Root CA” under “Trusted Root Certification
Authorities” and go to All tasksExport.

* Copy the exported certificate to the Non-working server and then import the certificate.

To import the certificate, follow below steps:

* Run the command certmgr from command prompt
* Right click on the certificates tab under Trusted Root Certification Authorities and go to All tasksImport.

* Select the Root certificate that you copied and add it in the store.

Windows Host Rename

Scenario 1: Not able to see [P Addresses and VRF info after renaming the Windows Host Steps to fix the
issue:

» Remove the entry(with new Hostname that is missing IP Addresses and VRF info) from the TaaS UI.

* Uninstall ‘Cisco Secure Workload Agent’ from the Windows Host and delete the ‘Cisco Tetration’
directory (typically the path for this will be : ‘C:Program FilesCisco Tetration’).

* Install ‘Cisco Secure Workload Agent’ on the Windows Host.

Following the above steps should register the Agent on the TaaS Ul successfully with the [P Addresses and
VREF info.

Scenario 2: Planned Windows Host rename (in advance) Steps to follow:
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* Uninstall ‘Cisco Secure Workload Agent’ from the Windows Host and delete the ‘Cisco Tetration’
directory (typically the path for this will be : ‘C:Program FilesCisco Tetration’).

» Rename the Windows Host and Reboot.

* Install ‘Cisco Secure Workload Agent’ on the Windows Host(with new Hostname).

Following the above steps for planned Host rename should register the Agent on the TaaS UI with new
Hostname.

Check If Platform Is Currently Supported

Windows

* Run the command winver.exe

» Compare this release to what is listed here: Supported Platforms and Requirements
Linux

* Run cat /etc/os-release

» Compare this release to what is listed here: Supported Platforms and Requirements
AIX

* Run the command uname -a

*» Note: The major and minor versions are reversed

p7-ops2> # uname -a
AIX p7-ops2 1 7 00F8AF944C00

* In this example, the first number after the host name is the minor and the second number is the major
version, so AIX version 7.1. Compare this release to what is listed here: Supported Platforms and
Requirements

Windows Installer Issues

» Make sure there is a C:\Windows\Installer directory. This is not visible in File Explorer, easiest way to
verify is in a CMD session and running: dir C:\\Mndows\Installer

* Check if the Windows Installer service is not disabled. It must be set to Manual

* Check to see if there are no other errors being reported by Windows Installer. Check Windows System
Event logs under Windows Logs > Application > Source > Msilnstaller
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Required Windows Services

Below is a list of services, that when disabled, have been linked to installation issues of the agent. It is
recommended these services are running during the initial installation and any upgrade of the Deep Visibility
and Enforcement agents.

Table 8: Required Windows Services

Service Purpose for installation

Device Setup Manager Device driver management for the installation of the
Npcap filter driver.

Device Install Service Also used for the installation of the Npcap filter driver.

Windows Installer Required for the installation of agent MSI package.

Windows Firewall Required for WAF enforcement mode.

Application Experience Used to determine capatibility executables on the
system.

\}

Note Application Experience service only applies to Windows Server 2008, 2008R2, 2012, 2012R2 and Win- dows
7. If disabled, a file lock may occur during Npcap installation causing it to fail.

Npcap Issues

Npcap is a pcap tool used for Windows Agent only. Ten seconds after the agent service starts, it will attempt
to install or upgrade Npcap to the supported version. If Npcap service fails to install or upgrade, the agent
will retry the installation within the next 30 minutes. After 3 failed attempts, the agent will attempt to rollback
Npcap to a previous supported version if available. After, the agent will no longer try to install Npcap. You
can check C:\Program Files\Cisco Tetration\Logs\TetUpdate.exe.log and C:\Program Files\Cisco
Tetration\Logs\npcap_install.log to identify the error.

Npcap will not upgrade (manually or via agent)

* Npcap will sometimes not uninstall correctly if a process is currently using the Npcap libraries. To check
for this run the following command:

PS C:\Program Files\Npcap> .\NPFInstall.exe -check dll
WindowsSensor.exe, Wireshark.exe, dumpcap.exe

If you see processes listed, they must be stopped before the Npcap upgrade can continue. If no processes are
using Npcap the above command will simply show <NULL>

Npcap will not install
* Check CA certificates installed on the system: Certificate Issues for NPCAP installer

* Check Windows Installer issues: Windows Installer Issues
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* Verify no other user on the system is making changes to the network interfaces. This can cause a COM
lock preventing NDIS driver binding.

Verify if Npcap is fully installed

Step 1
Step 2

Step 3

Step 4

Procedure

Check Control Panel > Programs and Features to see if Npcap is listed as an installed application
Make sure the Npcap Packet Driver has a binding to the NIC in question (checkmark is present)

: MNetwerk Connections

T | E' » Control Panel » MNetwork and Internet » Network Connections

Organize +  Disable this network device  Diagnose this connection  Rename this connection  View status of this cor

L" " Ethernetl
— tetsensordev.com

vimnet3 Ethernet Adapter it Etl D_ Proper li.ES .

Networking

Connect using:

¥ ymenet3 Ethemet Adapter

This connection uses the following items:

o Cliert for Microsoft Networks ~
- _gBCI ) Npcap Packet Drver (NPCAP)
v .@Windows Network Virtualization Fitter driver
.@3005 Packet Scheduler

El, File and Printer Sharing for Microsoft Networks
wda Hyper-V Extensible Vitual Switch

[ -2 Microsoft Network Adapter Multiplexor Protocol ) W
< m e

| Install .. | | Uninstall Propeties
Description

A MNDIS & fitter driver WFF callout driver to support pachet
capturing and sending under Windows 7, 8 10

i oK || Cancel

Check if the network driver is installed

C:\Windows\system32>pnputil -e | findstr Nmap
Driver package provider : Nmap Project

Check if the driver service is installed and RUNNING
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Step 5

Step 6

Step 7

Network Connectivity issues during NPCAP installation or upgrade .

C:\Windows\system32>sc query npcap
SERVICE NAME: npcap
TYPE : 1 KERNEL DRIVER
STATE : 4 RUNNING

Check if the registry entry is there (used by the agent to verify Npcap exists already)

C:\Windows\system32>reg query HKLM\software\wow6432node\npcap
HKEY_ LOCAL_MACHINE\software\wow6432node\npcap

AdminOnly REG DWORD 0x1

WinPcapCompatible REG _DWORD 0x0

(Default) REG_SZ C:\Program Files\Npcap

Check if the installed Npcap program files are all there

C:\Windows\system32>dir "c:\program files\npcap"
Directory of c:\program files\npcap
04/29/2020 02:42 PM <DIR>
04/29/2020 02:42 PM <DIR>
01/22/2019 08:16 AM 868 CheckStatus.bat
11/29/2016 03:43 PM 1,034 DiagReport.bat
12/04/2018 11:12 PM 8,908 DiagReport.psl
01/09/2019 09:22 PM 2,959 FixInstall.bat
04/29/2020 02:42 PM 134,240 install.log
01/11/2019 08:52 AM 9,920 LICENSE
03/14/2019 08:59 PM 10,434 npcap.cat
03/14/2019 08:57 PM 8,657 npcap.inf
03/14/2019 09:00 PM 74,040 npcap.sys
03/14/2019 08:57 PM 2,404 npcap wfp.inf
03/14/2019 09:00 PM 270,648 NPFInstall.exe
04/29/2020 02:42 PM 107,783 NPFInstall.log
03/14/2019 09:01 PM 175,024 Uninstall.exe

13 File(s) 806,919 bytes

2 Dir(s) 264,417,628,160 bytes free

Check to see if the .sys driver file is in the Windows driver folder

C:\Windows\system32>dir "C:\Windows\System32\Drivers\npcap.sys"
Directory of C:\Windows\System32\Drivers
03/14/2019 09:00 PM 74,040 npcap.sys

1 File(s) 74,040 bytes

Network Connectivity issues during NPCAP installation or upgrade

Applicable to Windows 2016 Only

If you have a 3rd party LWF (Light Weight Filter) driver (e.g. netmon) or a teaming adapter is configured in
your setup, and NPCAP is installed during agent deployment, you might experience

RDP is reconnected
NetBios service is restarted
Similar network connectivity issues

This is due to a BUG in Windows 2016 OS
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NIC teaming compatibility issues with NPCAP

Teaming NIC functionality is based on underneath Physical NICs (Intel, Broadcom, Realtek, MS virtual
adapter etc) and Teaming driver configuration (switch based, loadbalancing or failover, algorithm to distribute
the packets across multiple NICs).

Some NPCAP versions have compatibility issues with Teaming NICs, especially during binding to the
underneath Teaming NICs.

The current Secure Workload Sensor software is tested using Microsoft supported NIC teaming.

NIC type : Intel(R) 82574L Gigabit Network Connection

Teaming Mode : Switch Independent

Load Balancing Mode: Address Hash

0S : Windows 2012 , Windows 2012 R2, Windows 2016, Windows 2019
NPCAP version: 1.55

\}

Note  Windows 2008R2 does not support Microsoft supported NIC teaming.

VDI instance VM does not report network flows

The TetSensor service occasionally does not capture the network flows on cloned VMs when NPCAP service
is running. This can happen when the agent is installed without the nostart flag using MSI installer or without
goldenlmage flag using PowerShell Installer on a VM template or golden image.

In this case, Secure Workload agent services start running on the VM template. NPCAP is installed and bound
to the Network stack on the VM template. When a new VM is cloned from the VM template, NPCAP is not
properly bound to the Network stack on the new cloned VM. As a result, NPCAP fails to capture the network
flows.

Network Performance with NPCAP

It is observed that Network performance will be affected when Windows TetSensor service is running.
Windows Tet- Sensor service (tetsen.exe) captures the network flows using NPCAP. NPCAP implementation
to capture the network flows and the network flows to the tetsen.exe affects the network performance.

Compare the Network Performance after installing tetsensor, Client : Windows 2016
NPCAP 1.55

TetSensor Config : Conversation Mode with Enforcement mode WFP

Server : Windows 2016

NPCAP 1.55

TetSensor Config : Conversation Mode with Enforcement mode WFP

Run cmd : iperf3.exe -c <server_ip> -t 40
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Table 9: 121071: Network Performance with NPCAP 155

Setup Network Performance

No TetSensor Installed [ ID] Interval Transfer Bandwidth

NO NPCAP [ 4] 0.00-40.00 sec 18.2 GBytes 3.90 Gbits/sec sender
[ 4] 0.00-40.00 sec 18.2 GBytes 3.90 Gbits/sec
receiver

TetSensor Installed [ ID] Interval Transfer Bandwidth

NPCAP Installed [ 4] 0.00-40.00 sec 17.3 GBytes 3.72 Gbits/sec sender
[ 4] 0.00-40.00 sec 17.3 GBytes 3.72 Gbits/sec
receiver

Network Performance with NPCAP 0.9990

Compare the Network Performance after installing tetsensor, Client : Windows 2016

NPCAP 0.9990

TetSensor Config : Conversation Mode with Enforcement mode WFP

Server : Windows 2016

NPCAP 0.9990

TetSensor Config : Conversation Mode with Enforcement mode WFP

Run cmd : iperf3.exe -c <server_ip> -t 40 .. table:: Network Performance with NPCAP 0.9990

class longtable

Setup Network Performance
TetSensor Installed [ ID] Interval Transfer Bandwidth
NPCAP Installed [ 4] 0.00-40.00 sec 16.3 GBytes 3.50 Gbits/sec sender
[ 4] 0.00-40.00 sec 16.3 GBytes 3.50 Gbits/sec
receiver

\)

Note Performance may vary based on Windows NPCAP version installed, Windows OS, and network Configuration.

0S Performance and/or stability Issues

OS may experience unknown performance or stability issues if the installed NPCAP version or NPCAP
configuration is not supported by the Secure Workload Software.

Supported NPCAP Version: : 0.991 and 1.55
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GPO Configurations

Agents that enforce policy require only the Firewall to be enabled with either a local setting or GPO. All other
GPO settings should not be set and left as “Not Configured.”

* To check if a GPO setting is blocking enforcement you can check the C:\Program Files\Cisco Tetra-
tion\Logs\TetEnf.exe.log log and search for the following error examples:

* Rules conflicting with “Preserve Rules=No” setting: “There are firewall rules set in the Group Policy.
Secure Workload agent does not have permission to remove these”

* Firewall set to off: “GPO has disabled firewall for DomainProfile”
« Default Action is set: “Group Policy has conflicting default inbound action for DomainProfile”

* To check what GPO policies are being applied to the host, run gpresult.exe /H gpreport.html and open
the generated HTML report. In the example below Secure Workload Agent Firewall is applying a Inbound
rule which will conflict with Enforcement if “Preserve Rules” is set to “No.”

Settings
hide:
Windows Settings
hide
Sacurity Settings .
hide
Account Policiez/Password Policy
show
Account Polices/Account Lockout Policy
show
Local Policies/User Rights Assignment
show
Local Policies/Security Options
show
Public Key Policies/Cerlificate Services Client - Auto-Enroliment Setfings
show
Public Key Policies/Encrypting File System
show
Windows Firewall with Advanced Security
hide
Global Settings
show
Domain Profile Setfings
hide
Policy Setfing Winning GPQ
Firewall state On Tetration Agent Firewall
Inbound connections Not Configured
Outbound connections Mot Configured v Recommended Configuration
Apply local firewall rules. Not Canfigured Firewall state = On
Apply local connection security rules Not Configured All other settings = Not Configured
Display notifications Not Configured
Allow unicast responses Not Configured
Leg dropped packets Not Configured
Log successful connections Not Configured
Log file path Not Configured
Log file maximum size (KB) Mot Configured
Private Profile Settings
show
Public Profile Seftings
show
b ez Inbound/Outbound Rules Not Recommended s
HTTPS Inbound Rule Tetration Agent Firewall
This rule might contain some elements that cannct be interpreted by the current version of GPMC reporting
module
Enabled True

Agent To Cluster Communications

The Secure Workload Agent maintains connections to the cluster over multiple channels. Depending on the
type of Agent, the number of connections varies.
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Types of connections
» WSS: Persistent socket connection over port 443 to the cluster

» Check in: A HTTPS call to the cluster every 15-20 minutes to check for current configurations, check
for updates and to update the active state of the agent to the cluster. This also reports upgrade failures.

* Flow export: Persistent SSL connection over port 443 (TaaS) or 5640 (On-premise) to send flow metadata
to the cluster

 Enforcement: Persistent SSL connection over port 443 (Taas) or 5660 (On-premise) to pull in enforcement
policies and report enforcement state

Checking the connection state

The Teration UI will report either an inactive agent (no longer checking-in), no exported flows (on Agent
Workload Profile page under Stats), or failed enforcement. Depending on the error, you can check different
logs on the workload to help determine the source of the issue.

Inactive Agent
Windows Log: C:\Program Files\Cisco Tetration\Logs\TetUpdate.exe.log
Linux Log: /usr/local/tet/logs/check_conf_update.log

An HTTP response code of 304 is expected and means there is no configuration change. Error code =2 is
expected as well. Any other HTTP response code will indicate a issue talking to the WSS service on the Secure
Workload cluster.

Tue 06/09/2020 17:25:25.08 check conf update: "curl did not return 200 code, it's 304,
«— exiting"

Tue 06/09/2020 17:25:25.08 check conf update: "error code after running check conf
«—update = 2"

+ 304 Expected, no config change. Successful check-in
* 401 Registration is not successful, missing Activation Key (TaaS)
* 403 Agent already registered to the cluster with same UUID

* 000 Indicates connection issue with SSL. Either curl could not reach the WSS server or there is a issue
with the certificate. See SSL troubleshooting: SSL Troubleshooting

No exported flows
Windows Log: C:\Program Files\Cisco Tetration\Logs\TetSen.exe.log
Linux Log: /usr/local/tet/logs/tet-sensor.log

The following indicates a successful connection to WSS

cfgserver.go:261] config server: StateConnected, wss://<config server ip>:443/wss/

«—<sensor id>/forensic, proxy:
The following indicates a successful connection to the Collectors

collector.go:258] next collector: StateConnected, ssl://<collector_ip>>:5640

Cisco Secure Workload User Guide Saa$S, Release 3.9 .



Deploy Software Agents on Workloads |
. SSL Troubleshooting

If there are errors connecting to either WSS or the Collectors, check your firewall configuration or verify if
any SSL decryption is occurring between the agent and Secure Workload. See: SSL Troubleshooting

Failed to enforce policy
Windows Log: C:\Program Files\Cisco Tetration\Logs\TetEnf.exe.log
Linux Log: /usr/local/tet/|ogs/tet-enforcer.log

ssl client.cpp:341] Successfully connected to EFE server

If there are errors connecting to the EFE server, check your firewall configuration or verify if any SSL
decryption is occurring between the agent and Secure Workload. See: SSL Troubleshooting

SSL Troubleshooting

Agent Communications Overview

Secure Workload agents use TLS to secure the TCP connections to the Secure Workload Cloud SaaS servers.
These connections are broken down into three distinctive channels.

» Agent -> Cisco Secure Workload SaaS control channel over port TCP/443 (TLS) (sensorVIP)

This is a low volume control channel that allows the agent to register with Secure Workload and also
handles configuration pushes and software upgrade notifications.

» Agent -> Cisco Secure Workload SaaS flow data over TCP/443 (TLS) (collector)

Flow data is the extracted flow metadata information; the data will be sent to 1 set of 16 IP addresses at
a time. The second set of IP addresses is for standby. This is around 1 — 5% of actual server traffic.

» Agent ->Cisco Secure Workload SaaS enforcement data over TCP/443 (TLS) (efe)

The enforcement data channel is a low volume control channel that is used to push the policies to the
sensors and also gather enforcement statistics.

The sensor validates the TLS certificate from the Secure Workload Cloud control, data and enforcement
servers against a local CA that is installed with the agent. No other CAs are used, so any other certificate sent
to the agent will result in a verification failure and the agent will not connect. This will result in the agent not
registering, checking-in, sending flows or receiving enforcement policies.

Configuring IP traffic for Agent Communications

A typical configuration for most will be to have a perimeter firewall and possibly a proxy between the agents
(workflows) and Secure Workload TaaS.

)

Note Secure Workload gathers your gateway/NAT IP information during the on-boarding and automatically adds
the information at the time of tenant creation. If you add new IP addresses or change IP addresses in the portal,
the changes require review and approval by Secure Workload staff.

In addition to adding your gateway/NAT IP addresses in the TaaS portal, there might be more changes required
to your network to allow the traffic outbound and unmodified:

Allow outbound port 443 over TLS/HTTPS on the perimeter firewall
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Configure proxy bypass and SSL/TLS bypass on the web proxy, if a decrypting web proxy is being used.

\)

Note If you are using a transparent web proxy at the data center, you must route the specific SaaS IP address and
configure the bypass rules. Sensors are connections that cannot do automatic HTTPS redirection.

The list of IPs the agents communicates with is available on the TaaS portal. The IPs to add to your firewall
outbound configuration and proxy bypass are labeled collector-n, efe-n (only if enforcement is being deployed),
and sensorVIP. There are typically 17 to 33 IPs to add for agent communication, but there could more or less
depending on your TaaS configuration.

)

Note Ensure that the outbound firewall rules allow traffic to flow to the destination metadata collector IPs.

\}

Note  You can now edit the outbound gateway IP addresses on the user interface. This functionality allows the
allowed metadata traffic originating from your workloads to their destination.

Troubleshooting SSL/TLS Connections

As discussed in the previous section, it is important to configure your explicit or transparent web proxy to
bypass SSL/TLS decryption for agent communications. If the bypass is not configured, these proxies might
attempt to decrypt

SSL/TLS traffic by sending its own certificate to the agent. Because the agent only uses its local CA to validate
the certificate, these proxy certificates will cause connection failures.

Symptoms include agent failing to register to the cluster, agent not checking-in, agent not sending flows,
and/or agent not receiving enforcement configuration (if enforcement is enabled).

)

Note Troubleshooting steps below are assuming default installation paths were used. Windows: C:Program FilesCisco
Tetration Linux: /usr/local/tet. If you installed your agents in a different location, substitute that location in
the instructions.

SSL/TLS Connection issues are reported in the agent logs. To verify if there are SSL errors in the logs, run
the following commands for the associated issue being observed.

Registration, check-in

Linux

grep "NSS error" /usr/local/tet/log/check conf update.log
Windows (PowerShell)

get-content "C:\Program Files\Cisco Tetration\logs\TetUpdate.exe.log" | select-
«—string -pattern "curl failed SSL peer certificate"

Cisco Secure Workload User Guide Saa$S, Release 3.9 .



Deploy Software Agents on Workloads |
. Troubleshooting SSL/TLS Connections

Flows

Most of the SSL/TLS connection issues seen are during the initial connection and registration of the agent.
Sending flows relies on the registration to be complete before attempting to connect. SSL/TLS errors seen
here would be the result of the sensor VIP IPs being allowed but not the collector IPs.

Linux
grep "SSL connect error" /usr/local/tet/log/tet-sensor.log
Windows (PowerShell)

get-content "C:\Program Files\Cisco Tetration\logs\WindowsSensor*.log" | select-

«—~string -pattern "Certificate verification error"

Enforcement

Linux

grep "Unable to validate the signing cert" /usr/local/tet/log/tet-enforcer.log
Windows (PowerShell)

get-content "C:\Program Files\Cisco Tetration\logs\WindowsSensor*.log" | select-

«—string -pattern "Handshake failed"

Ifan SSL error is seen in the log checks above you can verify what certificate is being sent to the Agents with
the following commands.

Explicit Proxy - where a proxy is configured in user.cfg

Linux

curl -v -x http://<proxy address>:<port> https://<sensorVIP>:443
Windows (PowerShell)

cd "C:\Program Files\Cisco Tetration"
.\curl.exe -kv -x http://<proxy address>:<port> https://<sensorVIP>:443

Transparent Proxy - No user.cfg proxy configuration required. It’s a proxy configured between all HTTP(S)
traffic from agent to the internet.

Linux

openssl s_client -connect <sensorVIP from TaaS Portal>:443 -CAfile /usr/local/tet/
«—cert/ca.cert

Windows (PowerShell)

cd C:\Program Files\Cisco Tetration
.\openssl.exe s client -connect <sensorVIP from TaaS Portal>:443 -CAfile cert\ca.cert

You are looking for the following in the openssl s_client respose
Verify return code: 0 (ok)

If you see an error, examine the certificate. An example certificate (chain) should include only the following
cert (CN IP is an example):

Certificate chain

0 s:/C=US/ST=CA/L=San Jose/0O=Cisco Systems, Inc./OU=Tetration, Insieme BU/CN=129.146.

«—155.109
i:/C=US/ST=CA/L=San Jose/O=Cisco Systems, Inc./OU=Tetration Analytics/CN=Customer CA
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If you see additional certificates, then there is possibly a Web decrypting proxy between the agent and Secure
Workload. Contact your security or network group and verify if the proxy bypass is configured using the
listed IPs from the Configuring IP traffic for Agent Communications section.

Windows sensor installation script fails on Windows 2016 servers: Error message that might appear “The
underlying connection was closed: An unexpected error occurred on a receive.” Possible reason might be the
SSL/TLS versions set in PowerShell.

To check the SSL/TLS versions running, run the following command:
[Net.ServicePointManager]::SecurityProtocol
If the output from the above command is:

Ssl1l3, Tls

Then use the below command to change the allowed protocols and retry the installation:

[Net.ServicePointManager]::SecurityProtocol = [System.Net.SecurityProtocolType]'Ssl3,
«—Tls,Tls1l,T1ls12"

Agent operations

Q: I have installed the agents successfully, but I didn’t see it on UI Sensor Monitoring page.

A: An agent is required to register with backend server running within cluster before it could start operating.
When an agent is not shown on UI page, most likely it’s because the registration has failed. There are a few
things we could check to see why a registration failed:

* Check if the connection between the agent and the backend server is working properly

* Check if the curl request could be sent to backend server properly

* Check HAProxy access and backend server logs to see if the registration request made it to the server

* Check the error return from curl request in the log file
Q: The agent is installed and I could find in on Ul page. However, the “SW Ver” column shows “initializing”
instead of a version string.

A After the initial agent is installed and registered with the backend server, it would take another 30 minutes
for the agent to report its version.

Q: The agent is upgraded properly, but the “SW Ver” fields still show the old version after a long time (like
several hours).

A After the agent is upgraded successfully, it will try to send a curl request to report its current running
version and check for new version in the same request. It is possible that the request couldn’t make it to the
backend, due to several reason:

* The request is timed out, couldn’t get the response in time

* The network is facing problem, agent couldn’t connect to backend servers

Q: I have an agent running on RHEL/CentOS-6.x and it is working properly. I am planning to upgrade the
OS to RHEL/CentOS-7.x. Would the agent still work after the upgrade?

A currently we do not support the scenario in which the OS has been upgraded, especially upgrading the
major releases. In order to have the agent work after OS upgrade, do the following steps:

Cisco Secure Workload User Guide Saa$S, Release 3.9 .



. Agent operations

Deploy Software Agents on Workloads |

+ Uninstall the existing agent software

* Clean up all files, including certs

* Go to UI, delete the agent entry

» Upgrade the OS to the desired version

* Install the agent software on the new OS
Q: I have an agent running on RHEL/CentOS-6.x and it is working properly. I am planning to rename the
host. Would the agent still work after rename/reboot?

A: An agent identity is calculated based on the host’s uniqueness, including hostname and bios-uuid. Changing
hostname changes the host’s indentify. It is recommended to do the following:

* Uninstall the existing agent software
* Clean up all files, including certs

* Go to UI, delete the old agent entry
* Rename the host and reboot

* Install the agent software again
Q: On Windows host, firewall deviation was caused by adding/deleting/modifying a rule. How do I find the
rule?

A: On deviation detection, agent logs the last 15 seconds of firewall events to
“C:\Windows\System32\config\systemprofile\AppData\Roaming\tet\firewall events”. Rule that caused
deviation will be found in the latest file created as policy dev_<policy id> <timestamp>.txt

Q: I have installed the agent on a Windows host successfully. Why do I not see any reported flows from the
sensor?

A: Npcap is required to collect flows on a Windows host. Ten seconds after the agent is installed successfully,
it will install Npcap. If the sensor does not report flows after several minutes, check if the agent and the
backend server is connected and if Npcap is installed properly on the Npcap Issues.

Q: I have installed the agent on Windows host, 2008 R2, successfully. Why does the system clock drift when
tetsensor service is running?

A: This is a known problem with Go and Windows 2008 R2. For more information, see Golang and Win2008
R2.

The process, tet-main.exe, running as a part of tetsensor service, is built using Go Version 1.15. That is why
the system clock drifts when the tetsensor service is running.

This issue occurs when Windows 2008 R2 workload is configured to use the external NTP server or Domain
Controller as NTP server.

The possible work around :
1. Periodially force NTP to sync the clock: w32tm /resync /force
2. Disable tet-main.exe manually.

* Run cmd.exe with “administrator” privilege.

* Run regedit.exe
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* Go to “HKEY LOCAL_ MACHINE\SYSTEM\ControlSet001\Services\TetSensor”
* Double click on “ImagePath”
« Edit value, remove tet-main.exe

before “C:\Program Files\Cisco Tetration\TetSenEngine.exe” TetSensor TetSen.exe “-f sensor_config”
tet-main.exe ” ” TetUpdate.exe

after “C:\Program Files\Cisco Tetration\TetSenEngine.exe” TetSensor TetSen.exe “-f sensor_config”
TetUpdate.exe

» Restart tetsensor service

\}

Note Disable tet-main.exe after every time agent is upgraded.

3. Remove external NTP server configuration:
* Run command : w32tm /config /update /manualpeerlist: /syncfromflags:manual /reliable:yes

 Restart Windows Time Service, W32Time
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CHAPTER 3

External Orchestrators in Secure Workload

External orchestrators are used to gather existing metadata describing your workloads from systems on your
network. Some external orchestrators can also enforce segmentation policy.

For deployments where an authorized system of record exists with labels for workloads, we provide a way
for automatically importing the labels through external orchestrator integrations. Any modifications in the
system of record will be learnt automatically by Secure Workload and used for updating labels in your
inventory.

For detailed information about the power and uses of labels, see Workload Labels.

Dueto recent GUI updates, some of the images or screenshots used in the user guide may not fully reflect the
current design of the product. We recommend using this guide in conjunction with the latest version of the
software for the most accurate visual reference.

* Navigate to the External Orchestrators Page, on page 123
» List of External Orchestrators, on page 124
* Create External Orchestrator, on page 126
« Edit External Orchestrator, on page 129

* Delete External Orchestrator, on page 130
* Orchestrator generated labels, on page 130
* Secure Connector, on page 130

* Amazon Web Services, on page 138

» Kubernetes/OpenShift, on page 140

* VMware vCenter, on page 148

* DNS, on page 150

* Infoblox, on page 152

* F5 BIG-IP, on page 155

» Citrix Netscaler, on page 161

* TAXII, on page 165

Navigate to the External Orchestrators Page

The main page for external orchestrators can be reached by selecting Manage > Workloads > External
Orchestrators from the menu bar on the left.
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The External Orchestrators page shows the existing external orchestrators and provides functions to modify
and delete them as well as to create new external orchestrators:

Table 10: External Orchestrators

Type

Description/ When to use

VMware vCenter

To import virtual machine data, such as host name,
IP address, and labels, from a vCenter server to Secure
Workload. The generated labels can be used to create
Secure Workload scopes and enforcement policies.

Amazon Web Services

(You cannot create new AWS orchestrators; instead,
create AWS connectors. See AWS Connector. Any
existing AWS orchestrators are read-only). To import
data of EC2 server instances, such as host name, IP
address, and labels, from the given AWS account to
Secure Workload. The generated labels are useful to
create Secure Workload scopes and policies.

Kubernetes/OpenShift

To import Kubernetes’ entities, such as nodes, pods,
services, and labels. These labels can be used within
Secure Workload to define scopes and policies.

DNS

To import A/AAAA and CNAME records from a
DNS server via zone transfer. This produces DNS
names as labels, which are useful in defining Secure
Workload scopes and policies.

Infoblox

To import networks, hosts, and A/AAAA records with
extensible attributes from an Infoblox appliance with
IPAM/DNS enabled. The imported extensible
attributes can be used as labels in Secure Workload
scopes and policies.

F5 BIG-IP

To read virtual server configurations from the given
F5 load balancer and generate labels for the provided
services, which can be used to define enforcement
policies in Secure Workload. The policy enforcement
feature will translate them into F5 policy rules via F5
REST APL

Citrix Netscaler

To read virtual server configurations from the given
Netscaler load balancer and generate labels for the
provided services, which can be used to define
enforcement policies in Secure Workload. The policy
enforcement feature will translate them into Netscaler
ACLs via its REST API.
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Type Description/ When to use

Secure Firewall Management Center To deploy policies to all Secure Firewall Threat
Defense (formerly known as Firepower Threat
Defense or FTD) devices registered to the given
Secure Firewall Management Center using REST API.

Figure 28: External Orchestrator

External Orchestrators

© Enter attributes... x + Create New Configuration

Type 1l Description 1 Enforcement el Created At 1 Connection Status 11 Secure Connector Status 11 Actions.

FMC arbhatla NPI Enabled Jul 19 10:16:55 pm (IST) rd
£5 F5 BIG-1P 5 orchestrator Disabled Jul 19 11:34:44 pm (1ST) s’
Gitrix NS Citrix Netscaler Citix NS Enabled Jul 19 11:36:24 pm (1ST) Failure @ s’

Kes Kubemetes Kubernetes orchesirator NA Jul 19 11:39:38 pm (1ST) Failure @ s

Each row shows a short version of the external orchestrator with its Name, Type, Description, Enforcement,
Created at, Connection Satus, and Secure Connector Satus. The Connection Status tells if a connection to
the given external data source could be made successfully. The Secure Connector Status displays the status
of the Secure Connector tunnel- Success or Failure. If the tunnel is not enabled then N/A is displayed.

Enable Secure Connector tunnel while creating an external orchestrator configuration. If Secure Connector
tunnel is enabled, the external orchestrator 'Connection Status' is dependent on both the authentication status
and secure connector status. If Secure Connector tunnel is not enabled, the external orchestrator 'Connection
Status' is only dependent on the authentication status. Irrespective of the status- Success or Failure, you can
click the respective row to get more details. For more details on the Secure Connector client metrics, click
the Status row or in the left pane, navigate to Manage > Workloads > Secure Connector.

Figure 29: External Orchestrator Authentication Failure

NA 0119 11:39:38 pm (ST Fallre @ ’§

Configuration Details

624613627551025048269¢ 78

Cisco Secure Workload User Guide Saa$S, Release 3.9 .



External Orchestrators in Secure Workload |

. Create External Orchestrator

Create External Orchestrator

A new external orchestrator can be created by clicking the Create New Configuration button in the external
orchestrators main page. This leads to a modal dialog, where you can enter a name and choose an external
orchestrator type. The picture below shows the basic configuration page:

Figure 30: Create External Orchestrator Configuration

Create External Orchestrator Configuration

Alerts

Basic Config

Hosts List

Type

Select a Type

MName *

Unique identifier for the orchestrator

Description

Jescription of the orchestrator

Delta Interval (s)
60

Full Snapshot Interval (s)
3600

[T Accept Self-signed Cert

[[] Verbose tsdb Metrics

Connection will be tested after the creation.

The following table describes the common fields for external orchestrators. Depending on the selected type
the Basic Config page requires additional parameters to be given. These will be covered by the respective
section of the individual external orchestrators below.

Common Field Required Description
Type Yes Select an external orchestrator from
the list.
Name Yes Name of the external orchestrator,

which must be unique for the active
tenant.
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Common Field

Required

Description

Description

Description of the external
orchestrator.

Full Snapshot Interval(s)

Yes

Interval in seconds the external
orchestrator will try to import the
full snapshot of configuration from
the selected Type.

Accept Self-signed Cert

Check this option to accept
self-signed server certificates for
the HTTPS connection used by
Secure Workload to retrieve
configuration data from the selected
Type. Default is not to allow
self-signed server certificates.

Secure Connector Tunnel

No

Check this option to set connections
to the Secure Workload cluster to
be tunneled through a Secure
Connector tunnel.

)

Note The fields Deltainterval and Verbose TSDB Metricsas shown in the picture above are optional and applicable

only for certain external orchestrators, which are explained in the respective description below.

Except for the external orchestrator type AWS the HostsList must be given. It specifies the network address(es)
of the external data source from which the external orchestrator will fetch data and generate labels. This can
be done by clicking on the tab Hosts List on the left hand side, which is shown in the following picture:

Figure 31: External Orchestrator's Hosts List

Create External Orchestrator Configuration

Basic Config

Hosts List

Alerts

Hosts List

=t name nort number

required.

In order to add new host list entry click the plus sign. Each row must contain a valid DNS host name, [Pv4
or IPv6 address and a port number. Depending on the chosen external orchestrator type, you can enter multiple
hosts for high availability or redundancy purposes. For more information, see the description for the chosen

external orchestrator.
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. Create External Orchestrator

To set the alert for the external orchestrator, this can be done by clicking on the Alert tab on the left hand side,
which is shown in the following picture:

Figure 32: External Orchestrator's Alerts

Create External Orchestrator Configuration

Basic Config Alerts Enabled

Hosts List Severity @ Disconnect Duration(m) @

Low MK
Alerts

If not enabled, please enable connector alerts from here

Connection will be tested after the creation.

For each external orchestrator, configuring alerts requires additional parameters to be given. These will be
covered by the respective section of the individual external orchestrators below.

To enable alerts for this external orchestrator, check the Alert enabled check box.

N

Note Make sure that Connector Alerts are also enabled from Manage > Workloads > Alert Configs page.

Select the Alert Severity level and Disconnect Duration in minutes for configuring external orchestrator alert.

Field Description

Severity Select severity level of this rule: LOW, MEDIUM,
HIGH, CRITICAL or IMMEDIATE ACTION

Disconnect Duration(m) The amount of time that a connection is disconnected.

Click the Create button to create the new external orchestrator, whose configuration details can be viewed
by clicking on the respective row in the list view:
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Figure 33: External Orchestrator’s Configuration Details

)

Id

Type

Name

Description

Delta Interval (s)

Full Snapshot Interval (s)

Username

Password

Certificate

Key

Secure Connector Tunnel

Authentication Failure Error

Peers

Status

Configuration Details

59e15d2f755f02424c0ff38a
Vcenter
mock_config
mockdata

60

3600

mock
changeme
asd

123

true

el

172.31.182.228:45906

Secure Connector Status -+ Connection Status

Edit External Orchestrator .

Note

Edit External Orchestrator

Since the first full snapshot pull from an external orchestrator is an asynchronous operation, expect about one

minute for the connection status field to be updated.

Click the pencil button on the right hand side of an external orchestrator row as shown below to open a modal
dialog similar to the one for creating an external orchestrator, where the configuration can be modified.

Figure 34: Edit External Orchestrator

Name Tl

Type ¢ Description 11

mock_config Vcenter mockdata

)

Enforcement T1 Created At Tl

N/A Oct 14 03:41:19 am (EEST)

Connection Status Tl i1l

Note

* The Type field is not editable.

« If a configuration uses keys/certificates for authentication, the keys and certificates have to be provided
every time the configuration is updated.

* Since the configuration changes of an external orchestrator is an asynchronous operation, expect about
one minute for the connection status field to be updated and to confirm the correctness of entered changes.

Click the Update button to save the changes made to the configuration.
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Delete External Orchestrator
A\

Caution  Deleting an external orchestrator also deletes labels provided by that orchestrator, which will impact policies.
In order to delete an external orchestrator click the trash bin button as shown below:

Figure 35: Delete External Orchestrator

Delete
Name Tl Type ¢ Description Tl Enforcement T} Created At Tl Connection Status Tl

mock_config Veenter mockdata N/A Oct 14 03:41:19 am (EEST) s

Orchestrator generated labels

Secure Workload adds the following labels to all the AWS instances.

Key Value
orchestrator system/orch type aws
orchestrator system/cluster name <Name of kuber netes cluster>
orchestrator_system/name <Name of the connector>
orchestrator_system/cluster_id <UUID of the orchestrator’s configuration in |product|>

Secure Connector

In order for Secure Workload to import user tags or enforce policies on external orchestrators (see External
Orchestrators in Secure Workload), Secure Workload needs to establish outgoing connections to the orchestrator
API servers (vCenter, Kubernetes, F5 BIG-IP, etc.). Sometimes it is not possible to allow direct incoming
connections to the orchestrators from the Secure Workload cluster. Secure Connector solves this issue by
establishing an outgoing connection from the same network as the orchestrator to the Secure Workload cluster.
This connection is used as a reverse tunnel to pass requests from the cluster back to the orchestrator API
server.
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Figure 36: Secure Connector

Network Boundary

Cisco
Secure
Workload

Secure

Connector N
Client 4

For each root scope, only one tunnel may be active at any time. Attempts to start additional tunnels will be
rejected with an error message indicating that one is already active. The active tunnel can be used to connect
to multiple orchestrators that are reachable from the network in which the client is running. A per-orchestrator
configuration is used to indicate whether connections to that orchestrator should go through the Secure
Connector tunnel.

All communication between the Secure Connector client and the Secure Workload cluster is mutually
authenticated and encrypted using TLS.

For improved security, customers are advised to install the Secure Connector client on an isolated appropriately
secured machine. The machine should have firewall rules to allow outgoing connections only to the Secure
Workload cluster and any external orchestrator API servers Secure Workload should be allowed to access.

To configure orchestrators to use the Secure Connector tunnel, see instructions for configuring the external
orchestrator for your product.

For more details on OpenAPI endpoints for the Secure connector, see Secure Connector API endpoints

Technical Details

To bootstrap the tunnel, the Secure Connector client creates a public or private key pair and signs its public
key certificate remotely by the server. A cryptographic single-use time-limited token is used to secure this
remote signing process and identify the root scope to which the client belongs. On the server side, each root
scope has a unique certificate that the client uses to authenticate the server. These certificates are periodically
rotated to ensure the continued secrecy of communication.

The Secure Connector client is internally constructed of a tunnel client and a SOCKSS5 server. After the tunnel
is started, the client waits for incoming tunnelling connections from the Secure Workload Cluster. Incoming
connections are handled by the SOCKSS5 server and forwarded to the destination host.
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Requirements for Secure Connector Client

The following are the requirements for the Secure Connector client:

* RHEL or CentOS 7 (x86_64)
* 2 CPU cores
* 4 GB RAM

» Sufficient network bandwidth for handling data from the on-premises orchestrators that use the Secure
Connector.

* Outgoing connectivity to the Secure Workload cluster on port 443 (direct or through HTTP(S) proxy).

* Outgoing connectivity to internal Orchestrator API servers (direct).

Secure Connector Client Deployment

Proxy Support

The Secure Connector client supports connecting to the Secure Workload cluster through an HTTP(S) proxy.
If needed, the proxy server must be configured by setting the HTTPS PROXY environment variable for the
client. To set the variable, add the following line in the [ Service] section of the systemd service file located
at /etc/systemd/systenmvtetration- secure-connector.service. This setting will not persist across re-installations.
For a sticky configuration, the line can be added in a new file at
[etc/systemd/systermvtetration-secure-connector.service.d/10- https-proxy.conf. For either configurations to
take effect, reload the systemd config by running systemctl daemon-reload.

[Service]
Environment="HTTPS PROXY=<Proxy Server Address>"

Deployment Overview

The Secure Connector creates a reverse tunnel from the Secure Workload cluster to your internal network in
order to reach your orchestrator API servers.

Starting the Secure Connector client requires downloading Secure Connector RPM and generating a one-time
registration token.

1. Download Latest Secure Connector Client RPM on a supported platform.
2. Generate Registration Token.

3. Copy the Token and Start the Client on the host to start the client.

Deploy the Secure Connector Client

Download Latest Secure Connector Client RPM

Step 1

Procedure

In the navigation pane, click Manage > Workloads > Secure Connector.

. Cisco Secure Workload User Guide Saa$S, Release 3.9



| External Orchestrators in Secure Workload
Generate Registration Token .

Step 2 Click Download Latest RPM.

Step 3 Copy the RPM package to the Linux host for deployment, and then execute the following command with root
privileges: rpm -ivh <rpm filename>

Generate Registration Token

Procedure

Step 1 Click Manage > Workloads > Secure Connector.
Step 2 Click Generate Registration Token.

Copy the Token and Start the Client

After generating a registration token on the Secure Connector page, you will have a registration.token file
that contains the single-use limited-time token for bootstrapping the client. Stop the Secure Connector client
on the host and copy the token file where you have installed the Secure Connector client package.

1. To stop the client, run the following command: systemctl stop tetration-secure-connector
2. Copy the registration.token file to the /etc/tetration/cert/ folder.

3. To restart the client, run the following command: systemctl start tetration-secure-connector

[Optional] Deploy Specific Version of Secure Connector Client

Procedure

Step 1 Download a specific version of Secure Connector Client RPM.
a) In the navigation pane, click Manage > Workloads > Agents.
b) Click the Installer tab.
¢) Click Manual Install using classic packaged installers, then click Next.

The Secure Connector Client packages have the agent type as Secure Connector.

d) Find the appropriate version (if multiple are available on the cluster) and click Download.

e) Copy the RPM package to the Linux host for deployment, and then execute the following command with
root privileges: rpm -ivh <rpm filename>.

Step 2 Retrieve a new token using the APIL.

Secure Connector tokens can also be retrieved through OpenAPI (Get Token). The following Python and
Bash snippets can be used to retrieve a new token. Note that the API key used must have the
external_integration capability and must have write access to the specified root scope. See OpenAPI
Authentication for information on installing the Secure Workload OpenAPI client for python and creating a
new API key.

« Python snippet for token retrieval
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from tetpyclient import RestClient
from urllib import quote

API ENDPOINT = "https://<UI_VIP OR DNS FOR TETRATION DASHBOARD>"
ROOT SCOPE NAME = r"""<ROOT SCOPE NAME>"""

API CREDENTIALS FILE = "<API CREDENTIALS JSON FILE>"

OUTPUT TOKEN FILE = "registration.token"

" "w.

if name == "_main
client = RestClient (API_ENDPOINT,
credentials file=API CREDENTIALS FILE) # Add (verify=False) to
skip certificate verification
escaped_root_scope_name = quote (ROOT_SCOPE_NAME, safe='")

resp = client.get('/secureconnector/name/{}/token'.format(escaped_root_scope_name))
if resp.status_code != 200:

print 'Error ({}): {}'.format(resp.status code, resp.content)

exit (1)
else:

with open (OUTPUT_TOKEN_FILE, 'w') as f:
f.write(resp.content)

* BASH snippet for token retrieval

#!/bin/bash

HOST="https://<UI_VIP_OR DNS FOR TETRATION DASHBOARD>"

API_KEY="<API KEY>"

API_SECRET="<API SECRET>"

ROOTSCOPE_NAME="<ROOT_SCOPE_NAME>" # if the name contains spaces or special characters,
it should be url-encoded

TOKEN_ FILE="registration.token"

INSECURE=1 # Set to 0 if you want curl to verify the identity of the cluster

METHOD="GET"
URI="/openapi/vl/secureconnector/name/$ROOTSCOPE NAME/token"
CHK_SUM=""
CONTENT_TYPE:""
TS=$ (date -u "+%Y-%m-$dT$H:$M:$S+0000")
CURL_ARGS="-v"
if [ $INSECURE -eqg 1 ]; then
CURL_ARGS=$CURL_ARGS" -k"
fi

MSG=$ (echo -n -e "SMETHOD\n$URI\n$CHK_ SUM\n$SCONTENT TYPE\nSTS\n")
SIG=$ (echo "SMSG"| openssl dgst -sha256 -hmac SAPI SECRET -binary | openssl enc -base64)

REQ=$ (echo -n "curl $SCURL_ARGS $HOSTSURI -w '${http code}' -H 'Timestamp: S$TS' -H 'Id:
SAPI_KEY' -H 'Authorization: $SIG' -o $TOKEN_ FILE")
status code=$ (sh -c "SREQ")
if [ $status_code -ne 200 ]; then
echo "Failed to get token. Status: " $status code
else
echo "Token retrieved successfully"
fi

Step 3 Copy the token and start the client. For detailed instructions, see Copy the Token and Start the Client, on page
133.
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Verify Secure Connector Client State

* To check if the Secure Connector client is installed, query the RPM database for the tet-
secureconnector-client-site package by running the following command: rpm -g

tet-secureconnector-client-site

* To check the state of the installed client, you can check the status of the tetration-secure- connector
systemd service by running the following command: systemctl status tetration-secure-connector

Secure Connector Client Status

On the External Orchestrators page, the status of the configured external orchestrators and Secure Connector
tunnel is displayed. If Secure Connector is enabled while configuring the external orchestrators, you can view
the Secure Connector client metrics on the Secure Connector page.

However, if the Secure Connector tunnel status is Active but the client metrics are not visible, it implies an
older version of Secure Connector is installed. A message to upgrade the Secure Connector Client version is
displayed as shown:

Figure 37: Secure Connector Client upgrade message

Secure Connector

Info

N

D Tunnel Status Active
°

m Py Secure connector client metrics reporting not supported in the version installed.
Please download the latest rpm and upgrade Secure Connector client using the command: rpm -Uvh <rpm_filename>

\}

Note For instructions on installing the latest Secure Connector RPM, see Download Latest Secure Connector Client
RPM

To view the client metrics:
Procedure

Step 1 Under Configure Details, click the Status row. The Secure Connector page is displayed.

Note To access the status of the Secure Connector tunnel, select Manage > Workloads > Secure
Connector in the left pane.

Step 2 Select the tabs - General, Interface, or Routes to access more details on the connectivity status between the
client and Secure Workload cluster.
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Tabs Description

General Lists the following information:

* Tunnel Status

* Hostname

* [P Address

* HTTP/HTTPS Proxy

* Version- Lists the build version.
* No. vCPU’s

* Total Memory (GB)

 Uptime- Lists the uptime of the VM where the
Secure Connector client is running.

« Last Heartbeat Received- Lists the day and
timestamp of heartbeat last received from client.

* No. of Heartbeat Failures (Last 1 day)- Lists the
number of times the connectivity to the Secure
Connector client failed in a day. If the client
remains to stay inactive, the count is not
incremented. The count is reset at the end of day.

* Round Trip Latency (ms)

Interface Lists the interface details of the VM where the Secure
Connector client is running.

Routes The route table lists the destination IP addresses,
gateway, genmask, and interface.

Secure Connector Alerts

The alert is generated when Secure Connector stops functioning or if there is no heartbeat in the past one
minute.

Step 1: To enable alert, click Manage > Workloads > Secure Connector.
Step 2: Click the Alerts tab.

Step 3: Check the Enable Alert checkbox.

Step 4: Choose a Severity value from the drop-down.

Step 5: Click Update Config.
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Figure 38: Enable Secure Connector Alerts

Secure Connector Alerts .

Secure Connector

N
==

¥ Download Latest RPM
Generate Registration Token

Info

Interface Routes Alerts ‘

Enable Alert

Secure Connector Alerts:
When Connector Alerts are enabled along with secure connector alerts, you may receive the following alerts:
1. Secure Connector is down (due to missing heartbeats).

2. Tunnel start/stop

Severity ‘ Hléﬁ v|

Update Config

)

Note Ensure that the Connectors alerts is enabled in the Manage > Alerts - Configuration page.

Navigate to Investigate > Alerts and click on an alert to view more details.

Alert text: Secure Connector: <reason for connection failure>

Figure 39: Secure Connector Alert

event time T} Status 1| alert text T] severity 1| type 1| actions 1|
6:26 AM ACTIVE Secure Connector: No heartbeat in last 1 minute HIGH CONNECTOR 217.
Details
Name Secure Connector
Type Secure Connector
Last Checkin At Jun 26 2023 00.55.11 UTC
Hostname
Total Memory (GB) 31.26
No.vCPU's 8
VM IPs 127.0.0.1, 172.29.203.37, 172.17.0.1
Table 11: Alert Details
Field Type Description
Name String Secure Connector name
Type String Secure Connector type
Last Checkin At String Last known time when there was a
heartbeat
Hostname String Name of the machine hosting this
Secure Connector
Total Memory (GB) String RAM in GB
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Field Type Description

No. vCPU's String Number of CPUs

VM IPs String List of network interfaces on the
Secure Connector client host

Upgrade Secure Connector Client

The Secure Connector client does not support automatic updates. To deploy a new version:

1. Run the following command to uninstall the current version: rpm -e tet-secureconnector-client-site

2. Deploy the new version. For detailed instructions, see Deploy the Secure Connector Client, on page 132.

Uninstall Secure Connector Client

The Secure Connector Client can be uninstalled using the following command: rpm -e

tet-secureconnector-client-site

Amazon Web Services
A

Note AWS external orchestrator functionality is now part of the new AWS cloud connector feature. If you upgraded
to this release, your existing AWS external orchestrators are now read-only; if you need to make changes,
create a new AWS connector. For complete information, see AWS Connector.

Secure Workload supports automated ingestion of inventory live from an AWS region. When an external
orchestrator configuration is added for type “aws”, the Secure Workload appliance will connect to the AWS
endpoint and fetch the metadata for all the instances in running/stopped state.

Prerequisites

* Security tokens (access key and secret key) used should have the right kind of IAM privileges to allow
fetching of orchestrator information.

Configuration fields

Attribute Description
ID Unique identifier for the orchestrator.
Name User-specified name of the orchestrator.
Type Type of orchestrator - (aws in this case)
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Attribute Description
Description A brief description of the orchestrator.
AWS Access Key ID ACCESS KEY associated with the account for which

orchestrator config is being created.

AWS Secret Access key

SECRET KEY associated with the account you create
for the orchestrator configuration.

Note Re-enter the SECRET KEY if you
modify the orchestrator configuration.

AWS Region

The Region in which workload has been deployed. If
a workload is spread across multiple regions, a
separate config is required for every region. See the
link below for correct region values.
:refhttps://docs.aws.amazon.com/general/latest/gr/
rande.html.

Accept Self-signed Cert

Is automatically marked true for AWS. User cannot
edit it.

Full Snapshot Interval

Full snapshot interval in seconds. Orchestrator
Inventory manager will perform a full refresh poll
from the orchestrator.

Delta Snapshot Interval

Delta snapshot interval in seconds. Orchestrator
Inventory manager will only fetch incremental updates
from the orchestrator.

Hosts List

AWS orchestrator type doesn’t require hosts list. The
endpoint for AWS will be derived from AWS Region
field above. This field should be left empty.

Verbose TSDB metrics

If enabled, tsdb metrics for each individual
orchestrator will be reported. Else an aggregation of
all orchestrator metrics will be reported.

Secure Connector Tunnel

Tunnel connections to this orchestrator’s hosts through
the Secure Connector

tunnel.

Workflow

* Configure an AWS orchestrator filled with the configuration fields above.

Orchestrator generated labels

Secure Workload adds the following labels to all the AWS instances.
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Key Value
orchestrator_system/orch_type aws
orchestrator_system/cluster name <Name of kubernetes cluster>
orchestrator_system/name <Name of the connector>
orchestrator_system/cluster_id <UUID of the orchestrator’s configuration in |product|>

Instance-specific labels

The following labels are instance specific.

Key Value
orchestrator system/workload type vm
orchestrator_system/machine_id <lInstancel D assigned by AWS>
orchestrator_system/machine_name <PublicDNS(FQDN) given to this node by AWS>
orchestrator ‘<AWS Tag Key>* <AWS Tag Value>

Troubleshooting

* Confusion between AWS Region and Availability Zone.

Both these values are interrelated and should not be confused. For example us-west-1 might be the region
and availability zone can be either of us-west-1a or us-west-1b etc. While configuring orchestrator,
Region should be used. Refer to https://docs.aws.amazon.com/general/latest/gr/rande.html for all regions.

* Connectivity/Credentials issue after updating the orchestrator config.

Customers must re-submit the AWS Secret Key every time the config gets updated.

Kubernetes/OpenShift
A

Note EKS and AKS external orchestrator functionalities are now part of the new AWS and Azure cloud connector
features, respectively. If you upgraded to this release, your existing EKS and AKS external orchestrators are
now read-only; if you need to make changes, create a new AWS or Azure connector. For complete information,
see the relevant topics under Cloud Connectors.

The external orchestrator for plain-vanilla Kubernetes and OpenShift has not changed.

Secure Workload supports automated ingestion of inventory live from a Kubernetes cluster. When an external
orchestrator configuration is added for a Kubernetes/OpenShift cluster, Secure Workload connects to the
cluster’s API server and tracks the status of nodes, pods and services in that cluster. For each object type,
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Secure Workload imports all Kubernetes labels and labels associated with the object. All values are imported
as-is.

In addition to importing the labels defined for Kubernetes/OpenShift objects, Secure Workload also generates
labels that facilitate the use of these objects in inventory filters. These additional labels are especially useful
in defining scopes and policies.

For more information about all of these labels, see Labels Related to Kubernetes Clusters.

If enforcement is enabled on the Kubernetes nodes (enforcement agents are installed and the configuration
profile enables enforcement on these agents), enforcement policies will be installed in both the nodes as well
as inside the pod namespaces using the information ingested about the Kubernetes entities via this integration.

About Kubernetes on Cloud Platforms

For the following managed kubernetes services running on supported cloud platforms, this orchestrator’s
functionality is provided using cloud connectors:

* Elastic Kubernetes Service (EKS) running on Amazon Web Services (AWS)
» Azure Kubernetes Service (AKS) running on Microsoft Azure

* Google Kubernetes Engine (GKE) running on Google Cloud Platform (GCP)

For details about obtaining data from kubernetes clusters on cloud platforms, see the topics under Cloud
Connectors.

Requirements and Prerequisites

* For supported Kubernetes and OpenShift versions, see https://www.cisco.com/go/secure-workload/
requirements/integrations

* Secure Connector tunnel, if needed for connectivity.

Configuration Fields

The following configuration fields pertain to Kubernetes Orchestrator configuration in the Orchestrator Object.

Field Description
Name User specified name of the orchestrator.
Description User specified description of the orchestrator.
Delta Interval Interval (in seconds) to check the Kubernetes endpoint

for changes

Full Snapshot Interval Interval (in seconds) to perform a full snapshot of
Kubernetes data

Username Username for the orchestration endpoint.
Password Password for the orchestration endpoint.
Certificate Client certificate used for authentication.
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Field Description
Key Key corresponding to client certificate.
Auth Token Opaque authentication token (bearer token).
CA Certificate CA Certificate to validate orchestration endpoint.
Accept Self-Signed Cert Checkbox to disable strictSSL checking of the

Kubernetes API server certificate

Verbose TSDB Metrics

Maintain per Kubernetesorchestrator metrics - if set
to False, only Secure Workload clusterwide metrics
are maintained.

Secure connector Tunnel

Tunnel connections to this orchestrator’s hosts through
the Secure Connector tunnel

Hosts List

Array of { “host name”, port number} pairs that
specify how Secure Workload must connect to the
orchestrator

K8s manager type

Manager type for the kubernetes cluster(None for
Vanilla/Openshift kubernetes deployments)

AWS cluster name

Name of the orchestrator as specified at time of
creation of cluster (Pre-existing EKS)

AWS Access ID

ACCESS KEY associated with the account for which
orchestrator config is being created (Pre-existing EKS)

AWS Secret Access Key

The SECRET KEY associated with the account the
orchestrator configuration is created. Re-enter the
SECRET KEY every time the config is edited.
(Pre-existing EKS)

AWS Region

The Region in which workload has been deployed. If
a workload is spread across multiple regions, a
separate config is required for every region. See the
link below for correct region values. :ref:
https://docs.aws.amazon.com/general/latest/gr/
rande.html. (Pre-existing EKS)

AWS Assume Role ARN

Amazon resource number of the roles to assume while
connecting to the orchestrator ref:
https://docs.aws.amazon.com/STS/latest/
APIReference/API AssumeRole.html (Pre-existing
EKS)

Azure Tenant ID

Tenant ID associated with Azure subscription.
(Pre-existing AKS only)
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Field Description

Azure Client ID Globally unique ID associated with the application
that needs to authenticate with Azure AD.
(Pre-existing AKS only)

Azure Client Secret Password associated with the service principal for the
application that needs to authenticate with Azure AD.
(Pre-existing AKS only)

Orchestrator Golden Rules

The golden rules object attributes are described below. These golden rules allow a concise specification of
rules necessary for the Kubernetes cluster to stay functional once enforcement is enabled on the Kubernetes
cluster nodes.

Attribute Description
Kubelet Port Kubelet node-local API port
Services Array of Kubernetes Services objects

The kubelet port is necessary to create policies to allow traffic from the Kubernetes management daemons to
kubelets such as for live logs, execs of pods in interactive mode etc. Vital connectivity between the various
kubernetes services and daemons is specified as a series of services - each entry in the services array has the
following structure

* Description: A string that describes the service
*» Addresses: A list of service endpoint addresses of the format <IP>:<port>/<protocol>.

» Consumed By: A list of consumers of the endpoints (allowed values are Pods or Nodes)

\)

Note If kubernetes is chosen as the type, Golden Rules configuration will be allowed.
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Figure 40: Create Golden Rules Configuration for Kubernetes Type

Create External Orchestrator Configuration

Save changes to configure Golden Rules? \CH

Type
Basic Config

‘Kubemetes - ‘
Hosts List

K8s Manager Type
Golden Rules ‘ (None) = ‘

Name

Name

Description

Description of the orchestrator

Delta Interval (s)
60

Full Snapshot Interval (s)
3600

Connection will be tested after the creation.

Workflow

* Configure Secure Connector tunnel, if needed, for connectivity from the Secure Workload cluster to a
Kubernetes API server (or servers).

* Configure a Kubernetes orchestrator filled with the configuration fields above.

* Configure the Golden Rules for the Kubernetes orchestrator.

Kubernetes Role-Based Access Control (RBAC) Resource Considerations

The Kubernetes client attempts to GET/LIST/WATCH the following resources. It is highly recommended
NOT to configure the admin key/cert or an admin service account.

The provided Kubernetes authentication credentials should have a minimum set of privileges to the following
resources:
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Resources Kubernetes Verbs
endpoints [get list watch]
namespaces [get list watch]
nodes [get list watch]
pods [get list watch]
services [get list watch]
ingresses [get list watch]
replicationcontrollers [get list watch]

replicasets [get list watch]
deployments [get list watch]
daemonsets [get list watch]
statefulsets [get list watch]
jobs [get list watch]
cronjobs [get list watch]

Essentially, you can create a special service account on your Kubernetes server with these minimal privileges.
An example sequence of kubectl commands is below that will facilitate the creation of this serviceaccount.
Note the use of the clusterrole (not role) and clusterrolebindings (not rolebindings) - these are cluster-wide
roles and not per namespace. Using a role/rolebinding will not work as Secure Workload attempts to retrieve
data from all namespaces.

$ kubectl create serviceaccount csw.read.only
Create the clusterrole.

A sample clusterrole.yaml with minimal privileges is provided below

kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl

metadata:
name: csw.read.only
rules:
- apiGroups:
—_ mwn
resources:
- nodes
- services
- endpoints
- namespaces
- pods
- replicationcontrollers
- ingresses
verbs:
- get
- list
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- watch
- apiGroups:
- extensions
- networking.k8s.io
resources:
- ingresses
verbs:
- get
- list
- watch
- apiGroups:
- apps
resources:
- replicasets
- deployments
- statefulsets
- daemonsets
verbs:
- get
- list
- watch
- apiGroups:
- batch
resources:
- jobs
- cronjobs
verbs:
- get
- list
- watch

$ kubectl create -f clusterrole.yaml

\)

Note  API groups for these different resources are susceptible to change across Kubernetes versions. The sample
above should work for Kubernetes versions 1.20-1.24 and might require some tweaks for other versions.

Create the cluster role binding

$ kubectl create clusterrolebinding csw.read.only --clusterrole=csw.read.

«—~only --serviceaccount=default:csw.read.only

To retrieve the authtoken secret from the serviceaccount (used in the Auth Token field in the GUI) and decode
from base64, you can retrieve the name of the secret by listing the serviceaccount with yaml output.

$ kubectl get serviceaccount -o yaml csw.read.only
apivVersion: vl
kind: ServiceAccount
metadata:
creationTimestamp: 2020-xx-xxT19:59:57Z
name: csw.read.only
namespace: default
resourceVersion: "991"
selfLink: /api/vl/namespaces/default/serviceaccounts/e2e.minimal
uid: ce23dab52-alld-11ea-a990-525400d458002
secrets:
- name: csw.read.only-token-vmvmz

Listing the secret in yaml output mode will yield the token but in Base64 format (which is standard Kubernetes
procedure for secret data). Secure Workload does not accept the token in this format, you must decode it from
Base64.
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S kubectl get secret -o yaml csw.read.only-token-vmvmz
apiVersion: vl
data:
ca.crt:
namespace: ZGVmYXVsdA==
token: ZX1KaGJHY21PaUpTVX....HRfZ2JwMVZR
kind: Secret
metadata:
annotations:
kubernetes.io/service-account.name: csw.read.only
kubernetes.io/service-account.uid: ce23da52-alld-11ea-a990-525400d458002
creationTimestamp: 2020-05-28T19:59:57%
name: csw.read.only-token-vmvmz
namespace: default
resourceVersion: "990"
selflink: /api/vl/namespaces/default/secrets/csw.read.only-token-vmvmz
uid: ce24£f40c-alld-11ea-a990-525400d458002
type: kubernetes.io/service-account-token

To list the secret and output only the .data. token field and decode from base 64 encoding in one command,
the following command that use the --template option is helpful.

S kubectl get secret csw.read.only-token-vmvmz --template "{{ .data.token }}" | base64
-d

This authtoken can be used for configuring a Kubernetes orchestrator in the Secure Workload UI instead of
username/password or key/cert.

See EKS specific RBAC considerations.

Orchestrator-generated labels

See Labels Related to Kubernetes Clusters.

Troubleshooting

* Client key or certificate Credentials parsing or mismatch

These must be supplied in PEM format and be the correct entry from the kubectl.conf file. We have
encountered customers pasting CA certs into client cert fields, as well as keys and certs not matching
each other.

* Gcloud credentials instead of GKE credentials

Customers using GKE under the gcloud CLI mistakenly provide the gcloud credentials when the GKE
cluster credentials are needed.

» Kubernetes cluster version unsupported

Using an incompatible version of Kubernetes may result in failures. Verify that the Kubernetes version
is in the supported versions list.

* Credentials have insufficient privileges
verify that the authtoken or user or client key or cert used has all the privileges listed in the table above.

» Kubernetes inventory keeps flipping around
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The hosts_list field specifies a pool of API servers for the same Kubernetes cluster - you cannot use this
to configure multiple Kubernetes clusters. Secure Workload will probe for aliveness and randomly select
one of these endpoints to connect to and retrieve the Kubernetes inventory information. No load balancing
is performed here, nor is there a guarantee of evenly distributing load across these endpoints. If these are
different clusters, the Kubernetes inventory will keep flipping between them, depending on which cluster’s
API server we connect to.

Multiple authorization methods

Multiple authorization methods may be filled in during configuration (username or password, authtoken,
client key or certificate) and will be used in the client connection established with the API server. The
standard Kubernetes rules for valid simultaneous authorization methods apply here.

SSL Certificate validation fails

If the Kubernetes API endpoint is behind a NAT or load balancer, then the DN in the SSL certificate
generated on the kube control plane nodes may mismatch with the IP address configured in Secure
Workload. This will cause an SSL validation failure even if the CA certificate is provided and is valid.
The Insecure knob bypasses strict server SSL certificate validation and will help workaround this issue
but can lead to MITM issues. The correct fix for this is to change the CA certificate to provide SAN
(Subject Alternative Name) entries for all DNS or IP entries that can be used to connect to the Kubernetes
cluster.

VMware vCenter

Prerequisites

vCenter integration allows user to fetch bare metal and VM attributes from configured vCenter.

When an external orchestrator configuration is added for type “vCenter”, Secure Workload fetches bare metal
and VM attributes for all the bare metals and VM’s controlled by that vCenter instance. Secure Workload
will import the following attributes of a bare metal/VM:- a) Hostname b) IP addresses ¢) BIOS UUID d)
Categories/Labels.

A new inventory will be created in Secure Workload with the above bare metal/VM attributes, if the inventory
is not present in the appliance. If the inventory is already present in the appliance (created by Secure Workload
visibility sensor running on the bare metal/VM), the existing inventory will be labelled with the fetched bare
metal/VM Categories/Labels list.

* Secure Connector Tunnel, if needed for connectivity.

+ vCenter version supported is 6.5+

Configuration fields

Beside the common configuration fields as described in Create External Orchestrator the following fields
can be configured:

« Hosts List is an array of hostname/ip and port pairs pointing to the vCenter server from which bare

metal/VM attributes will be fetched.
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Workflow

* First, the user must verify that the vCenter server is reachable on that IP/Port from the Secure Workload
cluster.

* For TaaS or in cases where the vCenter server is not directly reachable, the user must configure a secure
connector tunnel to provide connectivity.

Orchestrator generated labels

Secure Workload adds the following labels to all the VM’s learnt from vCenter server.

Key Value
orchestrator system/orch type vCenter
orchestrator_system/cluster name <Name given to this cluster’s configuration>
orchestrator system/cluster id <UUID of the cluster’s configuration in |product|>

Instance-specific labels

The following labels are instance specific.

Table 12: The following labels are instance specific.

Key Value
orchestrator system/workload type vm
orchestrator_system/machine_id BIOSUUID of bare metal/VM
orchestrator system/machine name Hostname of the bare metal/VM
orchestrator ‘<Category Name>* <Tag Value>

Caveats

» When an external orchestrator configuration is added for vCenter, Secure Workload software will connect
to the vCenter server specified in the hosts list. After the connection to the server is successful, Secure
Workload software will import hostnames, IP addresses and Category/Labels for all the bare metals and
Virtual Machines present in the vCenter server. In order to import hostnames and IP addresses of the
bare metals and VM’s, VM tools must be installed on all the bare metals and VM’s. If VM tools is not
installed for a given bare metal/Virtual Machine, Secure Workload software will not display
Category/Labels for that particular bare metal/VM.

* Secure Workload software doesn’t import Custom attributes of the bare metal/VM.

« It is recommended to set Delta interval timer to more than 10 min so as to reduce the load on the vCenter
server. Any change in the inventory/labels on the vCenter server will have a propagation delay of at least
10 min, once the above mentioned timer is modified.
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Troubleshooting

* Connectivity Issues

In case, Secure Workload appliance is not able to connect/reach the vCenter server, Connection Status
tab of the External orchestrator will display the failure status along with the appropriate error if any.

» Secure Workload software health check.

Check the MAINTENANCE/Service Status page to see if any service is down. Check if
OrchestratorInventoryManager is up and running.

DNS

The DNS Integration allows Secure Workload to annotate known inventory with DNS information such as
hostnames from CNAME and A/AAAA records.

When an external orchestrator configuration is added for type “dns”, the Secure Workload appliance will
attempt to connect to the DNS server(s) and perform a zone transfer download of DNS records. These records
(only A/AAAA and CNAME records) will be parsed and used to enrich inventory in the Secure Workload
pipelines (as belonging to the Tenant under which the orchestrator is configured) with a single multi-value
label called “orchestrator system/dns name”, whose value will be the DNS entries that point (directly or
indirectly) to that IP address.

Prerequisites

* Secure Connector Tunnel, if needed for connectivity

* Supported DNS Servers: BIND9, servers supporting AXFR (RFC 5936), Microsoft Windows Server
2016

Configuration fields

* DNS zones is an array of strings, each of which represents a DNS zone to be transferred from the DNS
server. All dns zones must have a trailing period (“.”) character.

* Hosts List is an array of hostname/ip and port pairs pointing to the DNS server(s) from which to fetch
the DNS records. Multiple DNS servers may be configured here for HA purposes only. High Availability
behavior across multiple DNS servers specified in the hosts_list is “first healthy server” and will favor
the earlier entries in the hosts_list. Zones cannot be split across the DNS servers.

Workflow

* First, the user must verify that the DNS server is reachable on that IP/Port from the Secure Workload
cluster.

* For TaaS or in cases where the DNS server is not directly reachable, the user must configure a secure
connector tunnel to provide connectivity.
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Configure the correct DNS Zone Transfers ACLs/configuration on the DNS server. Refer to the
documentation for the particular DNS server software for more information.

Generated labels

orchestrator_system/dns_name ->a multi-value field whose values are all the CNAME and A/AAAA hostnames
pointing to that IP.

Caveats

Troubleshooting

The DNS orchestrator feed is a metadata feed - IP addresses learnt from a DNS zone transfer will not
create inventory items in Secure Workload, rather, labels for an existing IP address will be updated with
the new DNS metadata. DNS data for unknown IPs is silently discarded. In order to annotate DNS
metadata to IPs not learnt from any sensor or via any other orchestrator integrations, IPs must be uploaded
via the CMDB bulk upload mechanism to create inventory entries for them. Subnets learnt from CMDB
uploads do not create inventory entries.

Only CNAME and A/AAAA records from the DNS server are processed. CNAME records will be
processed to their ultimate IPv4/IPv6 records via the A/AAAA records they point to. Only a single level
of deferencing is supported (i.e. chains of CNAME -> CNAME -> A/AAAA or longer are not deferenced)
as long as the CNAME points to an A/AAAA record from that same orchestrator. CNAME deferencing
across different DNS orchestrators is not supported.

Connectivity Issues

Secure Workload will attempt to connect to the provided ip/hostname and port number using a TCP
connection originating from one of the Secure Workload appliance servers or from the cloud in the case
of TaaS or from the VM hosting the Secure Workload Secure Connector VPN tunnel service. In order
to correctly establish this connection, firewalls must be configured to permit this traffic.

DNS AXFR Privilege Issues

In addition, most DNS servers (BIND9 or Windows DNS or Infoblox) require additional configuration
when client IPs attempt DNS zone transfers (AXFR requests as per the DNS protocol opcodes) as these
are more resource intensive and privileged as compared to simple DNS requests to resolve individual
DNS records. These errors typically show up as AXFR refused with reason code 5 (REFUSED).

Thus, any manual testing to establish that the DNS server is configured correctly must not depend on
succesful hostname lookups but rather they must test AXFR requests specifically (using a tool such as

dig).

Any failure to perform an AXFR zone transfer from the DNS server will be reported in the
“authentication_failure error” field by Secure Workload appliance.

Also, note that Secure Workload will attempt zone transfers from all configured DNS zones and all must
succeed in order for the DNS data to be injected into the Secure Workload label database.

Inventory Hostname fields are not populated by DNS Field ‘hostname’ is always learnt from the Secure
Workload sensor. If the inventory was uploaded via CMDB upload and not from the sensor, it may be
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missing the hostname. All data from the DNS orchestrator workflow only shows up under the
“orchestrator_system/dns_name” label and will never populate the hostname field.

Behavior of Full/Delta polling for DNS Orchestrators

Default Full Snapshot Interval is 24 hours
Default Delta Snapshot Interval is 60 minutes
These are also the minimum allowed values for these timers.

DNS Records may rarely change. So, for optimal fetching behaviour, at every delta snapshot interval, Secure
Workload will check if the serial numbers of any of the DNS zones has changed from the previous interval.
If no zones have changed, no action is needed.

If any zones have changed, we will perform a zone transfer from all configured DNS zones (not just the single
zone that has changed).

Every full snapshot interval, Secure Workload will perform zone transfer downloads from all zones and inject
into the label database regardless of whether the zone serial numbers have changed.

Unsupported Features
A

Warning * DNAME aliasing and lookups are not supported.

* Incremental Zone Transfers (IXFR) are not supported.

Infoblox

The Infoblox integration allows Secure Workload to import Infoblox subnets, hosts (record: host) and A/AAAA
records into Secure Workload inventory database. The extensible attribute names and values are imported as
is and can be used as Secure Workload labels to define scopes and enforcement policies.

N

Note Only Infoblox objects with extensible attributes are considered, ie. those without any extensible attributes
attached will be excluded from the import.

Below picture shows an example of generated labels for a host object imported from Infoblox with the
extensible attribute Department:
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Figure 41: Example Infoblox labels

.orchestrator_Department = AES789
.orchestrator_system/cluster_id = ! i
.orchestrator_system/cluster_name = scalel3-ib
.orchestrator_system/machine_id =

record: host /il S 3 — - s client8/%20
.orchestrator_system/machine_name = client8
6. orchestrator_system/orch_type = infoblox

W N =

4]

Prerequisites

* Infoblox REST API endpoint supporting WAPI version 2.6, 2.6.1, 2.7, 2.7.1 (recommended)

Configuration fields

Beside the common configuration fields as described in Create External Orchestrator the following fields
can be configured:

Common Field Required Description

Hosts List Yes The hosts list denotes one Infoblox
grid, ie. more than one grid
members with REST API access
can be added, and the external
orchestrator will switch over to the
next one in the list in case of
connection errors. If you want to
import labels from another Infoblox
grid, create a new external
orchestrator for it.

\)

Note For Infoblox external orchestrator, IPv4 and IPv6 (dual stack mode) addresses are supported. However, do
note that dual stack support is a BETA feature.

Workflow

» First, the user must verify that the Infoblox REST API endpoint is reachable from the Secure Workload
cluster.

* For TaaS or in cases, where the Infoblox server is not directly reachable, the user must configure a Secure
Connector tunnel to provide connectivity.

* Create an external orchestrator with type Infoblox. Depending on the volume of Infoblox data, ie. the
number of subnets, hosts and A/AAAA records it can take up to one hour for the first full snapshot is
available in Secure Workload.
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» While creating infoblox config, the user has an option to deselect any of the record types(subnet, host,
A/AAAA records).

Orchestrator generated labels

Secure Workload adds the following system labels to all objects retrieved from Infoblox.

Key Value

orchestrator_system/orch_type infoblox

<UUID of the external orchestrator in Secure
Workload

orchestrator_system/cluster_id

orchestrator system/cluster name

<Name given to this external orchestrator>

orchestrator system/machine id

<Infoblox object reference/identifier>

orchestrator _system/machine name

<Infoblox host (DNS) name>

Generated labels

All Infoblox extensible attributes will be imported as Secure Workload labels with the prefix orchestrator .
For instance, a host with an extensible attribute called Department can be addressed in Secure Workload
inventory search as orchestrator_Department.

Key Value

<value(s) of the extensible attribute as retrieved from
Infoblox>

orchestrator <extensible attribute>

Caveats
* The maximal number of subnets that can be imported from Infoblox is 50000.
* The maximal number of hosts and A/AAAA records that can be imported from Infoblox is 400000 in
total.
Troubleshooting

* Connectivity issue Secure Workload will attempt to connect to the provided IP/hostname and port number
using an HTTPS connection originating from one of the Secure Workload appliance servers or from the
cloud in the case of TaaS or from the VM hosting the Secure Workload Secure Connector tunnel service.
In order to correctly establish this connection, firewalls must be configured to permit this traffic. Also,
make sure the given credentials are correct and have privileges to send REST API requests to the Infoblox
appliance.
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* Not all expected objects are imported Secure Workload imports only subnets, hosts and A/AAAA records
with attached extensible attributes. Note there is a limit number objects that can be imported from Infoblox,
see Caveats.

* Could not find subnets in inventory It is not possible to use inventory search to find Infoblox subnets as
Secure Workload inventory by design includes only IP addresses, ie. hosts and A/AAAA records.

* Could not find a host or A/AAAA record Secure Workload imports all extensible attributes as retrieved
from Infoblox. Remember to add the prefix orchestrator_to the extensible attribute name in eg. inventory
search. Note subnets extensible attributes, if not marked as inherited in Infoblox, are not part of hosts
and hence not searchable in Secure Workload.

F5 BIG-IP

The F5 BIG-IP integration allows Secure Workload to import the Virtual Servers from an F5 BIG-IP load
balancer appliance and to derive service inventories. A service inventory corresponds to an F5 BIG-IP virtual
server, whose service is characterized by the VIP (virtual IP address), protocol and port. Once imported into
Secure Workload this service inventory will have labels such as service_name, which can be used in inventory
search as well as to create Secure Workload scopes and policies.

A big benefit of this feature is the enforcement of policies in that the external orchestrator for F5 BIG-IP
translates Secure Workload policies to security rules assigned to the virtual server and deploys them to the
F5 BIG-IP load balancer via its REST API.

Prerequisites

* Secure Connector Tunnel, if needed for connectivity

* F5 BIG-IP REST API endpoint version 12.1.1

Configuration fields

Beside the common configuration fields as described in Create External Orchestrator the following fields
can be configured:

Field Required Description

Hosts List Yes This specifies the REST API
endpoint for F5 BIG-IP load
balancer. If High Availability is
configured for F5 BIG-IP, enter the
standby member node so that in
case of a failover, the external
orchestrator switches over to the
current node. If you want to import
labels from another F5 BIG-IP load
balancer, you need to create a new
external orchestrator.
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Field

Required Description

Enable Enforcement

Default value is false (unchecked).
If checked, this allows Secure
Workload policy enforcement to
deploy security policy rules to the
corresponding F5 BIG-IP load
balancer. Note the given credentials
must have write access for the F5
BIG-IP REST API.

Route Domain

No

Default value is 0 (zero). The route
domain specifies which virtual
server are to be considered by the
external orchestrator. This is
determined by the list of partitions
assigned to the given route domain,
and only the virtual servers defined
in those partitions will be imported
in Secure Workload.

* First, the user must verify that the F5 BIG-IP REST API endpoint is reachable from Secure Workload.

* For TaaS or in cases, where the F5 BIG-IP appliance is not directly reachable, the user must configure
a Secure Connector tunnel to provide connectivity.

* Create an external orchestrator with type F5 BIG-IP.

* Depending on the delta interval value it might take up to 60 seconds (default delta interval) for the first
full snapshot of F5 BIG-IP virtual servers to complete. Thereafter the generated labels can be used to
create Secure Workload scopes and enforcement policies.

Orchestrator generated labels

Secure Workload adds the following system labels for an external orchestrator for F5 BIG-IP:

Key

Value

orchestrator_system/orch type

f5

orchestrator_system/cluster_id

<UUID of the external orchestrator>

orchestrator_system/cluster name

<Name given to this external orchestrator>

orchestrator system/workload type

service

orchestrator system/namespace

<Partition the virtual server belongs to>

orchestrator system/service name

<Name of the F5 BIG-IP virtual server>
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Generated labels

For each virtual server the external orchestrator will generate the following labels:

Key Value

orchestrator annotation/snat_address <Virtual servers SNAT address>

Policy enforcement for F5 BIG-IP

This feature enables Secure Workload to translate logical policies with provider groups that match labelled
F5 BIG-IP virtual servers into F5 BIG-IP security policy rules and deploys them to the load balancer appliance
using its REST API. As mentioned above any assignment of existing security policy to the respective F5
BIG-IP virtual server will be replaced by a new assignment pointing to Secure Workload generated security
policy. Existing security policies will not be changed or removed from the F5 BIG-IP policy list.

By default, enforcement is not enabled in the external orchestrator configuration:

Figure 42: Configuration Option "Enable Enforcement"

Create External Orchestrator Configuration

Basic Config
Username

Hosts List

Password

CA Certificate

Accept Self-signed Cert
Secure Connector Tunnel

Enable Enforcement

Connection will be tested after the creation. { Cancel

This option can be modified any time as needed.

Enabling enforcement does not deploy policies to the load balancer appliance unless and until you enable
enforcement in a workspace that includes at least one policy that applies to the load balancer, or due to any
updates of inventories.
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However, disabling enforcement for the orchestrator will cause all deployed security policy rules being
removed from the F5 BIG-IP load balancer immediately.

Figure 43: Workspace Policy Enforcement

Tetration # 1 Switch Applicatior

Default Version: v0

Activity Log Matching Inventories Conversations Filters Policies Provided Services Enforcement Status - Policy Analysis @ enforcement Q

Enforced Policy Version: [p1] A ! Stop Policy Enforcement Enforce Policies

Select time range 1 225,519 total observations

Aug 11 8:03am - Aug 11 2:03pm + o 5 3 o7 o ) P o Showing Flow Observations

\}

Note * The orchestrator for F5 BIG-IP also detects any deviation of security policy rules and replaces it with
Secure Workload policies, ie. any policy changes towards the virtual servers should be done with Secure
Workload only.

* When policy enforcement is stopped or the external orchestrator is deleted, the security policy for virtual
servers will become empty as all Secure Workload policies will be removed from F5 BIG-IP load balancer.

The OpenAPI Policy enforcement status for external orchestrator can be used to retrieve the status of Secure
Workload policy enforcement to the load balancer appliance associated with the external orchestrator. This
helps to verify if the deployment of security policy rules to the F5 BIG-IP appliance has succeeded or failed.

Policy Enforcement for F5 Ingress Controller

Secure Workload enforces policies both at the F5 BIG-IP load balancer and at the backend pods when the
pods are exposed to the external clients using Kubernetes ingress object.

Following are the steps to enforce the policy using the F5 ingress controller.

Procedure
Step 1 Create an external orchestrator for F5 BIG-IP load balancer as described earlier.
Step 2 Create an external orchestrator for Kubernetes/OpenShift as described here.

L T

+ ~ kBs get ingress

NAME HOSTS  ADDRESS PORTS AGE
test-ingress * 192.168.60.100 80 1s

Step 3 Create an ingress object in the Kubernetes cluster. A snapshot of the yaml file used to create the ingress object
is provided in the following picture.
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~ kBs get ingress test-ingress -o yaml
apiVersion: extensions/vlbetal
kind: Ingress
metadata:
annotations:
virtual-server.f5.com/ip: 192.168.60.100
virtual-server.f5.com/partition: k8scluster
creationTimestamp: "2019-07-26T18:34:392Z"
generation: 1
name: test-ingress
namespace: default
resourceVersion: "8318"
selfLink: /apis/extensions/vlbetal/namespaces/default/ingresses/test-ingress
uid: B6f8a7@5-afd4-11e3-97fb-525400d58002
spec:
backend:
serviceName: nginx
servicePort: 8@
status:
loadBalancer:
ingress:
- ip: 192.168.60.108

-+ J\-I

Step 4 Deploy an F5 ingress controller pod in the Kubernetes cluster.

+ ~ k8s get deploy -n kube-system

NAME DESIRED CURRENT UP-TO-DATE  AVAILABLE AGE
coredns p p. p. p. 31m
k8s-bigip-ctlr-cluster 1 1 1 1 Sm28s

+ o~

Step 5 Create a backend service, which is accessed by the consumers outside the cluster. In the example provided
below we have created a nginx service.

+ ~ kBs get deploy
NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE

1 1 @ 55

Step 6 Create a policy between external consumer and backend service. Enforce the policy using Policy Enforcement
tab.
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. Policy Enforcement for F5 Ingress Controller

u  Tetration # 1 Switch Application
| N @ Default  Versiom:v1 » Start ADM Run
s
. Activity Log Matching Inventories Conversations Filters Policies Provided Services Enforcement Status 4 Policy Analysis (@ enforcement
¢ | = % o | & Quick Analysis @ Filter Policies ... X Q [ ] X
a Absolute policies ) | Default policies (B ‘ Catch All + Add Absolute Policy
Policy Actions 7
* Priority | Action Tl Consumer 1 Provider Tl Protocols And Ports 1) .
Priority 100
2 100 [® ALLow ® OTHER: RCDN9-DCIO3N-ACE-Clien  ® Default TCP : Any s P—
(bt Action [® ALow
*® 5 9
Consumer % OTHER: RCDN9-
DCI03N-ACE-Client2-
vi200
Provider ¥ Default
Flows 4~ @ View Conversations

Step 7

\ Protocols and Ports 1

Add
@ O TCP: Any ki

Check the policies on F5 BIG-IP load balancer and backend pods. In case of F5 load balancer Secure Workload

will apply the appropriate allow/drop rule where the source will be the consumer specified in step 6 and the
destination will be VIP [VIP for the ingress virtual service for F5]. In case of backend pods, Secure Workload
will apply the appropriate allow/drop rule where the source will the SNIP [in case SNAT pool is enabled] or
F5 IP [auto map enabled] and destination will be backend pod IP.

[l mees
] wenes
3 ons

[ Local Traffic

Network Map
Virtual Servers
Policies
Profies
iRules
Pools
Nodes
Monitors.
Traffic Class

Address Translation
G raftc ntligence
(735 Acceleration

18 Policy Enforcement
B Access Potcy
Device Management
() securty

£ Network

S

LLocal Traffic » Virtual Servers : Virtual Server List » ingress_192-168-60-100_80

2 - | Properties Resources Securty ~ | statists. @

Polcy Settings: | Basic &)

Destination 192.168.60.100:80
Senvce HTTP
Application Security Policy | Disabled %)
Protocol Securily ("Disabled %)
“Enabied__ ¥ |Polioy:| Telation_policy_1_ingress._192-168-60-100_80 =

Network Firewall

Staging: [ Disabled %)

" Use Device Policy
Network Address Translation | Use Route Domain Poiicy

Polcy  None ¢
o Py
1P Inteligence [ Disabled %]
DoS Protection Profile [ Disabled |
Log Profile (‘Disabled %)
Update
F Search | Polioy Type  Enforced 4 | ST | [ owsimaton ]
4] Name | =] Rueuist | Descripon | sate | scneae | | Port| vian /Tume | | Port Protocol | Rute | Acton | Logging | service Policy
O) Rule_1_fegakosmaz_ingress_192-168-60-100_80 £ Tnp_ruleList_1_fegakssmaz._ingress_192-168-60-100_80 Enabled

Rule_top_0 Enabled 172021182 Any Any 1921686010032 80 6 (TCP) Drop  Disabled
192.168.10.21/32
192.168.60.21132
a) Rule_Catchll Enabled Any Any Any 19216860100 Any Any Accept Disabled
(Defaut) Enable Any Ay Any Ay Any Any Accept

Delete... || Search Logs... | Reset Count
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Caveats
* During deployment phase of F5 BIG-IP HA mode, enable the configuration sync option. This ensures
the external orchestrator can fetch the latest list of virtual servers from the currently connected host.
* In case of F5 BIG-IP HA deployment mode, if Auto-Map is configured instead of SNAT pool for Address
translation, ensure that the Primary BIG-IP is configured with the floating Self IP address.
* Only VIP specified as a single address is supported, ie. VIP given as a subnet is not supported.
Troubleshooting

* Connectivity issue Secure Workload will attempt to connect to the provided IP/hostname and port number
using an HTTPS connection originating from one of the Secure Workload appliance servers or from the
cloud in the case of TaaSor from the VM hosting the Secure Workload Secure Connector tunnel service.
In order to correctly establish this connection, firewalls must be configured to permit this traffic. Also,
make sure the given credentials are correct and have privileges with read and write access to send REST
API requests to the F5 BIG-IP appliance.

* Security rules not found In case no security rules for a defined virtual server are found, after policy
enforcement was performed, make sure the corresponding virtual server is enabled, ie. its availability/status
must be available/enabled.

Citrix Netscaler

The Citrix Netscaler integration allows Secure Workload to import the Load Balancing Mirtual Servers from
a Netscaler load balancer appliance and to derive service inventories. A service inventory corresponds to a
Netscaler service provided by a virtual server and has labels such as service_name, which can be used in
inventory search and to create Secure Workload scopes and policies.

A big benefit of this feature is the enforcement of policies in that the external orchestrator for Citrix Netscaler
translates Secure Workload policies to Netscaler ACLs rules and deploys them to the Netscaler load balancer
via its REST APIL.

Prerequisites
* Secure Connector Tunnel, if needed for connectivity

* Netscaler REST API endpoint version 12.0.57.19

Configuration fields

Beside the common configuration fields as described in Create External Orchestrator the following fields
can be configured:
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Common Field Required Description

Hosts List Yes This specifies the REST API
endpoint for Citrix Netscaler load
balancer. If High Availability is
configured on Citrix Netscaler,
enter another member node so that
in case of a failover, the external
orchestrator switches over to the
current node. If you want to import
labels from another Citrix Netscaler
load balancer, create a new external
orchestrator.

Enable Enforcement No Default value is false (unchecked).
If checked, this allows Secure
Workload policy enforcement to
deploy ACL rules to the
corresponding Citrix Netscaler load
balancer. Note the given credentials
must have write access for the
Citrix Netscaler REST API.

Workflow

* First, the user must verify that the Netscaler REST API endpoint is reachable from the Secure Workload
cluster.

* For TaaS or in cases, where the Netscaler appliance is not directly reachable, the user must configure a
Secure Connector tunnel to provide connectivity.

* Create an external orchestrator with type Citrix Netscaler.

* Depending on the delta interval value it might take up to 60 seconds (default delta interval) for the first
full snapshot of Netscaler virtual servers to complete. Thereafter the generated labels can be used to
create Secure Workload scopes and enforcement policies.

* Enforce policies from Secure Workload to deploy Netscaler ACL rules.

Orchestrator generated labels

Secure Workload adds the following system labels for an external orchestrator for Citrix Netscaler:

Key Value
orchestrator_system/orch_type nsbalancer
orchestrator system/cluster id <UUID of the external orchestrator>
orchestrator_system/cluster name <Name given to this external orchestrator>
orchestrator_system/workload type service

. Cisco Secure Workload User Guide Saa$S, Release 3.9



| External Orchestrators in Secure Workload
Generated labels .

Key Value

orchestrator system/service name <Name of the load balancing virtual server>

Generated labels

For each load balancing virtual server the external orchestrator will generate the following labels:

Key Value

orchestrator _annotation/snat_address <Virtual servers SNAT address>

Policy enforcement for Citrix Netscaler

This feature enables Secure Workload to translate logical policies with provider groups that match labelled
Citrix Netscaler virtual servers into Citrix Netscaler ACL rules and deploys them to the load balancer appliance
using its REST API. As mentioned above all existing ACL rules will be replaced by Secure Workload generated
policy rules.

By default, the field Enable Enforcement is not checked, ie. disabled, in the dialog Create Orchestrator as
shown in the picture below:

Figure 44: Configuration Option "Enable Enforcement"

Create External Orchestrator Configuration

Basic Config
Username

Hosts List

Password

CA Certificate

Accept Self-signed Cert
Secure Connector Tunnel

Enable Enforcement

Connection will be tested after the creation. { Cancel ’
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Just click on the designated check box to enable enforcement for the orchestrator. This option can be modified
any time as needed.

Enable enforcement for the orchestrator, regardless whether it is done by creating or editing the orchestrators
configuration, will not deploy the current logical policies to the load balancer appliance immediately. This
task is performed as part of the workspace policy enforcement to be triggered by the user as shown in the
following picture or due to any updates of inventories. However, disable enforcement for the orchestrator will
cause all deployed ACL rules being removed from the Citrix Netscaler load balancer immediately.

Figure 45: Workspace Policy Enforcement

Tetration # 1 Switch Application
® Default Version: v0 » Start ADM Run
Activity Log Matching Inventories €2 Conversations Filters @) Policies @) Provided Services Enforcement Status - Policy Analysis @ enforcement Q :

Enforced Policy Version: [p1] A Manage Alerts Stop Policy Enforcement Enforce Policies

Select time range 1 225,519 total observations
Aug 11 8:03am - Aug 11 2:03pm v 84 8/5 8/6 87 B‘/E 819 810 811 Showing Flow Observations

\}

Note * The orchestrator for Citrix Netscaler also detects any deviation of ACL rules and replaces it with Secure
Workload policies, ie. any policy changes towards the load balancing virtual servers should be done with
Secure Workload only.

* When policy enforcement is stopped or the external orchestrator is deleted, the ACLs will become empty
as all Secure Workload policies will be removed from Citrix Netscaler load balancer.

The OpenAPI Policy enforcement status for external orchestrator can be used to retrieve the status of Secure
Workload policy enforcement to the load balancer appliance associated with the external orchestrator. This
helps to verify if the deployment of ACL rules to the Citrix Netscaler appliance has succeeded or failed.

Caveats
« If enforcement is enabled, the Secure Workload policies will always be deployed to the global list of
ACLs, ie. partition default.
* Only VIP specified as a single address is supported, ie. VIP given as an address pattern is not supported.
* Visibility for the detected services (Citrix Netscaler virtual servers) is not supported.
Troubleshooting

* Connectivity issue Secure Workload will attempt to connect to the provided IP/hostname and port number
using an HTTPS connection originating from one of the Secure Workload appliance servers or from the
cloud in the case of TaaSor from the VM hosting the Secure Workload Secure Connector tunnel service.
In order to correctly establish this connection, firewalls must be configured to permit this traffic. Also,
make sure the given credentials are correct and have privileges with read and write access to send REST
API requests to the Citrix Netscaler appliance.

* ACL rules not found In case no ACL rules are found, after policy enforcement was performed, make
sure the corresponding virtual server is enabled, ie. its status must be up.
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Prerequisites

1axi i

The TAXII (Trusted Automated Exchange of Intelligence Information) Integration allows Secure Workload
to ingest threat intelligence data feeds from security vendors to annotate network flows and process hashes
with STIX (Structured Threat Information Expression) indicators such as malicious IPs, malicious hashes.

When an external orchestrator configuration is added for type “taxii”, the Secure Workload appliance will
attempt to connect to the TAXII server(s) and poll STIX data feed collections. The STIX data feeds (only IPs
and binary hashes indicators) will be parsed and used to annotate network flows and process hashes in the
Secure Workload pipelines (as belonging to the Tenant under which the orchestrator is configured).

Network flows with either provider or consumer addresses matched imported malicious IPs will be tagged
with multi-value label “orchestrator malicious_ip by <vendor name>" where <vendor name> is the user
orchestrator configuration input TAXII vendor, and the label value is “Yes”.

The ingested STIX binary hash indicators will be used to annotate workload process hashes, which will be
displayed (if matched) in the Security Dashboard / Process Hash Score Details and in the Workload Profile /
File Hashes.

* Secure Connector Tunnel, if needed for connectivity
* Supported TAXII Servers: 1.0
* Supported TAXII feeds with STIX version: 1.x

Configuration fields

Beside the common configuration fields as described in Create External Orchestrator the following fields
can be configured:

Common Field Required Description

Name Yes User specified name of the
orchestrator.

Description Yes User specified description of the
orchestrator.

Vendor Yes The vendor provides intelligence
data feeds.

Full Snapshot Interval Yes The interval (in seconds) to perform
a full snapshot of the TAXII feed.
(Default: 1 day)

Poll Url Yes The polling full URL path to poll
data.
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Common Field Required Description

Collection Yes The TAXII feed collection name to
be polled.

Poll Days Yes The number of earlier days threat
data to poll from TAXII feed.

Username Username for authentication.

Password Password for authentication.

Certificate Client certificate used for
authentication.

Key Key corresponding to client
certificate.

CA Certificate CA Certificate to validate
orchestration endpoint.

Accept Self-Signed Cert Checkbox to disable strictSSL

checking of the TAXII API server
cer-

tificate

Secureconnector Tunnel

Tunnel connections to this
orchestrator’s hosts through the
Secure Con-

nector tunnel.

Hosts List

Yes The hostname/ip and port pairs
pointing to the TAXII server(s).

» First, the user must verify that the TAXII server is reachable on that IP/Port from the Secure Workload

cluster.

* Configure the correct TAXII server with the poll path and TAXII feed name.

Generated labels

Key

Value

orchestrator_system/orch_type

TAXII

orchestrator_system/cluster_id

UUID of the cluster’s configuration in Secure Workload.

orchestrator_system/cluster name

Name given to this cluster’s configuration>.
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Key Value

orchestrator malicious_ip by Yesif the flow provider/consumer address matches the imported TAXII
<vendor> malicious IPs data.

Caveats

» The TAXII integration is supported only on on-premise Secure Workload.

* Only IPs and hashes indicators from TAXII feeds are ingested.

* Maximum number of ingested IPs is 100K (most recently updated) per TAXII feed.

* Maximum number of ingested hashes is SO0K (most recently updated) for all TAXII feeds.
* Only TAXII feeds with STIX version 1.x are supported.

Troubleshooting

* Connectivity Issues

The Secure Workload will attempt to connect to the provided poll URL path from one of the Secure
Workload appliance servers or from the VM hosting the Secure Workload Secure Connector VPN tunnel
service. In order to correctly establish this connection, firewalls must be configured to permit this traffic.

Behavior of Full polling for TAXII Orchestrators

Default Full Snapshot Interval is 24 hours

Every full snapshot interval, Secure Workload will perform pulling TAXII feeds of IPs and hashes up to the
above limits into the label database.
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Configure and Manage Connectors for Secure

Workload

Connectors enable Secure Workload to integrate with extrenal resources, such as network switches, routers,

firewalls, and endpoint management systems, to collect telemetry data, ingest flow observations, and enrich
inventory and endpoint context.

Table 13: Feature History

Feature Name

Release

Feature Description

Where to Find

Identity Connector for
OpenLDAP

39

The Identity Connector
serves as a centralized hub
for integrating with
identity stores, allowing
you to seamlessly pull
users, user groups, and
other attributes from the
OpenLDAP server.

Identity Connectors, on
page 261

» What are Connectors, on page 169

* Connector Alerts, on page 265
* Life Cycle Management of Connectors, on page 270

» Virtual Appliances for Connectors, on page 275

* Configuration Management on Connectors and Virtual Appliances, on page 286
* Troubleshooting, on page 301

* Cisco Secure Firewall Management Center, on page 330

What are Connectors

Connectors in Cisco Secure Workload are integrations that allow Secure Workload to interact with and gather
data from various resources for different purposes. To configure and work with connectors, from the navigation

pane, choose Manage > Connectors.
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Note Connectors require a virtual appliance. For more information, see Virtual Appliances for Connectors.

Connectors for Flow Ingestion

Connectors stream flow observations from different Network switches, routers, and other middle-boxes (such
as load balancers and firewalls) to Secure Workload for flow ingestion.

Secure Workload supports flow ingestion through NetFlow v9, IPFIX, and custom protocols. In addition to
flow observations, middle-box connectors actively stitch client-side and server-side flows to understand which
client flows are related to which server flows.

Connector Description Deployed on Virtual Appliance

NetFlow Collect NetFlow V9 and/or IP-FIX | Secure Workload Ingest
telemetry from network devices
such as routers and switches.

F5 BIG-IP Collect telemetry from F5 BIG-IP, | Secure Workload Ingest
stitch client, and server side flows,
enrich client inventory with user
attributes.

Citrix NetScaler Collect telemetry from Citrix ADC, | Secure Workload Ingest
stitch client, and server side flows.

Cisco Secure Connector Firewall | Collect telemetry data from Secure | Secure Workload Ingest
Firewall ASA, Secure Firewall
Threat Defense, stitch client, and
server side flows.

Meraki Collect telemetry data from Meraki | Secure Workload Ingest
firewalls.

ERSPAN Collect ERSPAN telemetry data | Secure Workload Ingest
from network devices which
support ERSPAN

See also Cloud Connectors -

For more information about required virtual appliances, see Virtual Appliances for Connectors.

NetFlow Connector

NetFlow connector allows Secure Workload to ingest flow observations from routers and switches in the
network.

This solution enables the hosts to avoid running software agents since the Cisco switches relay NetFlow
records to a NetFlow connector hosted in a Secure Workload Ingest appliance for processing.
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What is NetFlow [J|]

Figure 46: NetFlow connector
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Capabilities
Flow Visibility

NetFlow protocol allows routers and switches to aggregate traffic passing through them into flows and export
these flows to a flow collector.

The flow collector receives these flow records and stores them in their flow storage for offline querying and
analysis. Cisco routers and switches support NetFlow.

Typically, the setup involves the following steps:

1. Enable the NetFlow feature on one or more network devices and configure the flow templates that devices
should export.

2. Configure the NetFlow collector endpoint information on the remote network devices. This NetFlow
collector is listening on the configured endpoint to receive and process NetFlow flow records.

Flow Ingestion to Secure Workload

NetFlow connector is essentially a NetFlow collector. The connector receives the flow records from the
network devices and forwards them to Secure Workload for flow analysis. You can enable a NetFlow connector
on a Secure Workload Ingest appliance and run it as a Docker container.

NetFlow connector also registers with Secure Workload as a Secure Workload NetFlow agent. NetFlow
connector decapsulates the NetFlow protocol packets (that is, flow records); then processes and reports the
flows like a regular Secure Workload agent. Unlike a Deep Visibility Agent, it does not report any process
or interface information.
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Note NetFlow connector supports NetFlow v9 and IPFIX protocols.

Note Each NetFlow connector should report only flows for one VRF. The connector exports the flows and places
them in the VRF based on the Agent VRF configuration in the Secure Workload cluster.

To configure the VRF for the connector, choose Manage > Agents and click the Configuration tab. In this
page, under the Agent Remote VRF Configurations section, click Create Config and provide the details about
the connector.

The form requests you to provide: the name of the VRF, the IP subnet of the connector, and the range of port
numbers that can potentially send flow records to the cluster.

Rate Limiting

NetFlow connector accepts up to 15000 flows per second. Note that a given NetFlow v9 or IPFIX packet
could contain one or more flow and template records. NetFlow connector parses the packets and identifies
the flows. If the connector parses more than 15000 flows per second, it drops the additional flow records.

Also note the Secure Workload customer supports the NetFlow connector only if the flow rate is within this
acceptable limit.

If the flow rate exceeds 15000 flows per second, we recommend first adjusting the flow rate to fall within the
limits, and maintaining this level for at least three days (to rule out issues related to higher incoming flow
rate).

If the original issue persists, customer support starts to investigate the issue and identify proper workaround
and/or solution.
Supported Information Elements

NetFlow connector only supports the following information elements in NetFlow v9 and IPFIX protocols.
For more information, see IP Flow Information Export (IPFIX) Entities.

Element ID Name Description Mandatory
1 octetDeltaCount Number of octets in Yes
incoming packets for this
flow.
2 packetDeltaCount Number of incoming Yes

packets for this flow.

4 protocolldentifier The value of the protocol | Yes
number in the IP packet
header.

6 tcpControlBits TCP control bits observed | No
for packets of this flow.
The agent handles FIN,
SYN, RST, PSH, ACK,
and URG flags.
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Element ID Name Description Mandatory

7 sourceTransportPort The source port identifier | Yes
in the transport header.

8 sourcelPv4Address The IPv4 source address | Either 8 or 27
in the IP packet header.

11 destinationTransportPort | The destination port Yes
identifier in the transport
header.

12 destination]Pv4Address | The IPv4 destination Either 12 or 28
address in the IP packet
header.

27 sourcelPv6Address The IPv6 source address | Either 8 or 27
in the IP packet header.

28 destinationIPv6Address | The IPv6 destination Either 12 or
address in the )3

IP packet header.

150 flowStartSeconds The absolute timestamp | No
of the first packet of the
flow (in seconds).

151 flowEndSeconds The absolute timestamp | No
of the last packet of the
flow (in seconds).

152 flowStartMilliseconds The absolute timestamp | No
of the first packet of the
flow (in milliseconds).

153 flowEndMilliseconds The absolute timestamp | No
of the last packet of the
flow (in milliseconds).

154 flowStartMicroseconds | The absolute timestamp |No
of the first packet of the
flow (in microseconds).

155 flowEndMicroseconds | The absolute timestamp | No
of the last packet of the
flow (in microseconds).

156 flowStartNanoseconds The absolute timestamp | No
of the first packet of the
flow (in nanoseconds).
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Element ID Name Description Mandatory

157 flowEndNanoseconds The absolute timestamp | No
of the last packet of the
flow (in nanoseconds).

How to configure NetFlow on the Switch

Step 1

Step 2

Step 3

Step 4

Step 5

The following steps are for a Nexus 9000 switch. The configurations may slightly differ for other Cisco
platforms. In any case, refer to the official Cisco configuration guide for the Cisco platform you're configuring.

Procedure

Enter global configuration mode.

switch# configure terminal

Enable NetFlow feature.
switch(config)# feature netflow
Configure a flow record.

The following example configuration shows how to generate five tuple information of a flow in a NetFlow
record.

switch(config)# flow record ipvé4-records
switch (config-flow-record)# description IPv4Flow
switch (config-flow-record)# match ipv4 source address
switch(config-flow-record)# match ipv4 destination address
switch (config-flow-record) # match ip protocol
switch (config-flow-record) # match transport source-port
switch (config-flow-record) # match transport destination-port
switch (config-flow-record) # collect transport tcp flags
switch (config-flow-record)# collect counter bytes

( ) #

switch (config-flow-record collect counter packets

Configure a flow exporter.

The following example configuration specifies the NetFlow protocol version, NetFlow template exchange
interval, and NetFlow collector endpoint details. Specify the IP and port on which you enable the NetFlow
connector on a Secure Workload Ingest appliance.

switch (config)# flow exporter flow-exporter-one

switch (config-flow-exporter)# description NetFlowv9ToNetFlowConnector
switch (config-flow-exporter)# destination 172.26.230.173 use-vrf management
switch (config-flow-exporter)# transport udp 4729

switch (config-flow-exporter)# source mgmtO

switch (config-flow-exporter)# version 9

switch (config-flow-exporter-version-9)# template data timeout 20

Configure a flow monitor.

Create a flow monitor and associate it with a flow record and flow exporter.

switch (config)# flow monitor ipv4-monitor
switch (config-flow-monitor)# description IPv4FlowMonitor
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switch(config-flow-monitor)# record ipvé4-records
switch(config-flow-monitor)# exporter flow-exporter-one

Step 6 Apply the flow monitor to an interface.

switch (config)# interface Ethernet 1/1
switch (config-if)# ip flow monitor ipv4-monitor input

The above steps configure NetFlow on the Nexus 9000 to export NetFlow v9 protocol packets for ingress
traffic going through interface 1/1. It sends the flow records to 172.26.230.173:4729 over a UDP protocol.
Each flow record includes five tuple information of the traffic and the byte/packet count of the flow.
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Figure 47: Running configuration of NetFlow on Cisco Nexus 9000 Switch
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How to Configure the Connector

Limits

F5 Connector

For information about required virtual appliances, see Virtual Appliances for Connectors. For NetFlow
connectors, IPv4 and IPv6 (dual stack mode) addresses are supported. However, do note that dual stack support
is a BETA feature.

The following configurations are allowed on the connector.

* Log: For more information, see Log Configuration.

In addition, the listening ports of IPFIX protocol on the connector can be updated on the Docker container in
Secure Workload Ingest appliance using an allowed command. This command can be issued on the appliance
by providing the connector ID of the connector, type of the port to be update, and the new port information.
The connector ID can be found on the connector page in Secure Workload UI. For more information, see
update-listening-ports.

Metric Limit

Maximum number of NetFlow connectors on single |3
Secure Workload Ingest appliance

Maximum number of NetFlow connectors on one 10
Tenant (root scope)

Maximum number of NetFlow connectors on Secure | 100
Workload

The F5 connector allows Secure Workload to ingest flow observations from F5 BIG-IP ADCs.

It allows Secure Workload to remotely monitor of flow observations on F5 BIG-IP ADCs, stitching client-side
and server-side flows, and annotating users on the client IPs (if user information is available).

Using this solution, the hosts don’t need to run software agents because F5 BIG-IP ADCs configure the export
of IPFIX records to the F5 connector for processing.
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Figure 48: F5 connector
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What is F5 BIG-IP IPFIX

F5 BIG-IP IPFIX logging collects flow data for traffic going through the F5 BIG-IP and exports IPFIX records
to flow collectors.

Typically, the setup involves the following steps:
1. Create the IPFIX Log-Publisher on the F5 BIG-IP appliance.

2. Configure the IPFIX Log-Destination on the F5 BIG-IP appliance. This log-destination listens on the
configured endpoint to receive and process flow records.

3. Create an F5 iRule that publishes IPFIX flow records to the log-publisher.

4, Add the F5 iRule to the virtual server of interest.

N

Note F5 connector supports F5 BIG-IP software version 12.1.2 and above.

Flow Ingestion to Secure Workload

F5 BIG-IP connector is essentially an IPFIX collector. The connector receives the flow records from F5
BIG-IP ADCs, stitch the NATed flows, and forwards them to Secure Workload for flow analysis. In addition,
if LDAP configuration is provided to the F5 connector, it determines values for configured LDAP attributes
of a user associated with the transaction (if F5 authenticates the user before processing the transaction). The
attributes are associated to the client IP address where the flow happened.

\}

Note F5 connector supports only the IPFIX protocol.
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Note Each F5 connector reports only flows for one VRF. The connector puts the flows it exports into the VRF
based on the Agent VRF configuration in the Cisco Secure Workload cluster.

To configure the VRF for the connector, choose Manage > Agents and click the Configuration tab. In this
page, under the Agent Remote VRF Configurations section, click the Create Config and provide the details
about the connector. The form requests you to provide: the name of the VREF, the IP subnet of the connector,
and the range of port numbers that can potentially send flow records to the cluster.

How to configure IPFIX on F5 BIG-IP
The following steps are for F5 BIG-IP load balancer. (Ref: Configuring F5 BIG-IP for IPFIX)

Purpose Description

1. Create a pool of IPFIX collectors. On a F5 BIG-IP appliance, create the pool of IPFIX
collectors. These are the IP addresses associated with
F5 connectors on a Secure Workload Ingest appliance.
F5 connectors run in Docker containers on the VM
listen on port 4739 for IPFIX packets.

2. Create a log-destination. The log destination configuration on a F5 BIG-IP
appliance specifies the actual pool of IPFIX collectors
that are used.

3. Create a log-publisher. A log publisher specifies where FS BIG-IP sends the
IPFIX messages. The publisher is bound with a
log-destination.

4. Add a F5 and Secure Workload approved iRule. | Secure Workload and F5 developed iRules that will
export flow records to F5 connectors. These iRules
will export complete information about a given
transaction: including all the endpoints, byte and
packet counts, flow start and end time (in
milliseconds). F5 connectors will create 4 independent
flows and match each flow with its related flow.

5. Add the iRule to the virtual server. In the iRule settings of a virtual server, add the Secure
Workload, approved iRule to the virtual server.

The above steps configures IPFIX on F5 BIG-IP load balancer to export IPFIX protocol packets for traffic
going through the appliance. Here is a sample config of F5.

Cisco Secure Workload User Guide Saa$S, Release 3.9 .


https://techdocs.f5.com/kb/en-us/products/big-ip_ltm/manuals/product/bigip-external-monitoring-implementations-11-6-0/11.html

Configure and Manage Connectors for Secure Workload |
. How to configure IPFIX on F5 BIG-IP

Figure 49: Running configuration of IPFIX on F5 BIG-IP load balancer

In the example above, flow records will be published to ipfix-pub-1. ipfix-pub-1 is configured with
log-destination ipfix-collector-1 which sends the IPFIX messages to IPFIX pool ipfix-pool-1. ipfix-pool-1 has
10.28.118.6 as one of the IPFIX collectors. The virtual server vip-1 is configured with IPFIX iRule ipfix-rule-1
which specifies the IPFIX template and how the template gets filled and sent.

* F5 and Secure Workload approved iRule for TCP virtual server. For more information, see L4 iRule for
TCP virtual server.

* F5 and Secure Workload approved iRule for UDP virtual server. For more information, see L4 iRule for
UDP virtual server.

* F5 and Secure Workload approved iRule for HTTPS virtual server. For more information, see iRule for
HTTPS virtual server.

\)

Note

Before using the iRule downloaded from this guide, update the log-publisher to point to the log-publisher
configured in the F5 connector where you add the iRule.
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Note

F5 has published a GitHub repository, f5-tetration to help you to start with flow-stitching. The iRules for
publishing IPFIX records to the F5 connector for various protocol types are available at: f5-tetration/irules.

Visit the site for the latest iRule definitions. In addition, F5 also develops a script to:

1. Install the correct iRule for the virtual servers.

2. Add a pool of IPFIX collector endpoints (where F5 connectors listen for IPFIX records).
3. Configure the log-collector and log-publisher.
4

Bind the correct iRule to the virtual servers.

This tool minimizes manual configuration and user error while enabling flow-stitching use-case. The script

is available at f5-tetration/scripts.

How to Configure the Connector

Limits

For information about required virtual appliances, see Virtual Appliances for Connectors.
The following configurations are allowed on the connector.

* LDAP: LDAP configuration supports discovery of LDAP attributes and provide a workflow to pick the
attribute that corresponds to username and a list of up to 6 attributes to fetch for each user. For more
information, see Discovery.

* Log: For more information, see Log Configuration.

In addition, the listening ports of IPFIX protocol on the connector can be updated on the Docker container in
Secure Workload Ingest appliance using a command that is allowed to be run on the container. This command
can be issued on the appliance by providing the connector ID of the connector, type of the port to be update,
and the new port information. The connector ID can be found on the connector page in Secure Workload UL
For more information, see update-listening-ports.

Metric Limit

Maximum number of F5 connectors on one Secure |3
Workload Ingest appliance

Maximum number of F5 connectors on one Tenant |10
(rootscope)

Maximum number of F5 connectors on Secure 100
Workload

NetScaler Connector

NetScaler connector allows Secure Workload to ingest flow observations from Citrix ADCs (Citrix NetScalers).
It allows Secure Workload to remotely monitor flow observations on Citrix ADCs and stitch client-side and
server-side flows. Using this solution, the hosts do not need to run software agents, because Citrix ADCs will
be configured to export IPFIX records to NetScaler connector for processing.
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Figure 50: NetScaler connector
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What is Citrix NetScaler AppFlow

Citrix NetScaler AppFlow collects flow data for traffic going through the NetScaler and exports IPFIX records
to flow collectors. Citrix AppFlow protocol uses IPFIX to export the flows to flow collectors. Citrix AppFlow
is supported in Citrix NetScaler load balancers.

Typically, the setup involves the following steps:

1. Enable AppFlow feature on one or more Citrix NetScaler instances.

2. Configure the AppFlow collector endpoint information on the remote network devices. This AppFlow
collector will be listening on configured endpoint to receive and process flow records.

3. Configure AppFlow actions and policies to export flow records to AppFlow collectors.

\}

Note NetScaler connector supports Citrix ADC software version 11.1.51.26 and above.

Flow Ingestion to Secure Workload

NetScaler connector is essentially a Citrix AppFlow (IPFIX) collector. The connector receives the flow records
from Citrix ADC:s, stitch the NATed flows and forwards them to Secure Workload for flow analysis. A
NetScaler connector can be enabled on a Cisco Secure Workload Ingest appliance and runs as a Docker
container. NetScaler connector also registers with Secure Workload as a Secure Workload NetScaler agent.

N

Note NetScaler connector supports only IPFIX protocol.
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Note

Each NetScaler connector should report only flows for one VRF. The flows exported by the connector is put
in the VRF based on the Agent VRF configuration in the Secure Workload cluster. To configure the VRF for
the connector, go to: Manage > Agents and click the Configuration tab. In this page, under Agent Remote
VRF Configurationssection, click Create Config and provide the details about the connector. The form requests
the user to provide: the name of the VRF, IP subnet of the connector, and range of port numbers that can
potentially send flow records to the cluster.

How to configure AppFlow on NetScaler

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

The following steps are for NetScaler load balancer. (Ref: Configuring AppFlow)

Procedure

Enable AppFlow on NetScaler.

enable ns feature appflow

Add AppFlow collector endpoints.

The collector receives the AppFlow records from NetScaler. Specify the IP and port of NetScaler connector
enabled on a Secure Workload Ingest appliance as an AppFlow collector.

add appflow collector cl -IPAddress 172.26.230.173 -port 4739

Configure an AppFlow action.

This lists the collectors that will get AppFlow records if the associated AppFlow policy matches.

add appflow action al -collectors cl

Configure an AppFlow policy.

This is a rule that has to match for an AppFlow record to be generated.

add appflow policy pl CLIENT.TCP.DSTPORT (22) al
add appflow policy p2 HTTP.REQ.URL.SUFFIX.EQ ("Jjpeg") al

Bind AppFlow policy to Virtual Server.

Traffic hitting the IP of the virtual server (VIP) will be evaluated for AppFlow policy matches. On a match,
a flow record is generated and sent to all collectors listed in the associated AppFlow action.

bind 1lb vserver 1lbl -policyname pl -priority 10

Optionally, bind AppFlow policy globally (for all virtual servers).

An AppFlow policy could also be bound globally to all virtual servers. This policy applies to all traffic that
flows through Citrix ADC.

bind appflow global p2 1 NEXT -type REQ DEFAULT
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Step 7 Optionally, template refresh interval.

Default value for template refresh is 60 seconds.

set appflow param -templatereferesh 60

The above steps configures AppFlow on Citrix NetScaler load balancer to export IPFIX protocol packets for
traffic going through NetScaler. The flow records will be sent to either 172.26.230.173:4739 (for traffic going
through vserver 1bl) and to 172.26.230.184:4739 (for all traffic going through the NetScaler). Each flow
record includes 5 tuple information of the traffic and the byte/packet count of the flow.

The following screenshot shows a running configuration of AppFlow on a Citrix NetScaler load balancer.

Figure 51: Running configuration of AppFlow on Citrix NetScaler load balancer

MAARUMUG-M-M1PB:~ maarumug$ ssh nsroot@172.26.231.131

WARNING: Access to this system is for authorized users only
Disconnect IMMEDIATELY if you are not an authorized user!

Password:
Last login: Fri Dec 15 12:32:45 2017 from 10.128.140.136
Done
> sh run | grep appflow
add appflow collector cl -IPAddress 172.26.230.174
add appflow collector c2 -IPAddress 172.26.230.173
set appflow param -templateRefresh 6@ -connectionChaining ENABLED
add appflow action actl -collectors cl c2
add appflow policy poll true actl
bind appflow global poll 1 NEXT -type REQ_DEFAULT

>

How to Configure the Connector

For information about required virtual appliances, see Virtual Appliances for Connectors. The following
configurations are allowed on the connector.

* Log: . For more information, see Log Configuration.

In addition, the listening ports of IPFIX protocol on the connector can be updated on the Docker container in
Secure Workload Ingest appliance using a an allowed command. This command can be issued on the appliance
by providing the connector ID of the connector, type of the port to be update, and the new port information.
The connector ID can be found on the connector page in Secure Workload Ul. . For more information, see
update-listening-ports.
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Table 14: Limits

Metric Limit

Maximum number of NetScaler connectors on one |3
Secure Workload Ingest appliance

Maximum number of NetScaler connectors on one |10
Tenant (rootscope)

Maximum number of NetScaler connectors on Secure | 100
Workload

Cisco Secure Firewall Connector

Secure Firewall Connector (formerly known as ASA Connector) allows Secure Workload to ingest flow
observations from Secure Firewall ASA (formerly known as Cisco ASA) and Secure Firewall Threat Defense
(formerly known as Firepower Threat Defense or FTD). Using this solution, the hosts do not need to run
software agents, because the Cisco switches will relay NetFlow Secure Event Logging (NSEL) records to
Secure Firewall Connector hosted in a Secure Workload Ingest appliance for processing.

Figure 52: Secure Firewall Connector
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Cisco Secure Firewall ASA NetFlow Secure Event Logging (NSEL) provides a stateful, IP flow monitoring
that exports significant events in a flow to a NetFlow collector. When an event causes a state change on a
flow, an NSEL event is triggered that sends the flow observation along with the event that caused the state
change to the NetFlow collector. The flow collector receives these flow records and stores them in their flow
storage for offline querying and analysis.

Typically, the setup involves the following steps:
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1. Enable NSEL feature on Secure Firewall ASA and/or Secure Firewall Threat Defense.

2. Configure the Secure Firewall connector endpoint information on Secure Firewall ASA and/or Secure
Firewall Threat Defense. Secure Firewall connector will be listening on configured endpoint to receive
and process NSEL records.

Flow Ingestion to Secure Workload

Secure Firewall connector is essentially a NetFlow collector. The connector receives the NSEL records from
Secure Firewall ASA and Secure Firewall Threat Defense, and forwards them to Secure Workload for flow
analysis. Secure Firewall connector can be enabled on a Secure Workload Ingest appliance and runs as a
Docker container.

Secure Firewall connector also registers with Secure Workload as a Secure Workload agent. Secure Firewall
connector decapsulates the NSEL protocol packets (i.e., flow records); then processes and reports the flows
like a regular Secure Workload agent. Unlike a Deep Visibility Agent, it does not report any process or interface

information.
N
Note Secure Firewall connector supports NetFlow v9 protocol.
N
Note Each Secure Firewall connector should report only flows for one VRF. The flows exported by the connector

is put in the VRF based on the Agent VRF configuration in Secure Workload cluster. To configure the VRF
for the connector, go to: Manage > Agents and click the Configuration tab. In this page, under Agent Remote
VRF Configurationssection, click Create Config and provide the details about the connector. The form requests
the user to provide: the name of the VRF, IP subnet of the connector, and range of port numbers that can
potentially send flow records to the cluster.

Handling NSEL Events

The following table shows how various NSEL events are handled by Secure Firewall connector. For more
information about these elements, see IP Flow Information Export (IPFIX) Entities document.

Flow Event Element ID: 233 Element
Name: NF_F FW _EVENT

Extended Flow Event Element ID:
33002 Element Name:
NF_F FW _EXT _EVENT

Action on Secure Firewall
connector

0 (default, ignore this value)

Don’t care

No op

1 (Flow created)

Don’t care

Send flow to Secure Workload

2 (Flow deleted)

> 2000 (indicates the termination
reason)

Send flow to Secure Workload
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Flow Event Element ID: 233 Element
Name: NF_F FW_EVENT

Extended Flow Event Element ID:
33002 Element Name:
NF_F FW_EXT _EVENT

Action on Secure Firewall
connector

3 (Flow denied)

1001 (denied by ingress ACL)

1002 (denied by egress ACL)

1003 (denied connection by ASA
interface or denied ICMP(v6) to
device)

1004 (first packet on TCP is not
SYN)

Send flow with disposition marked
as rejected to Secure Workload

4 (Flow alert)

Don’t care

No op

5 (Flow updated)

Don’t care

Send flow to Secure Workload

Based on the NSEL record, Secure Firewall connector sends flow observation to Secure Workload. NSEL
flow records are bidirectional. So, Secure Firewall connector sends 2 flows: forward flow and reverse flow

to Secure Workload.

Here are the details about flow observation sent by Secure Firewall connector to Secure Workload.

Forward Flow observation

Field NSEL Element ID NSEL Element Name
Protocol 4 NF_F PROTOCOL
Source Address 8 NF_F SRC _ADDR_|IPV4
27 NF_F_SRC_ADDR_IPV6
Source Port 7 NF_F_SRC _PORT
Destination Address 12 NF_F_DST_ADDR |IPV4
28 NF_F_DST_ADDR_IPV6
Destination Port 11 NF_F_DST_PORT
Flow Start Time 152 NF_F_FLOW CREATE TIME MSEC
Byte Count 231 NF_F FWD_FLOW DELTA BYTES
Packet Count 298 NF_F PAD_FLOW DELTA PACKETS
Reverse Flow Information
Field NSEL Element ID NSEL Element Name
Protocol 4 NF_F_PROTOCOL
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Field NSEL Element ID NSEL Element Name
Source Address 12 NF_F_DST _ADDR IPV4
28 NF_F_DST_ADDR _IPV6
Source Port 11 NF_F_DST _PORT
Destination Address 8 NF_F SRC_ADDR_|IPV4
27 NF_F_SRC_ADDR _IPV6
Destination Port 7 NF_F_SRC PORT
Flow Start Time 152 NF_F_FLOW CREATE TIME_MSEC
Byte Count 232 NF_F_REV_FLOW_DELTA BYTES
Packet Count 299 NF_F REV_FLOW DELTA PACKETS
NAT

If the client to ASA flow is NATed, NSEL flow records indicate the NATed IP/port on the server side. Secure
Firewall connector uses this information to stitch server to ASA and ASA to client flows.

Here is the NATed flow record in the forward direction.

Field NSEL Element ID NSEL Element Name
Protocol 4 NF_F_PROTOCOL
Source Address 225 NF_F_XLATE_SRC_ADDR IPV4
281 NF_F_XLATE_SRC_ADDR_IPV6
Source Port 227 NF_F_XLATE_SRC PORT
Destination Address 226 NF_F_XLATE DST_ADDR [PV4
282 NF_F_XLATE_DST_ADDR_IPV6
Destination Port 228 NF_F_XLATE DST_PORT
Flow Start Time 152 NF_F_FLOW CREATE TIME_MSEC
Byte Count 231 NF_F_FWD_FLOW _DELTA BYTES
Packet Count 298 NF_F_PWD_FLOW DELTA PACKETS

The forward flow will be marked as related to the NATed flow record in the forward direction (and vice versa)

Here is the NATed flow record in the reverse direction

Field

NSEL Element ID

NSEL Element Name

Protocol

NF_F_PROTOCOL
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Field NSEL Element ID NSEL Element Name
Source Address 226 NF_F_XLATE_DST_ADDR IPV4
282 NF_F_XLATE_DST_ADDR_IPV6

Source Port 228 NF_F_XLATE_DST_PORT
Destination Address 225 NF_F XLATE_SRC_ADDR_|IPV4
281 NF_F_XLATE_SRC_ADDR_IPV6

Destination Port 227 NF_F_XLATE _SRC_PORT
Flow Start Time 152 NF_F_FLOW CREATE TIME_MSEC
Byte Count 232 NF_F_REV_FLOW_DELTA BYTES
Packet Count 299 NF_F REV_FLOW DELTA PACKETS

The reverse flow will be marked as related to the NATed flow record in the reverse direction (and vice versa).

)

Note Only NSEL element IDs listed in this section are supported by Secure Firewall connector.

TCP Flags Heuristics

The NSEL records do not have TCP flags information. The Secure Firewall connector uses the following
heuristics to set the TCP flags so that the flows can be further analyzed by automatic policy discovery:

» [f there are at least one forward packets, adds syw to the forward flow TCP flags.

» If there are at least two forward packets and one reverse packet, adds ack to the forward flow TCP flags
and syN-ack to the reverse flow TCP flags.

* If the previous condition holds true and the flow event is Flow deleted, adds r1n to both forward and
reverse TCP flags.

How to Configure NSEL on Secure Firewall ASA

The following steps are guidelines on how to configure NSEL and export NetFlow packets to a collector (i.c.,
Secure Firewall connector). For more information, see the official Cisco configuration guide at Cisco Secure
Firewall ASA NetFlow Implementation Guide for more details.

Here is an example NSEL configuration.

flow-export destination outside 172.29.142.27 4729

flow-export template timeout-rate 1

|

policy-map flow export policy
class class—-default
flow-export event-type flow-create destination 172.29.142.27
flow-export event-type flow-teardown destination 172.29.142.27
flow-export event-type flow-denied destination 172.29.142.27
flow-export event-type flow-update destination 172.29.142.27

Cisco Secure Workload User Guide Saa$S, Release 3.9 .


https://www.cisco.com/c/en/us/td/docs/security/asa/special/netflow/asa_netflow.html
https://www.cisco.com/c/en/us/td/docs/security/asa/special/netflow/asa_netflow.html

Configure and Manage Connectors for Secure Workload |

. How to Configure the Connector

user-statistics accounting
service-policy flow_export policy global

In this example, Secure Firewall ASA appliance is configured to sent NetFlow packets to 172.29.142.27 on
port 4729. In addition, flow-export actions are enabled on flow-create, flow-teardown, flow-denied, and
flow-update events. When these flow events occur on ASA, a NetFlow record is generated and sent to the
destination specified in the configuration.

Assuming a Secure Firewall connector is enabled on Secure Workload and listening on 172.29.142.27:4729
in a Secure Workload Ingest appliance, the connector will receive NetFlow packets from Secure Firewall
ASA appliance. The connector processes the NetFlow records as discussed in Handling NSEL Events and
exports flow observations to Secure Workload. In addition, for NATed flows, the connector stitches the related
flows (client-side and server-side) flows.

How to Configure the Connector

Limits

For information about required virtual appliances, see Virtual Appliances for Connectors. The following
configurations are allowed on the connector.

* Log: For more information, see Log Configuration.

In addition, the listening ports of [IPFIX protocol on the connector can be updated on the Docker container in
Secure Workload Ingest appliance using a an allowed command. This command can be issued on the appliance
by providing the connector ID of the connector, type of the port to be update, and the new port information.
The connector ID can be found on the connector page in Secure Workload UI. For more information, see
update-listening-ports.

Metric Limit

—_—

Maximum number of Secure Firewall connectors on
one Secure Workload Ingest appliance

Maximum number of Secure Firewall connectors on | 10
one Tenant (rootscope)

Maximum number of Secure Firewall connectors on | 100
Secure Workload

Meraki Connector

Meraki connector allows Secure Workload to ingest flow observations from Meraki firewalls (included in
Meraki MX security appliances and wireless access points). Using this solution, the hosts do not need to run
software agents, because the Cisco switches will relay NetFlow records to Meraki connector hosted in a Secure
Workload Ingest appliance for processing.
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Figure 53: Meraki connector
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NetFlow protocol allows network devices such as Meraki Firewall to aggregate traffic that passes through
them into flows and export these flows to a flow collector. The flow collector receives these flow records and
stores them in their flow storage for offline querying and analysis.

Typically, the setup involves the following steps:

1. Enable NetFlow statistics reporting on Meraki Firewall.

2. Configure the NetFlow collector endpoint information on Meraki Firewall.

Flow Ingestion to Secure Workload

Meraki connector is essentially a NetFlow collector. The connector receives the flow records from the Meraki
firewalls that are configured to export NetFlow traffic statistics. It processes the NetFlow records and sends
the flow observations reported by Meraki firewalls to Secure Workload for flow analysis. A Meraki connector
can be enabled on a Secure Workload Ingest appliance and runs as a Docker container.

Meraki connector also registers with Secure Workload as a Secure Workload Meraki agent. Meraki connector
decapsulates the NetFlow protocol packets (i.e., flow records); then processes and reports the flows like a
regular Secure Workload agent. Unlike a Deep Visibility Agent, it does not report any process or interface
information.

N

Note Meraki connector supports NetFlow v9 protocol.
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Note Each Meraki connector should report only flows for one VRFE. The flows exported by the connector is put in
the VRF based on the Agent VRF configuration in Secure Workload cluster. To configure the VRF for the
connector, go to: Manage > Agents and click the Configuration tab. In this page, under Agent Remote VRF
Configurations section, click Create Config and provide the details about the connector. The form requests

the user to provide: the name of the VRF, IP subnet of the connector, and range of port numbers that can

potentially send flow records to the cluster.

Handling NetFlow Records

Based on the NetFlow record, Meraki connector sends flow observation to Secure Workload. Meraki NetFlow
flow records are bidirectional. So, Meraki connector sends 2 flows: forward flow and reverse flow to Secure

Workload.

Here are the details about flow observation sent by Meraki connector to Secure Workload.

Forward Flow observation

Field Element ID Element Name
Protocol 4 protocol | dentifier
Source Address 8 sourcel Pv4Address
Source Port 7 sourceTransportPort
Destination Address 12 destinationl Pv4Address
Destination Port 11 destinationTransportPort
Byte Count 1 octetDeltaCount
Packet Count 2 packetDeltaCount
Flow Start Time Set based on when the NetFlow
record for this flow is received on
the connector
Reverse Flow Information
Field Element ID
Protocol 4 protocoll dentifier
Source Address 8 sourcel Pv4Address
Source Port 7 sourceTransportPort
Destination Address 12 destinationl Pv4Address
Destination Port 11 destinationTransportPort
Byte Count 23 postOctetDeltaCount
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Field

Element ID

Packet Count 24

postPacketDeltaCount

Flow Start Time

Set based on when the NetFlow

record for this flow is received on
the connector

How to configure NetFlow on Meraki Firewall

Step 1
Step 2

Step 3

Step 4

The following steps show how to configure NetFlow reporting on Meraki Firewall.

Procedure

Login to Meraki Ul console.

Navigate to Network-wide > General. In Reporting settings, enable NetFlow traffic reporting and make
sure the value is set to Enabled: send NetFlow traffic statistics.

Set NetFlow collector IP and NetFlow collector port to the IP and port on which Meraki connector is listening
in Secure Workload Ingest appliance. Default port on which Meraki connector listens for NetFlow records is

4729.
Save the changes.

Figure 54: Enabling NetFlow on a Meraki Firewall
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How to Configure the Connector

Limits

For information about required virtual appliances, see Virtual Appliances for Connectors. The following
configurations are allowed on the connector.

* Log: For more information, see Log Configuration.

In addition, the listening ports of NetFlow v9 protocol on the connector can be updated on the Docker container
in Secure Workload Ingest appliance using an allowed command. This command can be issued on the appliance
by providing the connector ID of the connector, type of the port to be update, and the new port information.
The connector ID can be found on the connector page in Secure Workload UI. For more information, see
update-listening-ports.

Metric Limit

Maximum number of Meraki connectors on one 1
Secure Workload Ingest appliance

Maximum number of Meraki connectors on one 10
Tenant (rootscope)

Maximum number of Meraki connectors on Secure | 100
Workload

ERSPAN Connector

What is ERSPAN

ERSPAN connector allows Secure Workload to ingest flow observations from routers and switches in the
network. Using this solution, the hosts do not need to run software agents, because the Cisco switches will
relay the hosts’ traffic to the ERSPAN connector for processing.

Encapsulated Remote Switch Port Analyzer (ERSPAN) is a feature present in most of Cisco switches. It
mirrors frames seen by a network device, encapsulates them in a IP packet and sends them to a remote analyzer.
Users can select a list of interfaces and/or VLANS on the switch to be monitored.

Commonly, the setup involves configuring source ERSPAN monitoring session(s) on one or more network
devices and configuring the destination ERSPAN monitoring session(s) on the remote network device(s)
directly connected to a traffic analyzer.

The Secure Workload ERSPAN connector provides both the destination ERSPAN session and traffic analyzer
functionalities; therefore there is no need to configure any destination sessions on the switches with the Secure
Workload solution.

What are the SPAN Agents

Each ERSPAN connector registers a SPAN agent with the cluster. The Secure Workload SPAN agents are
regular Secure Workload agents configured to only process ERSPAN packets: Like Cisco destination ERSPAN
sessions, they decapsulate the mirrored frames; then they process and report the flows like a regular Secure
Workload agent. Unlike Deep Visibility Agents, they do not report any process or interface information.
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What is the Ingest Appliance for ERSPAN

The Secure Workload Ingest appliance for ERSPAN is a VM that internally runs three ERSPAN Secure
Workload connectors. It uses the same OVA or QCOW?2 as the normal Ingest appliance.

Each connector runs inside a dedicated Docker container to which one vNIC and two vCPU cores with no
limiting quota are exclusively assigned.

The ERSPAN connector register a SPAN agent with the cluster with the container hostname: <VM
hostname>-<interface IP address>.

The connectors and agents are preserved/restored upon VM, Docker daemon or Docker container crash/reboot.

\)

Note The ERSPAN connector’s status will be reported back to the Connector page. See the Agent List page and
check the corresponding SPAN agents state.

For more information about required virtual appliances, see Virtual Appliances for Connectors. For ERSPAN
connectors, IPv4 and IPv6 (dual stack mode) addresses are supported. However, do note that dual stack support
is a BETA feature.

How to configure the source ERSPAN session

The following steps are for a Nexus 9000 switch. The configurations may slightly differ for other Cisco
platforms. For configuring a Cisco platform, see the Cisco Secure Workload User Guide.

Figure 55: Configuring ERSPAN source on Cisco Nexus 9000

Enter the configuration mode
# config terminal

Configure the erspan source IP address
(config)# monitor erspan origin ip-address 172.28.126.1 global

Create and configure the source erspan session
(config)# monitor session 1@ type erspan-source
(config-erspan-src)# source interface ethernet 1/23 both

(config-erspan-src)# source vlan 315, 512
(config-erspan-src)# destination ip 172.28.126.194

Turn on the monitor session
(config-erspan-src)# no shut

Persist the configuration
# copy runnin-config star'tup—conﬁl

The above steps created a source ERSPAN session with id 10. The switch will mirror the frames ingressing
and egressing (both) the interface eth1/23 and the ones on VLANS 315 and 512. The outer GRE packet

carrying the mirrored frame will have source IP 172.28.126.1 (must be the address of a L3 interface on this
switch) and destination IP 172.28.126.194. This is one of the IP addresses configured on the ERSPAN VM.

Supported ERSPAN formats

The Secure Workload SPAN Agents can process ERSPAN type I, IT and III packets described in the proposed
ERSPAN RFC. Therefore they can process ERSPAN packets generated by Cisco devices. Among the non
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RFC compliant formats, they can process the ERSPAN packets generated by VMware vSphere Distributed
Switch (VDS).

Performance considerations when configuring ERSPAN source

Carefully choose the ERSPAN source’s port/VLAN list. Although the SPAN agent has two dedicated vCPUs,
the session may generate considerable amount of packets which could saturate the processing power of the
agent. If an agent is receiving more packets than it can process, it will be shown in the Agent Packet Misses
graph on the cluster’s Deep Visibility Agent page.

More fine grained tuning on which frames the ERSPAN source will mirror can be achieved with ACL policies,
usually via the filter configuration keyword.

If the switch supports it, the ERSPAN source session can be configured to modify the maximum transport
unit (MTU) of the ERSPAN packet (commonly the default value 1500 bytes), usually via a mtu keyword.
Decreasing it will limit the ERSPAN bandwidth usage in your network infrastructure, but it will have no
effect on the SPAN Agent load, given the agent’s workload is on a per-packet basis. When reducing this value,
allow room for 160 bytes for the mirrored frame. For the ERSPAN header overhead details, see the proposed
ERSPAN RFC.

There are three versions of ERSPAN. The smaller the version, the lower the ERSPAN header overhead.
Version II and I1I allow for applying QOS policies to the ERSPAN packets, and provide some VLAN info.
Version III carries even more settings. Version 11 is usually the default one on Cisco switches. While Secure
Workload SPAN Agents support all three versions, at the moment they do not make use of any extra information
the ERSPAN version II and III packets carry.

Security considerations

The Ingest Virtual Machine for ERSPAN guest Operating System is CentOS 7.9, from which OpenSSL
server/clients packages were removed.

\)

Note CentOS 7.9 is the guest operating system for Ingest and Edge virtual appliances in Secure Workload 3.8.1.19

and earlier releases. Starting Secure Workload 3.8.1.36, the operating system is AlmaLinux 9.2.

Once the VM is booted and the SPAN agent containers are deployed (this takes a couple of minutes on first
time boot only), no network interfaces, besides the loopback, will be present in the Virtual Machine. Therefore
the only way to access the appliance is via its console.

The VM network interface are now moved inside the Docker containers. The containers run a centos:7.9.2009
based Docker image with no TCP/UDP port open.

)

Note Starting Secure Workload 3.8.1.36, the containers run almalinux/9-base:9.2.

Also, the containers are run with the base privileges (no —privileged option) plus the NET ADMIN capability.

In the unlikely case a container is compromised, the VM guest OS should not be compromisable from inside
the container.

All the other security consideration valid for Secure Workload Agents running inside a host do also apply to
the Secure Workload SPAN Agents running inside the Docker containers.
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Troubleshooting .

Once SPAN Agents show in active state in the cluster Monitoring/Agent Overview page, no action is needed
on the ERSPAN Virtual Machine, user does not need to log into it. If that is not happening or if the flows are
not reported to the cluster, following information will help pinpoint deployment problems.

In normal conditions, on the VM:

systemctl status tet vm setup reports an inactive service with SUCCESSexit status;
systemctl status tet-nic-driver reports an active service;

docker network Lls reports five networks: host, none and three erspan-<iface name>;
ip link only reports the loopback interface;

docker ps reports three running containers;

docker logs <cid> for each container contains the message:INFO success: tet-sensor entered
RUNNING state, process has stayed up for > than 1 seconds (startsecs)

docker exec <cid> ifconfig reports only one interface, besides the loopback;
docker exec <cid> route -n reports the default gateway;

docker exec <cid> iptables -t raw -S PREROUTING reports the rule -A PREROUTING -p gre -j
DROP;

If any of the above does not hold true, check the deployment script logs in /1ocal/tetration/logs/
tet_vm_setup.log for the reason why the SPAN agent containers deployment failed.

Any other agent registration/connectivity issue can be troubleshooted the same way it is done for agents
running on a host via the docker exec command:

docker exec <cid> ps -ef reports the two tet-engine, tet-engine check conf instances and two
/usr/local/tet/tet-sensor -f /usr/local/tet/conf/.sensor_ config instances, one with root user
and one with tet-sensor user, along with the process manager /usr/bin/ python /usr/bin/supervisord
-c /etc/supervisord.conf -n Instance.

docker exec <cid> cat /usr/local/tet/log/tet-sensor.log shows the agent’s logs;

docker exec <cid> cat /usr/local/tet/log/fetch sensor id.log shows the agent’s registration
logs;

docker exec <cid> cat /usr/local/tet/log/check conf update.logshows the configuration update
polling logs;

If necessary, traffic to/from the container can be monitored with tcpdump after setting into the container’s
network namespace:

1. Retrieve the container’s network namespace (SandboxKey) via docker inspect <cid> | grep
SandboxKey;

2. Set into the container’s network namespace nsenter --net=/var/run/docker/netns/...;

3. Monitor ethO traffic tcpdump -i ethO -n.
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B Limits

Limits

Metric Limit

Maximum number of ERSPAN connectors on one |3
Secure Workload Ingest appliance

Maximum number of ERSPAN connectors on one |24 (12 for TaaS)
Tenant (rootscope)

Maximum number of ERSPAN connectors on Secure | 450
Workload

Connectors for Endpoints

Connectors for endpoints provide endpoint context for Secure Workload.

Connector Description Deployed on Virtual Appliance

AnyConnect Collect telemetry data from Cisco | Secure Workload Ingest
AnyConnect Network Visibility
Module (NVM) and enrich
endpoint inventories with user
attributes

ISE Collect information about endpoints | Secure Workload Edge
and inventories managed by Cisco
ISE appliances and enrich endpoint
inventories with user attributes and
secure group labels (SGL).

For more information about required virtual appliances, see Virtual Appliances for Connectors.

AnyConnect Connector

AnyConnect connector monitors endpoints that run Cisco AnyConnect Secure Mobility Client with Network
Visibility Module (NVM). Using this solution, the hosts do not need to run any software agents on endpoints,
because NVM sends host, interface, and flow records in IPFIX format to a collector (e.g., AnyConnect
connector).

AnyConnect connector does the following high-level functions.

1. Register each endpoint (supported user devices such as a desktop, a laptop, or a smartphone) on Cisco
Secure Workload as an AnyConnect agent.

2. Update interface snapshots from these endpoints with Secure Workload.
3. Send flow information exported by these endpoints to Secure Workload collectors.

4. Periodically send process snapshots for processes that generate flows on the endpoints tracked by the
AnyConnect connector.

5. Label endpoint interface IP addresses with Lightweight Directory Access Protocol (LDAP) attributes
corresponding to the logged-in-user at each endpoint.
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Figure 56: AnyConnect connector
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What is AnyConnect NVM

AnyConnect NVM provides visibility and monitoring of endpoint and user behavior both on and off premises.
It collects information from endpoints that includes the following context.

1. Device/Endpoint Context: Device/endpoint specific information.
User Context: Users associated with the flow.
Application Context: Processes associated with the flow.

Location Context: Location specific attributes -if available.

o & D

Destination Context: FQDN of the destination. AnyConnect NVM generates 3 types of records.

NVM Record Description

Endpoint Record Device/endpoint information including unique
device identifier (UDID), hostname, OS name, OS
version and manufacturer.

Interface Record Information about each interface in the endpoint
including the endpoint UDID, interface unique
identifier (UID), interface index, interface type,
interface name, and MAC address.

Flow Record Information about flows seen on the endpoint
including endpoint UDID, interface UID, 5-tuple
(source/destination ip/port and protocol), in/out byte
counts, process information, user information, and
fqdn of the destination.
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Each record is generated and exported in IPFIX protocol format. When the device is in a trusted network (on-
premise/VPN), AnyConnect NVM exports records to a configured collector. AnyConnect connector is an
example IPFIX collector that can receive and process IPFIX stream from AnyConnect NVM.

\)

Note

AnyConnect connector supports AnyConnect NVM from 4.2+ versions of Cisco AnyConnect Secure Mobility
Client.

How to configure AnyConnect NVM

See How to Implement AnyConnect NVM document for step by step instructions on how to implement
AnyConnect NVM using either Cisco Secure Firewall ASA or Cisco Identity Services engine (ISE). Once
NVM module is deployed, an NVM profile should be specified and pushed to and installed on the endpoints
running Cisco AnyConnect Secure Mobility Client. When specifying NVM profile, the IPFIX collector should
be configured to point to AnyConnect connector on port 4739.

AnyConnect connector also registers with Secure Workload as a Secure Workload AnyConnect Proxy agent.

Processing NVM records

AnyConnect connector processes AnyConnect NVM records as shown below.

Endpoint Record

Upon receiving an endpoint record, AnyConnect connector registers that endpoint as AnyConnect agent on
Secure Workload. AnyConnect connector uses the endpoint specific information present in the NVM record
along with AnyConnect connector’s certificate to register the endpoint. Once an endpoint is registered,
data-plane for the endpoint is enabled by creating a new connection to one of the collectors in Secure Workload.
Based on the activity (flow records) from this endpoint, AnyConnect connector checks-in the AnyConnect
agent corresponding to this endpoint with the cluster periodically (20-30 minutes).

AnyConnect NVM starts to send agent version from 4.9. By default, the AnyConnect endpoint would be
registered as version 4.2.x on Secure Workload. This version indicates the minimum supported AnyConnect
NVM version. For the AnyConnect endpoints with version 4.9 or newer, the corresponding AnyConnect agent
on Secure Workload would show the actual version installed.

\}

Note The AnyConnect agent installed version is not controlled by Secure Workload. Attempting to upgrade the

AnyConnect endpoint agent on Secure Workload UI would not take effect.

Interface Record

Interface Record IP address for an interface is not part of the AnyConnect NVM interface record. IP address
for an interface is determined when flow records start coming from the endpoint for that interface. Once IP
address is determined for an interface, AnyConnect connector sends a complete snapshot of all interfaces of
that endpoint whose IP address is determined to config server of Secure Workload. This associates the VRF
with the interface data and flows coming in on these interfaces will now be marked with this VRF.
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Flow Record

Upon receiving a flow record, AnyConnect connector translates the record to the format that Secure Workload
understands and sends FlowInfo over the dataplane corresponding to that endpoint. Furthermore, it stores
process information included in the flow record locally. In addition, if LDAP configuration is provided to
AnyConnect connector, it determines values for configured LDAP attributes of the logged-in-user of the
endpoint. The attributes are associated to the endpoint IP address where the flow happened. Periodically,
process information and user labels are pushed to Secure Workload.

\)

Note

Each AnyConnect connector will report only endpoints/interfaces/ flows for one VRF. The endpoints and
interfaces reported by AnyConnect connector are associated with the VRF based on the Agent VRF
configuration in Secure Workload. The flows exported by the AnyConnect connector agent on behalf of the
AnyConnect endpoint belong to the same VRF. To configure the VRF for the agent, go to: Manage > Agents

and click the Configuration tab. In this page, under “Agent Remote VRF Configurations” section, click
“Create Config” and provide the details about the AnyConnect connector. The form requests the user to

provide: the name of the VRF, IP subnet of the host on which the agent is installed, and range of port numbers

that can potentially send flow records to the cluster.

Duplicate UDIDs in Windows Endpoints

Periodic Tasks

If endpoint machines are cloned from the same golden image, it is possible that the UDID of all cloned
endpoints are identical. In such cases, AnyConnect connector receives endpoint records from these endpoints
with identical UDID and registers them on Secure Workload with same UDID. When interface/flow records
are received by the connector from these endpoints, it is impossible for the connector to determine the correct
AnyConnect agent on Secure Workload to associate the data. The connector associates all the data to one
endpoint (and it is not deterministic).

To deal with this problem, AnyConnect NVM 4.8 release ships a tool called dartcli.exe to find and regenerate
UDID on the endpoint.

» dartcli.exe -u retrieves the UDID of the endpoint.

« dartcli.exe -nu regenerates the UDID of the endpoint. To run this tool, use the following steps.

C:\Program Files (x86)\Cisco\Cisco AnyConnect Secure Mobility Client\DART>dartcli.exe

UDID : 8DOD1E8FAOABO9BE82599F10068593E41EF1BFFF

C:\Program Files (x86)\Cisco\Cisco AnyConnect Secure Mobility Client\DART>dartcli.exe
-nu

Are you sure you want to re-generate UDID [y/n]: y

Adding nonce success

UDID : 29F596758941E606BDOAFF49049216ED5BBIOFT7AS

C:\Program Files (x86)\Cisco\Cisco AnyConnect Secure Mobility Client\DART>dartcli.exe

UDID : 29F596758941E606BD0AFF49049216ED5BBIFT7AS

Periodically, AnyConnect connector sends process snapshots and user labels on AnyConnect endpoint
inventories.
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1. Process Snapshots: every 5 minutes, AnyConnect connector walks through the processes it maintains
locally for that interval and sends process snapshot for all the endpoints that had flows during that interval.

2. User Labels: every 2 minutes, AnyConnect connector walks through the LDAP user labels it maintains
locally and updates User Labels on those IP addresses.

For user labels, AnyConnect connector creates a local snapshot of LDAP attributes of all users in the
organization. When AnyConnect connector is enabled, configuration for LDAP (server/port information,
attributes to fetch for a user, attribute that contains the username) may be provided. In addition, the LDAP
user credentials to access LDAP server may be provided. LDAP user credentials are encrypted and never
revealed in the AnyConnect connector. Optionally, an LDAP certificate may be provided for securely accessing
LDAP server.

)

Note AnyConnect connector creates a new local LDAP snapshot every 24 hours. This interval is configurable in
LDAP configuration of the connector.

How to Configure the Connector

For information about required virtual appliances, see Virtual Appliances for Connectors. The following
configurations are allowed on the connector.

* LDAP: LDAP configuration supports discovery of LDAP attributes and provide a workflow to pick the
attribute that corresponds to username and a list of up to 6 attributes to fetch for each user. For more
information, see Discovery.

« Endpoint: For more information, see Endpoint Configuration.

* Log: For more information, see Log Configuration.

In addition, the listening ports of IPFIX protocol on the connector can be updated on the Docker container in
Secure Workload Ingest appliance using an allowed command. This command can be issued on the appliance
by providing the connector ID of the connector, type of the port to be update, and the new port information.
The connector ID can be found on the connector page in Secure Workload UI. For more information, see
update-listening-ports.

Limits

Metric Limit

—_—

Maximum number of AnyConnect connectors on one
Secure Workload Ingest appliance

Maximum number of AnyConnect connectors on one | 50
Tenant (rootscope)

Maximum number of AnyConnect connectors on 500
Secure Workload
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ISE Connector

The ISE connector in Secure Workload connects with Cisco Identity Services Engine (ISE) and ISE Passive
Identity Connector (ISE-PIC) using the Cisco Platform Exchange Grid (pxGrid), to retrieve contextual
information, such as metadata, for endpoints reported by ISE.

An ISE connector performs these functions:

1. Registers each endpoint that are identified as an ISE endpoint on Secure Workload.

2. Updates metadata information on Secure Workload regarding the endpoints, such as MDM details,
authentication, Security Group labels, ISE group name, and ISE group type.

3. Periodically takes a snapshot and updates the cluster with active endpoints visible on the ISE.

Figure 57: ISE connector
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Note Each ISE connector will register only endpoints and interfaces for one VRF. The endpoints and interfaces
reported by ISE connector are associated with the VRF based on the Agent VRF configuration in Secure
Workload. To configure the VRF for the agent, go to: Manage > Workloads > Agents and click the
Configuration tab. In this page, under the Agent Remote VRF Configurations section, click Create Config
and provide the details about the ISE connector. The form requests the user to provide: the name of the VRF,
IP subnet of the host on which the agent is installed, and range of port numbers that can potentially register
ISE endpoints and interfaces on Secure Workload.

Note The ISE endpoint agents are not listed on the Agents List page; instead ISE endpoints with the attributes can
be viewed on the Inventory page.
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How to Configure the Connector

\)

Note ISE version 2.4+ and ISE PIC version 3.1+ are required for this integration.

For information about required virtual appliances, see Virtual Appliances for Connectors. For ISE connectors,
IPv4 and IPv6 (dual stack mode) addresses are supported. However, do note that dual stack support is a BETA
feature.

The following configurations are allowed on the connector.

* |SE Instance: ISE connector can connect to multiple instances of ISE using provided configurations.
Each instance requires ISE certificate credentials along with hostname and nodename to connect to ISE.
For more information, see ISE Instance Configuration.

* LDAP: LDAP configuration supports discovery of LDAP attributes and provides a workflow to select
the attribute that corresponds to username and a list of up to six attributes to fetch for each user. For more
information, see Discovery.

+ Endpoint: For more information, see Endpoint Configuration.

* Log: For more information, see Endpoint Configuration.

ISE Instance Configuration

Figure 58: ISE instance config

\}

Note Starting Cisco Secure Workload version 3.7, the SSL certificate for Cisco ISE pxGrid node requires Subject
Alternative Names (SAN) for this integration. Ensure the certification configuration of the ISE nodes is done
by your ISE administrator prior to performing the integration with Secure Workload.

To verify your pxGrid node’s certificate and confirm if SAN is configured, you need to do the following to
verify the certificate from ISE.

Procedure

Step 1 Go to Certificates under Administration > System.

Step 2 Under Certificate Management, select System Certificates, select your “Used by” pxGrid certificate and
choose View to review the pxGrid node cert.

Step 3 Scroll the certificate and ensure the Subject Alternative Names are configured for this certificate.
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Step 4 This certificate should be signed by a valid Certificate Authority (CA), which should also be used to sign the
pxGrid client certificate used for the Secure Workload ISE connector.

Figure 59: Example of a valid ISE pxGrid node

Certificate Hierarchy

ce-ise27.

ce-ise27 {NEG_——

Issued By : ca.“;.com
@ Expires : Fri, 2 Aug 2024 19:19:37 UTC
Certificate status is good

Organization Unit (OU) Tetration Engineering
Organization (0) SBG
City (L) San Jose
State (ST) California
Country (C) US

Serial Number M C 0:C2:03:1B:D5:80:57:00:00:00:00:00:
oC
Subject Alternative Names 1P:172. S |P: 1 SN DN S ce-
ise27 i DNS: ce-ise27.« )

Step 5 You can now generate the pxGrid client certificate signing request using the following template on any host
installed with OpenSSL.
[req]
distinguished name = req distinguished name

req_extensions = v3_req
x509 extensions = v3_req
prompt = no
[req_distinguished name]

C = YOUR_COUNTRY

ST = YOUR_STATE

L = YOUR CITY

O = YOUR ORGANIZATION

OU = YOUR_ORGANIZATION_ UNIT
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CN = ise-connector.example.com

[v3_req]

subjectKeyIdentifier = hash

basicConstraints = critical,CA:false

subjectAltName = Qalt names

keyUsage = critical,digitalSignature, keyEncipherment
extendedKeyUsage = serverAuth,clientAuth

[alt _names]

IP.1 = 10.x.x.X

DNS.l1 = ise-connector.example.com

Save the file as ‘example-connector.cfg’ and use the OpenSSL command from your host to generate a Certificate
Signing Request (CSR) and the certificate private key with the following command.

openssl reqg -newkey rsa:2048 -keyout example-connector.key -nodes -out example-connector.csr
-config example-connector.cfg

Step 6 Sign the Certificate Signing Request (CSR) by your CA using a Windows CA server. If you are also using a
Windows CA server, run the following command to sign the pxGrid client’s CSR.

certreq -submit -binary -attrib "CertificateTemplate:CiscoldentityServicesEngine"
example-connector.csr example-connector.cer

Note Windows CA requires a Certificate Template. This template should contain the following

extensions.
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Figure 60: Extensions of Application Policies for a Certificate
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Cisco Secure Workload User Guide Saa$S, Release 3.9 .



Configure and Manage Connectors for Secure Workload |

. ISE Instance Configuration

Step 7

Step 8

Step 9

Copy the signed client certificate and the root CA in PEM format onto your host. This is the same host that
generates the client CSR and the private key. Use OpenSSL to ensure the client certificate is in X.509 PEM
format. Run the following command using OpenSSL to convert the signed client certificate to the X.509 PEM
format.

openssl x509 -inform der -in example-connector.cer -out example-connector.pem

You can also confirm the PEM that is signed by the CA, use the following command.

openssl verify -CAfile root-ca.example.com.pem example-connector.pem
example-connector.pem: OK

Note For multi-node ISE deployment with pxGrid, all the pxGrid nodes must trust the Certs used for
the Secure Workload ISE Connector.

Using the above example’s file names, copy the ISE client cert - example-connector.pem, client key -
example-connector.key and CA —root-ca.example.com.pem into the respective fields on the ISE configuration
page on Secure Workload as shown below.

Note Before upgrading to the latest version of Secure Workload, ensure that you delete the ISE connector
to remove any existing configuration data. After the upgrade is complete, configure the ISE
connector with the new filters you want to apply.
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Figure 61: ISE Connector Configuration
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ISE Hostname

se.acme.org
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172.26.231.140/23
ISE IPvE Subnet Filter (CIDR format) {optional)

2001:dbB::/32

Cancel Config Creation | Verify & Save Configs

Table 15: ISE Connector Configuration

Field Description

Name Enter an ISE instance name.

ISE Client Certificate Copy and paste ISE client certificate.

ISE Client Key Copy and paste the ISE client key. The client key must
be a clear key, which is not password protected.
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Field Description

ISE Server CA Certificate Copy and paste Root CA certificate.

ISE Hostname Enter ISE hostname (FQDN).

ISE Node Name Enter ISE node name.

Ignore ISE Attributes (Optional) Select one or more ISE attributes from the list.

Use this option if you do not want to ingest all
contextual information of endpoints reported through
ISE.

ISE IPv4 Subnet Filter (CIDR Format) (Optional) | Enter multiple IPv4 subnets to filter ISE endpoints.

ISE IPv6 Subnet Filter (CIDR Format) (Optional) | Enter multiple IPv6 subnets to filter ISE endpoints.

\)

Note o [f an IP Address is used instead of FQDN for the ISE Hostname, then use the IP address in the ISE CA

certificate SAN, else, there may be connection failures.

* Number of active endpoints on ISE is not a snapshot, it depends on the configurations on ISE and the
aggregation duration for computing the metric. The agent count on Secure Workload is always a snapshot
based on last pull from ISE and pxgrid updates, typically the active device count over last one day (
default refresh frequency for full snapshots is a day). Due to the difference in the way these numbers are
depicted, it is possible that these two numbers will not always match.

Processing ISE records

Periodic Tasks

ISE connector processes records as described below.

Endpoint Record

ISE connector connects to ISE instance and subscribes for any updates for endpoints over pxGrid. Upon
receiving an endpoint record, ISE connector registers that endpoint as ISE agent on Secure Workload. ISE
connector uses the endpoint specific information present in endpoint record along with ISE connector’s
certificate to register the endpoint. Once an endpoint is registered. ISE connector uses the endpoint object for
inventory enrichment by sending this as user labels on Secure Workload. When ISE connector gets a
disconnected endpoint from ISE, it deletes the inventory enrichment from Secure Workload.

Security Group Record

ISE connect also subscribes for updates about Security Group Labels change via pxGrid. On receiving this
record, ISE connectors maintains a local database. It uses this database to map SGT name with value on
receiving an endpoint record.

ISE connector periodically shares user labels on ISE endpoint inventories.
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Limits [Jj

1. Endpoint Snapshots: Every 20 hours, ISE connector fetches a snapshot of endpoints and security group
labels from ISE instance and updates the cluster if any change is detected. This call does not compute for
endpoints that are disconnected in case we do not see endpoints on Secure Workload coming from ISE.

2. User Labels: Every 2 minutes, ISE connector scans through the LDAP user and ISE endpoint labels
maintained locally and updates user labels on those IP addresses.

For user labels, ISE connector creates a local snapshot of LDAP attributes of all users in the organization.
When ISE connector is enabled, configuration for LDAP (server/port information, attributes to fetch for a
user, attribute that contains the username) may be provided. In addition, the LDAP user credentials to access
LDAP server may be provided. LDAP user credentials are encrypted and never revealed in the ISE connector.
Optionally, an LDAP certificate may be provided for securely accessing LDAP server.

Note ISE connector creates a new local LDAP snapshot every 24 hours. This interval is configurable in LDAP
configuration of the connector.

Note On upgrading Cisco ISE device, ISE connector will need to be re-configured with new certificates generated
by ISE after upgrade.

Limits

Metric Limit

Maximum number of ISE instances that can be 20
configured on one ISE connector

Maximum number of ISE connectors on one Secure | 1
Workload Edge appliance

Maximum number of ISE connectors on one Tenant | 1
(rootscope)

Maximum number of ISE connectors on Secure 150
Workload

\)

Note Maximum number of ISE agents supported per connector is 400000.

Maximum number of ISE agents supported per connector is 20000. If there is a use case that requires support
for more ISE agents, please contact Secure Workload support.

Connectors for Inventory Enrichment

Connectors for inventory enrichment provides additional meta-data and context about the inventories (IP
addresses) monitored by Secure Workload.
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Connector Description

Deployed on Virtual Appliance

ServiceNow Collect endpoint information from
ServiceNow instance and enrich the
inventory with ServiceNow

attributes.

Secure Workload Edge

See also: Cloud Connectors

For more information about required virtual appliances, see Virtual Appliances for Connectors.

ServiceNow Connector

ServiceNow connector connects with ServiceNow Instance to get all the ServiceNow CMDB related labels
for the endpoints in ServiceNow inventory. Using this solution, we can get enriched metadata for the endpoints

in Cisco Secure Workload.

ServiceNow connector does the following high-level functions.

1. Update ServiceNow metadata in Secure Workload’s inventory for these endpoints.

2. Periodically take snapshot and update the labels on these endpoints.

Figure 62: ServiceNow connector
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For information about required virtual appliances, see Virtual Appliances for Connectors. The following

configurations are allowed on the connector.

* ServiceNow Tables: ServiceNow Tables configures the ServiceNow instance with it’s credentials, and

the information about ServiceNow tables to fetch the data from.

* Scripted REST api: ServiceNow scripted REST API tables can be configured similar to ServiceNow

tables.
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* SyncInterval: Sync Interval configuration allows to make change the periodicity at which Secure Workload
should query ServiceNow instance for updated data.

* Log: For more information, see Log Configuration.

ServiceNow Instance Configuration

Figure 63: ServiceNow instance config
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You will need the following items to successfully configure a ServiceNow instance.

1. ServiceNow username
2. ServiceNow password
3. ServiceNow Instance URL

4. Include Scripted APIs

Subsequently, Secure Workload performs a discovery of all the tables from the ServiceNow Instance and
Scripted REST API’s (only if Include Scripted APIs check box is enabled). It presents user with the list of
tables to choose from, once a user selects table, Secure Workload fetches all the list of attributes from that
table for the user to select. User has to chose the ip_address attribute from the table as the key. Subsequently,
user can chose upto 10 unique attributes from the table. See the following figures for each step.

ServiceNow Connector can only support integrating with tables having 1P Address field.

Note

To integrate with ServiceNow Scripted REST API’s you need to enable the Scripted APIs check box, which
would give you a similar workflow to any other table.
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A

Note For Scripted REST API’s to integrate with ServiceNow Connector, they cannot have path parameters. Also,
they need to support sysparm_limit,sysparm_fields and sysparm_offset as query parameters.

N

Note The ServiceNow user roles need to include cmdb_read for tables and web_service_admin for Scripted REST
API’s to integrate with Cisco Secure Workload.

Figure 64: ServiceNow instance config first step
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Figure 66: Secure Workload presents the list of tables
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Figure 67: User selects the ip_address attribute, and other attribute in the table
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Processing ServiceNow records

Figure 68: User finalizes the ServiceNow config
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Processing ServiceNow records

Based on the instance url you gives in configuration, ServiceNow connector connects to ServiceNow Instance.
ServiceNow Instance uses HTTP calls using https://{Instance

URL} /api/now/doc/table/schema, to obtain the initial table schema from the ServiceNow Table
API. Based on the configured Tables, it queries those tables to fetch the ServiceNow labels/metadata. Secure
Workload annotates the ServiceNow labels to IP addresses in its inventory. ServiceNow connector periodically
fetches new labels and updates Secure Workload inventory.

\}

Note

N

Secure Workload fetches records from ServiceNow tables periodically. This is configurable under SyncInterval
tab in the ServiceNow connector. The default sync interval is 60 minutes. For cases where integrating with
ServiceNow table with large number of entries, this sync interval should be set to a higher value.

Note

Secure Workload will delete any entry not seen for 10 continuous sync intervals. In case the connection to
ServiceNow instance is down for that long that could result in cleaning up of all labels for that instance.

Sync Interval Configuration

1.

Secure Workload ServiceNow connector provides a way to configure the frequency of sync between
Secure Workload and ServiceNow instance. By default the sync interval is set to 60 minutes, but it can
be changed under the sync interval configuration as Data fetch frequency.

For detecting deletion of a record, Secure Workload ServiceNow connector relies on syncs from
ServiceNow instances. If an entry is not seen in 48 consecutive sync intervals, we go ahead and delete
the entry. This can be configured under sync interval config as Delete entry interval.
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3. Ifany additional parameters are to be passed when calling REST api’s for ServiceNow tables, you can
configure them as part of Additional Rest API url params. This configuration is optional. For example,
to get a reference lookup from ServiceNow the following url parameters can be used
sysparm_exclude_reference_link=true&sysparm_display_value=true

Figure 69: Sync Interval Configuration

(S Cisco Secure Workload ® Tetration = @, K. | b
= Back to Connectors
You do not have an active license. The evaluation period will end on Thu Nov 18 2021 11:50:41 GMT+0000. Take action now.
Connector
ServiceNow
Info ServiceNow Tables Sync Interval Log Alert Troubleshoot

n w [ #Edit |[ Disable
™ -

Data fetch frequency (in 80
minutes)

Delete entry interval (in 48
multiple of fetch
frequency)
Enabled on August 24, 2021
Additional Rest APl url sysparm_exclude_reference_link=true&sysparm_display_value=true

& Tetration Edge Appliance params

Capabilities
User Insights
Inventory Enrichment

Endpoint Insights

Software Compliance Posture

Explore Command to Delete the Labels

In case user wants to cleanup the labels for a particular IP for a given instance immediately, without waiting
for delete interval, they can do so using an explore command. Here are the steps to run the command.

1. Finding vrf ID for a Tenant
2. Getting to Explore command Ul

3. Running the commands

For TaaS cluster, contact TaaS Operation team to cleanup labels for ServiceNow labels.

Finding VRF ID for a Tenant

Site Admins and Customer Support users can access the Tenant page under the Platform menu in the
navigation bar at the left side of the window. This page displays all of the currently configured Tenants and
VRFs. For more information, see the Tenants section for more details.

On Tenants page, ID field of Tenants table is vrf ID for the Tenant.
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Getting to Explore Command Ul

To reach the Maintenance Explorer command interface, choose Troubleshoot > Maintenance Explorer
from the left navigation bar in the Secure Workload web interface.

)

Note Customer Support privileges are required to access explore menu. If explore tab does not show up, the account
may not have needed permissions.

Click on explore tab in the drop down menu to get to the Maintenance Explorer page.

Figure 70: Maintenance Explorer tab

@& CiscoTetratien © Monitoring - © « ¢ -

Running the Commands
* Choose the action as posT
* Enter snapshot host as orchestrator.service.consul

* Enter snapshot path

To delete the labels for a particular IP for a servicenow instance:

servicenow cleanup_ annotations?args=<vrf-id> <ip address> <instance url> <table name>

* Click Send

)

Note Ifafter deleting using explore command, we see the record show up in ServiceNow
instance, it will be repopulated

Frequently Asked Questions
1. What if ServiceNow CMDB table does not have IP address.

In such case, the recommendation is to create a View on ServiceNow which will have desired fields from
current table along with IP address (potentially coming from a JOIN operation with another table). Once
such a view is created, it can be used in place of table name.

2. What if ServiceNow instance requires MFA.

Currently we do not support integrating with ServiceNow instance with MFA.
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Limits

Limits [Jj

Metric

Limit

Maximum number of ServiceNow instances that can
be configured on one ServiceNow connector

20

Maximum number of attributes that can be fetched
from one ServiceNow instance

Maximum number of ServiceNow connectors on one
Secure Workload Edge appliance

Maximum number of ServiceNow connectors on one

—_—

Tenant (rootscope)

Secure Workload

Maximum number of ServiceNow connectors on 150

Connectors for Alert Notifications

Connectors for alert notifications enable Secure Workload to publish Secure Workload alerts on various
messaging and logging platforms. These connectors run on TAN service on Secure Workload Edge Appliance.

Connector Description Deployed on Virtual Appliance

Syslog Send Secure Workload alerts to Secure Workload Edge
Syslog server.

Email Send Secure Workload alerts on | Secure Workload Edge
Email.

Slack Send Secure Workload alerts on | Secure Workload Edge
Slack.

Pager Duty Send Secure Workload alerts on | Secure Workload Edge
Pager Duty.

Kinesis Send Secure Workload alerts on | Secure Workload Edge
Amazon Kinesis.

For more information about required virtual appliances, see Virtual Appliances for Connectors.

Syslog Connector

When enabled, TAN service on Cisco Secure Workload Edge appliance can send alerts to Syslog server using

configuration.
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Syslog Connector

Figure 71: Syslog connector

@ CiscoTetration Bl © Monitoring - @ - € -
Lt YYou do not have an active license. The evaluation period will end on Thu Oct 24 2019 03:33:30 GMT+0000. Take action now.
e Syslog @

<Browse Connectors

i Info  Syslog  Severity Mapping

Syslog connector enables streaming of Tetration alerts to Syslog server

& Enabled on July 26, 2019

& Tetration Edge Appliance

Delete

Capabilities

Alert Destination

alaln
cisco

The following table explains the configuration details for publishing Secure Workload alerts on Syslog server.
For more information, see Syslog Notifier Configuration.

Parameter Name Type Description
Protocol drop-down Protocol to use to connect to server
-UDP
* TCP
Server Address string IP address or hostname of the
Syslog server
Port number Listening port of Syslog server.
Default port value is 514.

Figure 72: Sample configuration for Syslog Connector

CiscoTetratien (X © Monitoring - @ - @ -

& Syslog © <Browse Connectors
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Figure 73: Sample alert

[4235]: [CRIT] {"key’

¢ ated Flow
ant1d t S a prov 4 6 \ 5d3a744e
":{\"dataso \ \ \ r

ebas"}

Syslog Severity Mapping

The following table shows the default severity mapping for Secure Workload alerts on Syslog.

Secure Workload Alerts Severity Syslog Severity
LOW LOG_DEBUG
MEDIUM LOG_WARNING
HIGH LOG_ERR
CRITICAL LOG_CRIT
IMMEDIATE ACTION LOG_EMERG

This setting can be modified using Severity Mapping configuration under Syslog Connector. You can choose
any corresponding Syslog priority for each Secure Workload Alert Severity and change the Severity Mapping.
For more information, see Syslog Severity Mapping Configuration.
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Parameter Name

Dropdown of mappings

IMMEDIATE_ACTION

CRITICAL

HIGH

MEDIUM

LOW

» Emergency
* Alert

* Critical

* Error
 Warning

* Notice

* |nformational

Limits

+ Debug
Figure 74: Sample config for Syslog Severity Mapping.
CiscoTetrati#n R © m
& Syslog ©
— Cancel Config Creation Verify & Save Configs
alal
Metric Limit

Maximum number of Syslog connectors on one Secure | 1

Workload Edge appliance

Maximum number of Syslog connectors on one 1

Tenant (rootscope)

Maximum number of Syslog connectors on Secure | 150

Workload

Email Connector

When enabled, TAN service on Secure Workload Edge Appliance can send alerts to given configuration.
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Figure 75: Email connector
@ CiscoTetratien

& Email ¢

» 4 >

Info

& Enabled on July 27, 2019

& Tetration Edge Appliance

Delete

Capabilities

Alert Destination

alaln
cisco

Email connector enables mailing of Tetration alerts to one or more email addresses

Email Connector .

| ® Monitoring + @ - @5 -

uation period will end on Thu Oct 24 2019 03:33:30 GMT+0000. Take action now.

<Browse Connectors

The following table explains the configuration details for publishing Secure Workload alerts on Email. For
more information, see Email Notifier Configuration.

Table 16: Email Notifier Configuration for more details

Parameter Name

Type

Description

SMTP Username string SMTP server username. This
parameter is optional.

SMTP Password string SMTP server password for the user
(if given). This parameter is
optional.

SMTP Server string IP address or hostname of the
SMTP server

SMTP Port number Listening port of SMTP server.
Default value is 587.

Secure Connection checkbox Should SSL be used for SMTP
server connection?

From Email Address string Email address to use for sending
alerts

Default Recipients string Comma separated list of recipient

email addresses
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B Limits

Figure 76: Sample configuration for Email Connector

7. CiscoTetratien I © Monitoring - @~ @8~
w f on priod il snd on h 002,30 GUT,0000. Tako st
& Email © <Browse Connectors.
mail
s 4 >
& Edit | Disable
s SMTP Username
SMTP Password  svsseees
SMTP Server  17336.12.143
» Enabled on July 27, 2019
@ Tetration Edge Appliance sMTPPort 25
Delete

Secure Connection v/
Capabilties

From Email Address  tan@tetrationanalytics.com
Alert Destination

Default Recipients  tpatward@tetrationanalytics.com

alialn
cisco

Figure 77: Sample alert

Tetration Alert - COMPLIANCE Enforcement Annotated Flows contains escaped for <application_id:5d3b41c1497d4f01facc2d0a>

 tan@tetrationanalytics.com <tan@tetrationanalytics.com>

Alert Type: COMPLIANCE

Alert Key Id: ca3853a6-862b-3192-84b7-6636d44260b4.

Alert Severity: CRITICAL

Alert Text: Enforcement Annotated Flows contains escaped for <application_id:5d3b41c1497dafelfacc2deas
Alert Configuration Id : 5d3b41fbegdi577eag95ebas

Root Scope Id: 5d3a744e497d4f446636FF13
5

Time: 2019-67-28 21:56:04.85 40000 UTC
704446636 FF13" ], " con: i “poli nternal_trigger" :{"datasource": "compliance, "rules":
alue”:"escaped"}, " lab =8 + [ *],"tine_range" :[1564356780000, 1564350839999] , "policy_category":
5d3b41c1497d4fe1facc2 scaped_count”:2}

Note * SMTP username/password is optional. If no username is provided, we try to connect to SMTP server
without any auth.

« If secure connection box is not checked, we will send alerts notification over non-secure connection.

* Default Recipients list is used to send alert notifications. This can be overridden per alert if required in
Alert configuration.

Limits

Metric Limit

—_—

Maximum number of Email connectors on one Secure
Workload Edge appliance

[u—

Maximum number of Email connectors on one Tenant
(rootscope)

Maximum number of Email connectors on Secure 150
Workload
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Slack Connector

When enabled, TAN service on Secure Workload Edge appliance can send alerts to Slack using configuration.

Figure 78: Slack connector

@ CiscoTetratizn EZERA @ Monitoring - @ - @ -
(78 Ye Thu Oct 24 2019 03:33:30 GMT+0000. Tz

& Slack @ <B

© ‘ Inf Slack

Info
iy

Slack connector enables notification of Tetration alerts to users on Slack channels.
o

» Enabled on July 27, 2019

& Tetration Edge Appliance

Delete

Capabilities

Alert Destination

il
cisco

The following table explains the configuration details for publishing Secure Workload alerts on Slack. For
more information, see Slack Notifier Configuration.

Parameter Name Type Description
Slack Webhook URL string Slack webhook on which Secure
Workload alerts should be
published
N
Note * To generate slack webhook go here.
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Figure 79: Sample configuration for Slack Connector
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®Defaut ~ @ Monitoring ~ @ ~ @5 -

[ You do not have an active license. The evaluation period will end on Wed Jul 15 2020 02:02:13 GMT+0000. Take action now.

& Slack @
I
4

Enabled on April 15, 2020

Info Slack

Slack Webhook URL ~ *#xssxsx

& Tetration Edge Appliance

Delete

Capabilities

Alert Destination

alaln
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Figure 80: Sample alert

2:51PM  Tetration Alert

Enforcement Annotated Flows contains escaped for
<application_id:5d3b41c1497d4f01facc2d0a>

Severity Type
CRITICAL COMPLIANCE
Alert Time Event Time

2019-07-28 21:51:49.117 +0000 UTC

Root Scope Id
5d3a744e497d4f446636ff13

Details

{

"application_id": "5d3b41c1497d4f01facc2d0a",

"consumer_scope_ids": [
"5d3a744e497d4f446636ff13"

I,

Show more

<Browse Connectors

£ Edit || Disable

2019-07-28 21:49:00 +0000 UTC

Metric

Limit

Maximum number of Slack connectors on one Secure
Workload Edge appliance

—_—

Maximum number of Slack connectors on one Tenant
(rootscope)

—_—

Maximum number of Slack connectors on Secure
Workload

150
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PagerDuty Connector

When enabled, TAN service on Secure Workload Edge appliance can send alerts to PagerDuty using
configuration.

Figure 81: PagerDuty connector

@ CiscoTetratizn ) @ vonitoring - ® -+ 6% -

[ You do not have

. The evaluation period wil end on Thu Oct 24 2019 03:33:30 GMT+0000. Take action now
- Pager Duty @ <Browse Connectors

o Info PagerDuty

PagerDuty connector enables paging of Tetration alerts

» Enabled on July 27, 2019

& Tetration Edge Appliance

Delete

Capabilities

Alert Destination

il
cisco

The following table explains the configuration details for publishing Secure Workload alerts on PagerDuty.
For more information, see PagerDuty Notifier Configuration.

Parameter Name Type Description
PagerDuty Service Key string PagerDuty service key for pushing
Secure Workload alerts on
PagerDuty.

Figure 82: Sample configuration for PagerDuty Connector

SiscoTetration XS © Vonioring -~ ® - €%+
. oo, O .
& Pager Duty & < Browse Connect
® PagerDuty
a
oear || Disavle

s PagerDuty Service Key  +veseeee
» Enabled on Juy 27, 2019

@ Tetration Edge Applian

Delete
Capabilties

At Destination

alialn 52
cisco
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B Limits

Figure 83: Sample alert

INCIDENTS » INCIDENT #408756

Enforcement Annotated Flows contains escaped for <application_id:5d3b41c1497d4f01facc2d0a>

Talert

[ ! Acknowledge ] [ @ Reassign ] [ More Actions «

Alerts @ Timeline Similar Incidents

ALERTS
1triggered
FILTERS: No active table filters PerPage: 25 4 1]
« Resolve Customize Columns
Status v Severity b Summary A Created v Service v
Triggered Critical Enforcement Annotated Flows contains at2:58 PM TanDemo
escaped for

<application_id:5d3b41c1497d4f01facc2d0a
>

@ HIDE DETAILS

CUSTOM DETAILS
@ HIDE DETAILS

{"provider_scope_ids": ["5d3a744e497d4f446636ff13"]," consumer_scope_ids":
["5d3a744e497d4446636ff13"],"protocol":"ICMP", "policy_type":"ENFORCED_POLICY","internal_trigger":
{"datasource":"compliance","rules":
"field":"policy_violations","type":"contains","value":"escaped"},"label":"Alert
Trigger"},"consumer_scope_names": ["Default"],"provider_scope_names": ["Default"],"time_range":
[1564350900000, 1564350959999] , "policy_category":
["ESCAPED"],"provider_port":0,"application_id":"5d3b41c1497d4f@1facc2d@a","escaped_count":2}

Alert Details

View Message

Limits

Metric Limit

Maximum number of PagerDuty connectors on one | 1
Secure Workload Edge appliance

Maximum number of PagerDuty connectors on one |1
Tenant (rootscope)

Maximum number of PagerDuty connectors on Secure | 150
Workload

Kinesis Connector

When enabled, TAN service on Secure Workload Edge appliance can send alerts using configuration.

. Cisco Secure Workload User Guide Saa$S, Release 3.9



Configure and Manage Connectors for Secure Workload

Figure 84: Kinesis connector
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Delete
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Alert Destination

Kinesis Connector .

XA © Monitoring - @ - @5 -

You do not have an ative license. The evaluation period will end on Thu Oct 24 2019 03:33:30 GMT+0000. Take action now.

o

Kinesis

I " Kinesis connector enables streaming of Tetration alerts on Amazon Kinesis.

alaln
cisco

<Browse Connectors

The following table explains the configuration details for publishing Secure Workload alerts on Amazon

Kinesis. For more information, see Kinesis Notifier Configuration.

Parameter Name Type Description

AWS Access Key ID string AWS access key ID to
communicate with AWS

AWS Secret Access Key string AWS secret access key to
communicate with AWS

AWS Region dropdown of AWS regions Name of the AWS region where
Kinesis stream is configured

Kinesis Stream string Name of the Kinesis stream

Stream Partition string Partition Name of the stream
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Figure 85: Sample configuration for Kinesis Connector.
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Metric

Limit

Maximum number of Kinesis connectors on one
Secure Workload Edge appliance

Maximum number of Kinesis connectors on one
Tenant (rootscope)

Maximum number of Kinesis connectors on Secure | 150
Workload

Cloud Connectors

You can use a cloud connector for Secure Workload features on cloud-based workloads.

Cloud connectors do not require a virtual appliance.

Connector

Supported Features

Deployed on Virtual Appliance

AWS

For Amazon Web Services VPCs:
* Collect metadata (labels)
* Collect flow logs

* Enforce segmentation policies

From Elastic Kubernetes Service
(EKS) clusters:

 Collect metadata

N/A
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Connector Supported Features Deployed on Virtual Appliance

Azure For Azure VNets: N/A
* Collect metadata (labels)
* Collect flow logs

* Enforce segmentation policies

From Azure Kubernetes Service
(AKS) clusters:

* Collect metadata

GCP For Google Cloud Platform VPCs: | N/A
* Collect metadata (labels)
* Collect flow logs

* Enforce segmentation policies

From Google Kubernetes Engine
(GKE) clusters:

* Collect metadata (labels)

AWS Connector

Amazon Web Services (AWS) connector connects with AWS to perform the following high-level functions:

« Automated ingestion of inventory (and its labels) live from an AWS Virtual Private Cloud (VPC)
AWS allows you to assign metadata to your resources in the form of tags. Secure Workload query the
tags for these resources which can then be used for inventory and traffic flow data visualization, and
policy definition. This capability keeps the resource tag mapping updated by constantly synchronizing
this data.

The tags from workloads and network interfaces of an AWS VPC are ingested. If you configure both
workloads and network interfaces, Secure Workload merges and displays the tags. For more information,
see Labels Generated by Cloud Connectors, on page 336.

* Ingestion of VPC-level flow logs If you have set up VPC flow logs in AWS for monitoring purposes,
Secure Workload can ingest flow log information by reading the corresponding S3 bucket. You can use
this telemetry for visualization and segmentation policy generation.

» Segmentation When the segmentation option is enabled, Secure Workload programs security policies
using AWS native Security Groups. When enforcement is enabled for a VPC, relevant policies are
automatically programmed as security groups.

« Automated ingestion of metadata from EKS clusters When Elastic Kubernetes Services (EKS) is
running on AWS, you can choose to gather all node, service, and pod metadata related to all selected
Kubernetes clusters.

You can choose which capabilities to enable for each VPC.
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\)

Note We don’t currently support China Regions.

Requirements and Prerequisites for AWS

For all capabilities: Create a dedicated user in AWS, or identify an existing AWS user for this connector.
The connector configuration wizard generates a CloudFormation Template (CFT) that you can use to assign
required privileges to this user. Make sure you have permissions in AWS to upload this CFT.

For granting cross AWS account access to the dedicated user, see (Optional) Configure cross AWS account
access in AWS, on page 232, including required access privileges.

For granting AWS account access using role, refer to role-based access to Secure Workload cluster.

Each VPC can belong to only one AWS connector. A Secure Workload cluster can have multiple AWS
connectors. Gather the information described in the tables in Configure new AWS Connector , on page 236.

This connector doesn’t require a virtual appliance.
For gathering labels and inventory: No additional prerequisites are required.

For ingesting flow logs: VPC level flow log definitions are required in order to trigger the collection of flow
logs.

Only VPC-level flow logs can be ingested.

Flow logs must be published to Amazon Simple Storage Service (S3); Secure Workload cannot collect flow
data from Amazon CloudWatch logs.

Secure Workload can ingest flow logs from an S3 bucket associated with any account, if the AWS user account
credentials provided during connector creation have access to both the VPC flow logs and the S3 bucket.

The following flow log attributes (in any order) are required in the flow log: Source Address, Destination
Address, Source Port, Destination Port, Protocol, Packets, Bytes, Start Time, End Time, Action, TCP Flags,
Interface-ID, Log status and Flow Direction. Any other attributes are ignored.

Flow logs must capture both Allowed and Denied traffic.

\ )

Note The Secure Workload AWS connector supports VPC flow logs partition on an hourly and daily basis.

For segmentation: Enabling segmentation requires Gather Labels to be enabled.

Back up your existing security groups before enabling segmentation in the connector, as all existing rules are
overwritten when you enable segmentation for a VPC.

For more information, see Best Practices When Enforcing Segmentation Policy for AWS Inventory.

For managed Kubernetes services (EKS): If you enable the Kubernetes option, see Requirements and
Prerequisites for EKS in the Managed Kubernetes Services Running on AWS (EKS) section, including required
access privileges.

(Optional) Configure cross AWS account access in AWS

If the given user credentials has access to VPCs belonging to other AWS accounts, they will be available for
processing as part of the AWS connector.
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1. The designated Secure Workload user should have the following AWS access permissions:

. iam:GetPolicyVersion

. iam:ListPolicyVersions
iam:ListAttachedUserPolicies

. lam:GetUser

. servicequotas:ListServiceQuotas

Example AWS policy JSON:
{

g w N

"Version": "2012-10-17",
"Statement": [
{

"Sid": "VisualEditorO",

"Effect": "Allow",

"Action": [
"iam:GetPolicyVersion",
"iam:ListPolicyVersions",
"iam:ListAttachedUserPolicies",
"iam:GetUser",
"servicequotas:ListServiceQuotas"

:I 4

"Resource": "*"

]
}

2. Create an AWS IAM role in the desired AWS account of which the designated Secure Workload user is
NOT part of.

3. Allow the AWS IAM role to be assumed by the Secure Workload user. This can be done by adding the
Secure Workload user ARN to the AWS IAM role trust policy.

Example AWS IAM role trust policy JSON:

{
"Version": "2012-10-17",
"Statement": [

{
"Effect": "Allow",
"Principal™: {
"AWS": <Secure Workload user arn>
}!
"Action": "sts:AssumeRole",
"Condition": {}
}
1
}

4. Perform the steps 2 and 3 for all the desired AWS accounts which the Secure Workload user does not
belong to.

5. Create a customer managed policy (NOT Inline policy) with permission to assume all the created AWS
roles from different accounts.

\}

Note In AWS connector, Customer Inline Policy is not supported.

Example Managed policy JSON:
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{

"Version": "2012-10-17",
"Statement": [
{
"Sid": "VisualEditorO",
"Effect": "Allow",
"Action": "sts:AssumeRole",
"Resource": [<AWS role cross_account 1 arn>, <AWS role cross_account 2 arn>...]

]
}

6. Attach the created customer managed policy to the Secure Workload user.

7. The connector configuration wizard will provide a CloudFormation Template. After uploading the CFT
as-is to the designated Secure Workload user, you will edit the template and upload the edited template
to the CloudFormation portal to grant the required permissions to the AWS IAM roles. For details, see
Configure new AWS Connector , on page 236.

Authentication Using Roles

Step 1
Step 2

Step 3
Step 4

Step 5

Step 6

User-based authentication requires credential keys. If the credential key is not properly managed, it can cause
security threat due to their sensitive nature.

Using the role-based authentication you can configure the AWS account using roles. The connector
configuration accepts the role id (ARN) and assume that role to perform specific actions on the customer's
account.

Role-based authentication reduces the risk of unauthorized access.

To access the Role-based authentication, follow these steps:

Procedure

Click the Role tab in the connector configuration page.

Register the cluster. If the cluster is not registered, it displays a message "Cluster is not registered to use role
credentials'. Download the provided payload and contact a customer service representative..

From the notification message, click the download button and download the payload file.

You can use the link in the notification message to contact the TAC team and raise the ticket and provide the
file that you have downloaded.

When the cluster is registered, the External Id and User ARN gets auto populated.
Note Refresh the page to view the External Id and User ARN.

Use the generated External Id and User ARN to update the role trust relationship. It enables to assume the
role.

The same part of the JSON file:
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{
"Version": "2012-10-17",
"Statement™: |
{
"Sid": "Statement1”,
"Effect": "Allow",
"Principal™: {
|"AWS": “<User ARN>" |
2
"Action": "sts:AssumeRale",
"Condition": {
"StringEquals”: {
| "sts:Externalld": “<External Id="

Step 7 When the previous step is complete, you can copy the Role ARN from the AWS account and paste it in the
AWS connector configuration page.

AWS Connector Configuration Overview

The following graphic gives a high-level overview of the connector configuration process. For essential details,
see the next topic (Configure new AWS Connector , on page 236.)

Figure 86: AWS connector configuration overview

AWS @ Complete @Upload the

prerequisites CFT to AWS

i A
AN\

EKS (2) (Optional)
Complete
prerequisites

v
Secure @ Start the @Choose @ Download the @ Complete the

Workload connector capabilities CFT from the wizard
wizard —> —» wizard =

(Note that the numbers in the graphic do not correspond to step numbers in the detailed procedure.)
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. Configure new AWS Connector

Configure new AWS Connector

Step 1
Step 2
Step 3

Step 4

Step 5

Procedure

In the navigation pane, choose Manage > Workloads > Connectors.
Click AWS Connector.
Click Generate Template and choose the desired capabilities.

Based on the capabilities selected, CloudFormation Template (CFT) is generated. Use the generated CFT
template in your AWS CloudFormation to create the policy for the User or Role.

To enable segmentation, you must also enable Gather Labels.

Download the generated CloudFormation Template (CFT). The generated CFT can be used for both the user
and role.

This template has the IAM privileges required for the capabilities that you selected in the previous step.

If you enabled the Kubernetes option, you must separately configure permissions for EKS. See Managed
Kubernetes Services Running on AWS (EKS), on page 242.

Upload the CFT to the AWS CloudFormation portal to assign privileges to the user for this connector. Ensure
the AWS user have the required privileges before you can continue with the AWS connector configuration.

Note We recommend this task whether or not you are using AWS cross-account access.

You can apply the CFT using either the portal or the CLI. For more information, see:

* Portal: AWS Management Console

* CLI: Creating a stack

When you upload the CFT, AWS requires the following details:

a. Name of the policy (This can be anything. For example, Secure WorkloadConnector)
b. Rolename: Name of the AWS IAM role to which you are applying the CFT

c. List of bucket ARNs And Object ARNs (Default: *)

d. Username: Name of the AWS user to which you are applying the CFT

e. List of VPC ARNs (Default: *)

To enter a specific list of VPC ARNS, enter the security group and network interface resources paired
with the specific VPC to enable segmentation.

1. arn:aws:ec2:<region>:<account_ id>:security-group/*

2. arn:aws:ec2:<region>:<account_ id>:network-interface/*

Sample Code
Example 1
{

"Action": [

"ec2:RevokeSecurityGroupIngress",
"ec2:AuthorizeSecurityGroupEgress",
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ec2:AuthorizeSecurityGroupIngress",

ec2:CreateSecurityGroup",

ec2:RevokeSecurityGroupEgress",

ec2:DeleteSecurityGroup",
"ec2:ModifyNetworkInterfaceAttribute",
"ec2:CreateTags"

:Il

"Resource": [
"arn:aws:ec2:us-east-1:123456789:vpc/vpc-abcdef",
"arn:aws:ec2:us-east-1:123456789:security-group/*",
"arn:aws:ec2:us-east-1:123456789:network-interface/*"
:Il

"Effect": "Allow"

}l

Example 2
{

"Action": [
"ec2:RevokeSecurityGroupIngress",
ec2:AuthorizeSecurityGroupEgress",
ec2:AuthorizeSecurityGroupIngress",
ec2:CreateSecurityGroup",
ec2:RevokeSecurityGroupEgress",
ec2:DeleteSecurityGroup",
"ec2:ModifyNetworkInterfaceAttribute",
ec2:CreateTags"

"Resource": [
"arn:aws:ec2:us-east-1:123456789:vpc/vpc-abcdef",
"arn:aws:ec2:*:*:security-group/*",
"arn:aws:ec2:*:*:network-interface/*"

:| 4
"Effect": "Allow"

}I

Step 6 If you are using AWS role based authentication to connect to the Secure Workload Connector, see EKS Roles
and Access privileges section.

Step 7 If you are using AWS cross-account access, follow the additional steps:

a. You can use the same uploaded CFT to give access to role/user. If you have multiple account use the same
CFT on each account.

b. Upload the CFT to the AWS CloudFormation portal of each AWS account where the desired IAM role
exists.

You can apply the CFT using either the portal or the CLI, as described in the previous step.
When you upload the CFT, AWS asks for the following:

1. Name of the policy (This can be anything. For example, Secure WorkloadConnector)
2. List of bucket ARNs And Object ARNs (Default: *)

3. Rolename: Name of the AWS IAM role to which you are applying the CFT

4. List of VPC ARNSs (Default: *)

Step 8 Click Getting started guide (recommended) or Configure your new connector here button to configure
the connector.
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Step 9 Understand and meet the Requirements and Prerequisites for AWS, EKS Roles and Access Privileges and
Best Practices When Enforcing Segmentation Policy for AWS Inventory, then click Get Started. Or if you
are configuring using the Configure your new connector button, then click yes.

Step 10 Name the connector and enter the description.

Step 11 Configure settings:
You can use either of the one option to connect to AWS account.

a. Credential Keys

b. Roles

Parameter Name

Attribute

Description

Credential Keys

Access Key

ACCESS KEY ID associated with
the AWS user that has the
privileges described in the CFT
above.

Secret Key

SECRET KEY associated with the
ACCESS KEY ID above.

Roles

External Id

It is auto generated unique
identifier for granting access to
AWS resources. It is used by the
user to add trust relationship to the
role.

User ARN

It is auto generated unique
identifier assigned to an IAM. It is
used by the user to add trust
relationship to the role.

ARN

A unique identifier assigned to each
AWS resource.

HTTP Proxy

(Optional) Proxy required for
Secure Workload to reach AWS.

Full Scan Interval

Frequency with which Secure
Workload refreshes complete
inventory data from AWS. Default
and minimum is 3600 seconds.

Delta Scan Interval

Frequency with which Secure
Workload fetches incremental
changes in inventory data from
AWS. Default and minimum is 600
seconds.

Step 12 Click Next.
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Step 13

Step 14

Step 15

Step 16

Configure new AWS Connector .

The next page displays a Resource Tree where the user can expands to view various region and inside the
region you can select or unselect the resource check boxes to obtain the list of VPCs and EKS clusters from
AWS.

From the list of VPCs (Virtual Networks), choose the VPCs for which you want to enable your selected
capabilities.

Generally, you should enable flow ingestion as soon as possible, so that Secure Workload can begin to collect
enough data required to suggest accurate policies.

Note that since EKS only supports Gather Labels capability, no explicit capability selection has been provided.
Selecting an EKS cluster will implicitly enable the supported capability. For each cluster for which you enable
this capability, enter the Assume Role ARN (The Amazon resource number of the role to assume while
connecting to Secure Workload.)

Enable Segmentation on VPCs will remove existing Security Group(s) and provides default access to all
VPCs.

Generally, you should not choose Enable Segmentation during initial configuration. Later, when you are
ready to enforce segmentation policy for specific VPCs, you can edit the connector and enable segmentation
for those VPCs. See the Best Practices When Enforcing Segmentation Policy for AWS Inventory.

For the EKS cluster, you can allow AWS IAM role access by providing the Assume Role ARN access id to
connect to the AWS connector.

Once your selections are complete, click Create and wait a few minutes for the validation check to complete.

What to do next
If you have enabled gathering labels, ingesting flow data, and/or segmentation:

« If you enable flow ingestion, it may take up to 25 minutes for flows to begin appearing on the Investigate >
Traffic page.

* (Optional) For richer flow data and other benefits including visibility into host vulnerabilities (CVEs),
install the appropriate agent for your operating system on your VPC-based workloads. For requirements
and details, see the agent installation chapter.

» After you have successfully configured the AWS connector to gather labels and ingest flows, follow the
standard process for building segmentation policies. For example: Allow Secure Workload to gather
sufficient flow data to generate reliable policies; define or modify scopes (typically one for each VPC);
create a workspace for each scope; automatically discover policies based on your flow data, and/or
manually create policies; analyze and refine your policies; ensure that your policies meet the guidelines
and best practices below; and then, when you are ready, approve and enforce those policies in the
workspace. When you are ready to enforce segmentation policy for a particular VPC, return to the
connector configuration to enable segmentation for the VPC. For details, see Best Practices When
Enforcing Segmentation Policy for AWS Inventory, on page 240.

If you have enabled the Kubernetes managed services (EKS) option:

» Install Kubernetes agents on your container-based workloads. For details, see the Kubernetes/Openshift
Agents - Deep Visibility and Enforcement section in the agent deployment chapter.

Event Log:
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. Edit an AWS Connector

The event logs can be used to know significant events happening per connector from different capabilities.
We can filter them using various attributes like Component, Namespace, Messages and Timestamp.

Edit an AWS Connector

Step 1
Step 2
Step 3
Step 4
Step 5

Step 6

Step 7

Step 8

Step 9

You can edit an AWS connector, for example to enable segmentation enforcement for specific VPCs or to
make other changes.

Changes are not saved until you finish the wizard.

Procedure

From the navigation bar at the left side of the window, choose Manage > Workloads > Connectors.
Click AWS.

If you have more than one AWS connector, choose the connector to edit from the top of the window.
Click Edit Connector.

Click through the wizard again and make changes. For detailed descriptions of the settings, see Configure
new AWS Connector , on page 236.

If you enable different capabilities (gathering labels, ingesting flows, enforcing segmentation, or gathering
EKS data), you must download the revised CloudFormation Template (CFT) and upload it to AWS before
continuing the wizard.

To enable enforcement of segmentation policy, first make sure you have completed recommended prerequisites
described in Best Practices When Enforcing Segmentation Policy for AWS Inventory. On the page that lists
the VPCs, choose Enable Segmentation for the VPCs on which you want to enable enforcement.

If you have already created scopes for any of the selected VPCs, either using the wizard or manually, click
Skip this step to complete the wizard.

You can edit the scope tree manually using the Organize > Scopes and Inventory page.

If you have not already created any scopes for the selected VPCs and you want to keep the proposed hierarchy,
choose the parent scope from above the scope tree, then click Save.

Deleting Connectors and Data

If you delete a connector, data already ingested by that connector is not deleted.

Labels and inventory are automatically deleted from active inventory after 24 hours.

Best Practices When Enforcing Segmentation Policy for AWS Inventory

A

Warning  Before you enable segmentation enforcement on any VPC, create a backup of the security groups on that

VPC. Enabling segmentation for a VPC removes existing Security Groups from that VPC. Disabling
segmentation does not restore the old security groups.

When creating policies:

+ As with all discovered policies, ensure that you have enough flow data to produce accurate policies.
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* Because AWS allows only ALLOW rules in security groups, your segmentation policies should include
only Allow policies, except the Catch-All policy, which should have the Deny action.

We recommend that you enable enforcement in the workspace before you enable segmentation for the associated
VPC. If you enable segmentation for a VPC that is not included in a workspace that has enforcement enabled,
all traffic will be allowed on that VPC.

When you are ready to enforce policy for a VPC, edit the AWS connector (see Edit an AWS Connector) and
enable segmentation for that VPC.
View AWS Inventory Labels, Details, and Enforcement Status

To view summary information for an AWS connector, navigate to the connector page (Manage > Connectors),
then choose the connector from the top of the page. For more details, click a VPC row.

To view information about AWS VPC inventory, click an IP address on the AWS Connectors page to see the
Inventory Profile page for that workload. For more information about inventory profiles, see Inventory Profile.

For information about labels, see:

* Labels Generated by Cloud Connectors

* Labels Related to Kubernetes Clusters
Concrete policies for VPC inventory are generated based on their orchestrator_system/interface id label value.
You can see this on the Inventory Profile page.
To view enforcement status, choose Defend > Enforcement Status from the navigation bar on the left side
of the Secure Workload window. For more information, see Enforcement Status for Cloud Connectors.
Troubleshoot AWS Connector Issues
Problem: The Enforcement Status page shows that a Concrete Policy was SKIPPED.

Solution: This occurs when the number of security groups exceeds the AWS limits, as configured in the AWS
connector.

When a concrete policy shows as SKIPPED, the new security groups are not implemented and the previously
existing security groups on AWS remain in effect.

To resolve this issue, see if you can consolidate policies, for example by using a larger subnet in one policy
rather than multiple policies with smaller subnets.

If you choose to increase limits on the number of rules, you must contact Amazon before changing the limits
in the AWS connector configuration.

Background:

Concrete policies are generated for each VPC when segmentation is enabled. These concrete policies are used
to create security groups in AWS. However, AWS and Secure Workload count policies differently. When
converting Secure Workload policies to AWS security groups, AWS counts each unique subnet as one rule.

Accounting example:
Consider the following example Secure Workload policy:
OUTBOUND: Consumer Address Set -> Provider Address Set Allow TCP port 80, 8080

AWS counts this policy as (the number of unique subnets in the Provider Address set) multiplied by (the
number of unique ports).
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So, if the provider address set consists of 20 Unique subnets, then this single Secure Workload policy counts
in AWS as 20(unique subnets) * 2(Unique ports) = 40 rules in security groups.

Keep in mind that because the VPCs are dynamic, the rule count is also dynamic, so the counts are approximate.
Problem: AWS unexpectedly allows all traffic

Solution: Make sure your Catch-All policy in Secure Workload is set to Deny.

Managed Kubernetes Services Running on AWS (EKS)

If you have deployed Amazon Elastic Kubernetes Service (EKS) on your AWS cloud, then you can use an
AWS connector to pull in inventory and labels (EKS tags) from your Kubernetes cluster.

When an AWS connector is configured to pull metadata from managed Kubernetes services, Secure Workload
connects to the cluster’s API server and tracks the status of nodes, pods and services in that cluster. For the
Kubernetes labels gathered and generated using this connector, see Labels Related to Kubernetes Clusters.

Requirements and Prerequisites for EKS

* Verify that your Kubernetes version is supported. See https://www.cisco.com/go/secure-workload/
requirements/integrations.

* Configure the required access in EKS, as described below.

EKS Roles and Access Privileges

User credentials and AssumeRole (if applicable) must be configured with a minimum set of privileges. The
user/role must be specified in the aws-auth.yaml config map. The aws-auth.yaml config map can be edited
using the following command.

$ kubectl edit configmap -n kube-system aws-auth

If AssumeRole is not used, the user must be added to the “mapUsers” section of the aws-auth.yaml config
map with appropriate group. If AssumeRole ARN is specified, the role must be added to the “mapRoles”
section of the aws-auth.yaml config map. A sample aws-auth.yaml config map with AssumeRole is provided
below.

apiversion: vl
data:
mapAccounts: |
[]
mapRoles: |
- "groups":
- "system:bootstrappers"
- "system:nodes"
"rolearn": "arn:aws:iam::938996165657:role/eks-cluster-2021011418144523470000000a"

"username": "system:node:{{EC2PrivateDNSName}}"

- "rolearn": arn:aws:iam::938996165657:role/BasicPrivilegesRole
"username": secure.workload.read.only-user
"groups":

- secure.workload.read.only

mapUsers: |
[]
kind: ConfigMap
metadata:
creationTimestamp: "2021-01-14T18:14:472"
managedFields:
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- apiVersion: vl
fieldsType: FieldsV1l
fieldsVl:
f:data:
{}
f:mapAccounts: {}
f:mapRoles: {}
f:mapUsers: {}
manager: HashiCorp
operation: Update
time: "2021-01-14T18:14:472"
name: aws-auth
namespace: kube-system
resourceVersion: "829"
selfLink: /api/vl/namespaces/kube-system/configmaps/aws-auth
uid: 6cba3ac7-58c7-4c57-a9¢9-cad701110569

EKS specific RBAC considerations

Create a cluster role binding of the cluster role and the user/service account.

apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRoleBinding
metadata:
name: csw-clusterrolebinging
subjects:
- kind: User
name: csw.read.only
apiGroup: rbac.authorization.k8s.io
roleRef:
kind: ClusterRole
name: csw.read.only
apiGroup: rbac.authorization.k8s.io
kubectl create -f clusterrolebinding.yaml
clusterrolebinding.rbac.authorization.k8s.io/csw-clusterrolebinging created

For information on EKS roles and access, see the EKS Roles and Access Privileges section.

Configure EKS Settings in the AWS Connector Wizard

You enable the Managed Kubernetes Services capability when you configure the AWS connector. See
Configure new AWS Connector , on page 236.

You will need the Assume Role ARN for each EKS cluster. For more information, see:
https://docs.aws.amazon.com/STS/latest/APIReference/API AssumeRole.html

If you are using the AWS user to access the EKS cluster, allow the user to access the Assume Role.

If you are using a cross-account IAM role, allow the IAM role to access the Assume Role.

Support for EKS Load Balancer

We add support for load balancer services in EKS. The CSW agents enforce rules on consumer hosts and
provider hosts/pods.

An EKS Load Balancer has two options:
1. Preserve Client IP.

2. On provider pod, we generate

3. Target Type.
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Before starting with cases, for the following policy intent:

Consumer to provider service, service protocol and port with allow action rules for various cases are generated

as follows:
Case Preserve Client Target Type
1 On IP
2 On Instance
3 Off IP
4 Off Instance
Case 1:

On consumer node we generate an egress rule with consumer to load balancer service (Ib ingress ip) service
protocol and port allow.

There are no host rules on the provider node, but we generate an Ingress rule on the provider pod with source
as the consumer, the destination as provider pod (any), the protocol as the target protocol, the port as the target
port, and the action as allow.

Case 2:

On consumer node we generate an egress rule with consumer to load balancer service (Ib ingress ip) service
protocol and port allow.

On provider node there is a prerouting rule generated with source as consumer and destination as all provider
nodes, protocol as service protocol, port as node port of the service and an action as allow.

On provider pod, we generate an Ingress rule with source as provider nodes, destination as provider pod (any),
protocol as target protocol, port as target port and action as allow.

Case 3:

On consumer node we generate an egress rule with consumer to load balancer service (Ib ingress ip) service
protocol and port allow.

There are no host rules on the provider node. On provider pod, we generate an Ingress rule with source as Ib
ingress ip's destination as provider pod (any), protocol as target protocol, port as target port and action as
allow.

Case 4:

On consumer node we generate an egress rule with consumer to load balancer service(lb ingress ip) service
protocol and port allow.

The provider node generates a prerouting rule that sets the 1b ingress IPs as the source and all provider nodes
as the destination. The rule specifies the service protocol as the protocol and the node port of the service as
the port, with the action set to allow.

On provider pod, we generate an Ingress rule with source as provider nodes, destination as provider pod (any),
protocol as target protocol, port as target port and action as allow.

Azure Connector

The Azure connector connects with your Microsoft Azure account to perform the following high-level functions:
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» Automated ingestion of inventory (and its tags) live from your Azure virtual networks (VNets)
Azure allows you to assign metadata to your resources in the form of tags. Secure Workload can ingest
the tags associated with virtual machines and network interfaces, which can then be used as labels in
Secure Workload for inventory and traffic flow data visualization and policy definitions. This metadata
is synchronized constantly.

The tags from workloads and network interfaces of the subscription associated with the connector are
ingested. If both workloads and network interfaces are configured then the tags are merged and displayed
in Secure Workload. For more information, see Labels Generated by Cloud Connectors, on page 336.

» Ingestion of flow logs The connector can ingest flow logs that you set up in Azure for your Network
Security Groups (NSGs). You can then use this telemetry data in Secure Workload for visualization and
segmentation policy generation.

» Segmentation When enforcement of segmentation policy is enabled for a virtual network, Secure
Workload policies will be enforced using Azure's native Network Security Groups.

 Automated ingestion of metadata from AKS clusters When Azure Kubernetes Services (AKS) are
running on Azure, you can choose to gather all node, service, and pod metadata related to all selected
Kubernetes clusters.

You can choose which of the above capabilities to enable for each VNet.

Azure connector supports multiple subscriptions.

\}

Note China Regions are currently not supported.

Requirements and Prerequisites for Azure

For all capabilities: A single connector can handle multiple subscriptions. You will need a subscription ID
to configure the connector. This subscription ID can be one of the many subscription IDs that are being
onboarded to a connector.

In Azure, create/register an application using Azure Active Directory (AD). You will need the following
information from this application:

* Application (client) ID

* Directory (tenant) ID

* Client credentials (you can use either a certificate or a client secret)

* Subscription ID
The connector configuration wizard will generate an Azure Resource Manager (ARM) template that you can
use to create a custom role with the permissions needed for the connector capabilities you choose to enable.

These permissions will apply to all resources in the subscription you specify for the connector. Make sure
you have permissions in Azure to upload this template.

If required for connectivity, ensure that you have an HTTP proxy available for this integration.

Each virtual network (VNet) can belong to only one Azure connector. An Azure account can have multiple
Azure connectors.

This connector does not require a virtual appliance.
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. Azure Connector Configuration Overview

For gathering labels and inventory: No additional prerequisites are required.
For ingesting flow logs: Each virtual network (VNet) must have at least one subnet configured.

Every subnet under each VNet must have a Network Security Group (NSG) associated with it. You can
associate a single NSG with multiple subnets. You can specify any Resource Group when configuring the
NSG.

Only traffic that hits an NSG rule will be included in flow logs. Therefore, every NSG should have at least
one rule each for inbound traffic and for outbound traffic that applies to any source, any destination — the
equivalent of a catch-all rule in Secure Workload. (By default, NSGs include these rules.)

Each NSG must have flow logs enabled.

* A storage account in Azure is required. Access permissions must be included for the subscription you
are using for this connector.

* The flow logs must use Version 2.
* Retention time can be 2 days (the connector pulls new flow data every minute, and two days should allow
enough time for any connection failures to be remedied.)
For segmentation: Enabling segmentation requires Gather Labels to be enabled.

When you enable segmentation for a virtual network (VNet), all existing rules are removed from the NSGs
associated with subnets and the network interfaces that are part of those subnets. Back up your existing NSG
rules on subnet and network interface before you enable segmentation in the connector.

See also Best Practices When Enforcing Segmentation Policy for Azure Inventory, on page 251, below.
For managed Kubernetes services (AKS): If you will enable the Kubernetes AKS option, see requirements
and prerequisites in the Managed Kubernetes Services running on Azure (AKS) section below, .

Azure Connector Configuration Overview

The following graphic gives a high-level overview of the connector configuration process. For essential details,
see the next topic (Configure an Azure Connector.)
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Configure an Azure Connector .

Figure 87: Azure connector configuration overview
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(Note that the numbers in the graphic do not correspond to step numbers in the detailed procedure.)

Configure an Azure Connector

Step 1
Step 2
Step 3

Step 4

Step 5

Procedure

From the navigation bar at the left side of the window, choose Manage > Connectors.
Click the Azure connector.

Click Enable for the first connector (in a root scope) or Enable Another for additional connectors in the
same root scope.

Understand and meet requirements and prerequisites in Requirements and Prerequisites for Azure, then click
Get Started.

Name the connector and choose desired capabilities:
Selections you make on this page are used only to determine the privileges included in the Azure Resource

Manager (ARM) template that will be generated in the next step, and to display the settings that you will need
to configure.

In order to enable segmentation, you must also enable Gather Labels.

Enabling Segmentation on this page does not in itself enable policy enforcement or affect existing network
security groups. Policy enforcement and deletion of existing security groups occurs only if you enable
Segmentation for individual VNets later in the wizard. You can return to this wizard later to enable segmentation
policy enforcement for individual VNets.
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. Configure an Azure Connector

Step 6 Click Next and read the information on the configuration page.

Step 7 Your subscription must have the required privileges before you can continue to the next page in the wizard.

To use the provided Azure Resource Manager (ARM) template to assign required permissions for the connector:

a.

b.

f.

g.

Download the ARM template from the wizard.
Edit the template text to replace <subscription_ID> with your subscription ID.
Note For a connector, you can create multiple subscription IDs in the Azure account.

You can enter multiple subscription IDs where the credentials belong to the same subscription
ID.

In Azure, create a custom role in the applicable subscription.
In the custom role form, for the Baseline permissions, choose Start from scratch.

In the JSON tab of the custom role creation form, paste the text from the edited file you downloaded from
the connector wizard.

Save the custom role.

Attach the custom role to the application you configured in the prerequisites for this procedure.

This template has the IAM permissions required for the capabilities that you selected in the previous step.

If you enabled the Kubernetes managed services option, you must separately configure permissions for AKS.
See Managed Kubernetes Services Running on Azure (AKS), on page 251.

Step 8 Configure settings:

Attribute Description

SubscriptionID The ID of the Azure subscription that you are

associating with this connector.

ClientID The Application (client) ID from the application that

you created in Azure for this connector.

TenantID The Directory (tenant) ID from the application that

you created in Azure for this connector.

Client Secret or Client Certificate For authentication, you can use either a client secret

or a client certificate and key. Obtain either from the
Client credentials link in the application that you
created in Azure for this connector. If you use a
certificate: The certificate should be unencrypted.
Only RSA certificates are supported. Private keys can
be either PKCS1 or PKCSS.

HTTP Proxy Proxy required for Secure Workload to reach Azure.

Supported proxy ports: 80, 8080, 443, and 3128.

Full Scan Interval Frequency with which Secure Workload refreshes

complete inventory data from Azure. Default and
minimum is 3600 seconds.
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Step 9
Step 10

Step 11

Step 12

Step 13

Configure an Azure Connector .

Attribute Description

Delta Scan Interval Frequency with which Secure Workload fetches
incremental changes in inventory data from Azure.
Default and minimum is 600 seconds.

Click Next. It may take a few minutes for the system to obtain the list of VNets and AKS clusters from Azure.

From the list of VNets and AKS clusters for each VNet, choose the VNets and AKS clusters for which you
want to enable your selected capabilities.

Generally, you should enable flow ingestion as soon as possible, so that Secure Workload can begin to collect
enough data to suggest accurate policies.

Note that since AKS only supports Gather Labels capability, no explicit capability selection has been provided.
Selecting an AKS cluster will implicitly enable the supported capability. Upload the client certificate and key
for each cluster for which you enable this functionality.

Generally, you should not choose Enable Segmentation during initial configuration. Later, when you are
ready to enforce segmentation policy for specific VNets, you can edit the connector and enable segmentation
for those VNets. See Best Practices When Enforcing Segmentation Policy for Azure Inventory, on page 251.

Once your selections are complete, click Create and wait a few minutes for the validation check to complete.

The View Groups page shows all VNets that you enabled for any functionality on the previous page, grouped
by region. Each region, and each VNet in each region, is a new scope.

(Optional) Choose the parent scope under which to add the new set of scopes. If you have not yet defined any
scopes, your only option is the default scope.

(Optional) To accept all settings configured in the wizard including the hierarchical scope tree, click Save.
To accept all settings except the hierarchical scope tree, click SKip this step.

You can manually create or edit the scope tree later, under Organize > Scopes and Inventory.

What to do next
If you have enabled gathering labels, ingesting flows data, and/or segmentation:

* If you enabled flow ingestion, it may take up to 25 minutes for flows to begin appearing on the
Investigate > Traffic page.

* (Optional) For richer flow data and other benefits including visibility into host vulnerabilities (CVEs),
install the appropriate agent for your operating system on your VNet-based workloads. For requirements
and details, see the agent installation chapter.

* After you have successfully configured the Azure connector to gather labels and ingest flows, follow the
standard process for building segmentation policies. For example: Allow Secure Workload to gather
sufficient flow data to generate reliable policies; define or modify scopes (typically one for each VNet);
create a workspace for each scope; automatically discover policies based on your flow data, and/or
manually create policies; analyze and refine your policies; ensure that your policies meet the guidelines
and best practices below; and then, when you are ready, approve and enforce those policies in the
workspace. When you are ready to enforce segmentation policy for a particular VNet, return to the
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. Edit an Azure Connector

connector configuration to enable segmentation for the VNet. For details, see Best Practices When
Enforcing Segmentation Policy for Azure Inventory, on page 251.
If you have enabled the Kubernetes managed services (AKS) option:
* Install Kubernetes agents on your container-based workloads. For details, see Installing Kubernetes or
OpenShift Agents for Deep Visibility and Enforcement, on page 29 in the agent deployment chapter.
Event Log:

The event logs can be used to know significant events happening per connector from different capabilities.
We can filter them using various attributes like Component, Namespace, Messages and Timestamp.

Edit an Azure Connector

Step 1
Step 2
Step 3
Step 4
Step 5

Step 6

Step 7

Step 8

Step 9

You can edit an Azure connector, for example to enable segmentation enforcement for specific VNets or to
make other changes.

Changes are not saved until you finish the wizard.

Procedure

From the navigation bar at the left side of the window, choose Manage > Connectors.

Click Azure.

If you have more than one Azure connector, choose the connector to edit from the top of the window.
Click Edit Connector.

Click through the wizard again and make changes. For detailed descriptions of the settings, see Configure an
Azure Connector, on page 247.

If you enable different capabilities (gathering labels, ingesting flows, enforcing segmentation, or gathering
AKS data), you must download the revised ARM template, edit the new template text to specify the subscription
ID, and upload the new template to the custom role you created in Azure before continuing the wizard.

To enable enforcement of segmentation policy, first make sure you have completed recommended prerequisites
described in Best Practices When Enforcing Segmentation Policy for Azure Inventory, on page 251. Then, on
the wizard page that lists the VNets, choose Enable Segmentation for the VNets on which you want to enable
enforcement.

If you have already created scopes for any of the selected VNets, either using the wizard or manually, click
Skip this step to complete the wizard.

You can edit the scope tree manually using the Organize > Scopes and Inventory page.

If you have not already created any scopes for the selected VNets and you want to keep the proposed hierarchy,
choose the parent scope from above the scope tree, then click Save.

Deleting Connectors and Data

If you delete a connector, data already ingested by that connector is not deleted.

Labels and inventory are automatically deleted from active inventory after 24 hours.
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Best Practices When Enforcing Segmentation Policy for Azure Inventory .

Best Practices When Enforcing Segmentation Policy for Azure Inventory

A

Warning

Before you enable segmentation enforcement on any VNet, create a backup of the network security groups
on that VNet. Enabling segmentation for a VNet removes existing rules from the network security group
associated with that virtual network. Disabling segmentation does not restore the old network security groups.

When creating policies: As with all discovered policies, ensure that you have enough flow data to produce
accurate policies.

We recommend that you enable enforcement in the workspace before you enable segmentation for the associated
VNet. If you enable segmentation for a VNet that is not included in a workspace that has enforcement enabled,
all traffic will be allowed on that VNet.

When you are ready to enforce policy for a VNet, edit the Azure connector (see Edit an Azure Connector, on
page 250) and enable segmentation for that VNet.

Note that if a subnet does not have a Network Security Group associated with it, Secure Workload does not
enforce segmentation policy on that subnet. When you enforce segmentation policy on a VNet, the NSG at
the subnet level is changed to allow all traffic, and Secure Workload policies overwrite the interface-level
NSGs. An NSG for the interface is automatically created if not already present.

View Azure Inventory Labels, Details, and Enforcement Status

To view summary information for an Azure connector, navigate to the connector page (Manage > Connectors),
then choose the connector from the top of the page. For more details, click a VNet row.

To view information about Azure VNet inventory, click an IP address on the Azure Connectors page to view
the Inventory Profile page for that workload. For more information about inventory profiles, see Inventory
Profile.

For information about labels, see:

* Labels Generated by Cloud Connectors

* Labels Related to Kubernetes Clusters
Concrete policies for VNet inventory are generated based on their orchestrator system/interface id label
value. You can see this on the Inventory Profile page.

To view enforcement status, choose Defend > Enforcement Status from the navigation bar on the left side
of the Secure Workload window. For more information, see Enforcement Status for Cloud Connectors.

Troubleshoot Azure Connector Issues

Problem: Azure unexpectedly allows all traffic

Solution: Make sure your Catch-All policy in Secure Workload is set to Deny.

Managed Kubernetes Services Running on Azure (AKS)

If you have deployed Azure Kubernetes Services (AKS) on your Azure cloud, then you can use an Azure
connector to dynamically pull in inventory and labels (AKS tags) from your Kubernetes cluster.

When an Azure connector is configured to pull metadata from managed Kubernetes services, Secure Workload
tracks the status of nodes, pods and services in that cluster.
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. Requirements and Prerequisites for AKS

For the Kubernetes labels gathered and generated using this connector, see Labels Related to Kubernetes
Clusters.

Requirements and Prerequisites for AKS

* Verify that your Kubernetes version is supported. See the Compatibility Matrix for the operating systems,
external systems, and connectors for Secure Workload agents.

* Enable and configure the Managed Kubernetes Services (AKS) capability when you configure the Azure
connector. See Configure an Azure Connector for details.

Support for AKS Load Balancer

GCP Connector

AKS supports Preserve client IP.
For the following policy intent:

Consumer to provider service, service protocol and port with allow action rules for various cases generates
as follows:

Case Preserve Client

1 On

2 Off

Case 1: Preserve client IP is on.

On the consumer node we generate an egress rule with consumer to load balancer service (Ib ingress ip) service
protocol and port allow.

A prerouting rule generated for provider node, which specifies the consumer as the source and all provider
nodes as the destination. The rule includes the service protocol as the protocol and the node port of the service
as the port, with the action set to allow.

On the provider pod, we generate an Ingress rule with src as provider nodes, dest as provider pod (any),
protocol as target protocol, port as target port and action as allow.

Case 2: Preserve client IP is off.

On the consumer node we generate an egress rule with consumer to load balancer service (Ib ingress ip) service
protocol and port allow.

The provider node generates a prerouting rule that sets the 1b ingress IPs as the source and all provider nodes
as the destination. The rule specifies the service protocol as the protocol and the node port of the service as
the port, with the action set to allow.

On the provider pod, we generate an Ingress rule with source as provider nodes, destination as provider pod
(any), protocol as target protocol, port as target port and action as allow.

The Google Cloud Platform connector connects with GCP to perform the following high-level functions:
 Automated ingestion of inventory (and its tags) live from GCP Virtual Private Cloud (VPC)

GCP allows you to assign metadata to your resources in the form of tags. Secure Workload will query
the tags for these resources which can then be used for inventory and traffic flow data visualization, and
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policy definition. This capability keeps the resource tag mapping updated by constantly synchronizing
this data.

The tags from workloads and network interfaces of a GCP VPC are ingested. If both workloads and
network interfaces are configured then the tags are merged and displayed in Secure Workload. For more
information, see Labels Generated by Cloud Connectors, on page 336.

« Ingestion of flow logs from VPC If you have set up VPC flow logs in GCP for monitoring purposes,
Secure Workload can ingest flow log information by reading the corresponding Google Storage bucket.
This telemetry can be used for visualization and segmentation policy generation.

+ Segmentation Enabling this option will allow Secure Workload to program security policies using GCP
native VPC firewall. When enforcement is enabled for a VPC, relevant policies will be automatically
programmed to the VPC firewall.

» Automated ingestion of metadata from GKE clusters (K8s capabilities) when Google Kubernetes
Engine (GKE) is running on GCP, you can choose to gather all node, service, and pod metadata related
to all selected Kubernetes clusters.

You can choose which of the above capabilities to enable for each VPC.

Requirements and Prerequisites for GCP Connector

For all capabilities: Create a dedicated service account in GCP, or identify an existing GCP service account
for this connector. The connector configuration wizard generates a IAM policy list that you can use to assign
required privileges to this service account. Make sure you have permissions in GCP to upload this IAM policy
list.

\)

Note The recommended method for applying the permission in the IAM policy list to the service account is through
the CLI.

Each VPC can belong to only one GCP connector. An Secure Workload cluster can have multiple GCP
connectors. Gather the information described in the tables in Configure a GCP Connector, on page 255, below.

This connector does not require a virtual appliance.

« For gathering labels and inventory: No additional prerequisites are required.

« For ingesting flow logs: VPC level flow log definitions are required in order to trigger the collection of
flow logs.

To use the flow log ingestion, user is required to enable flow logs on the desired VPCs and setup a log
router sink.

Inclusion filter for the log router sink:
1. resource.type="gce-subnetwork"

2. log name="projects/<project id>/logs/compute.googleapis.com$2Fvpc flows"

Choose the sink destination as a cloud storage bucket and then choose the desired storage bucket.

While configuring the GCP connector with ingress flow logs, it is mandatory to enter the storage bucket
name.

Only flow logs from VPC can be ingested.
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. Configure Multiple Projects Access in GCP

Flow logs must be published to Google storage bucket; Secure Workload cannot collect flow data from
Google Cloud Operations Suite.

Secure Workload can ingest flow logs from an Google Storage bucket associated with any account, if
the GCP user account provided during connector creation have access to both the VPC flow logs and the
Google storage bucket.

The following flow log attributes (in any order) are required in the flow log: Source Address, Destination
Address, Source Port, Destination Port, Protocol, Packets, Bytes, Start Time, End Time, Action, TCP
Flags, Interface-ID, Log status and Flow Direction. Any other attributes are ignored.

Flow logs must capture both Allowed and Denied traffic.
* For segmentation: Enabling segmentation requires Gather Labels to be enabled.

Back up your existing security groups before enabling segmentation in the connector, as all existing rules
will be overwritten when you enable segmentation policy enforcement for a VPC.

See also Best Practices When Enforcing Segmentation Policy for GCP Inventory, on page 259, below.

» For managed Kubernetes services (GKE): If you enable the Kubernetes option, see requirements and
prerequisites in the Managed Kubernetes Services Running on GCP (GKE), on page 260 section below,
including required access privileges.

Configure Multiple Projects Access in GCP

Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Step 7
Step 8

Step 9

To configure cross multiple projects access in GCP, you can follow these steps:

Procedure

Sign in to your GCP console.

Click on the project drop-down menu in the top navigation bar and select New Project or you can either create
a new Project or use an existing project with service Account.

Enter a name for your new project. Choose the organization that own the new project or select No organization
if you do not have one.

Click on the Create button to create the new project.

Note You can repeat the step 2 to 4 to create as many projects as you need.

To link multiple projects in a single service account, navigate to IAM & Admin page and choose Service
Account.

Click on the Create Service Account button. Follow the prompts to create the service account and grant it
the necessary permissions.

Note You can either use an existing service account or create a new service account.

From the Keys tab, click Add Key to generate a private key in JSON file.
Go to the IAM & Admin page in the GCP console and select IAM.

Note You have to first change the project before you click on IAM & Admin and then try to grant
privilege.

Click on the Grant access button to add a new project.
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Step 10 In the New principals field, enter the email address of the service account you want to link to the project.
Step 11 Click on the Save button to associate the service account to your project.
Note Repeat these steps for each project that you want to link to your original project.

You can manage the service account permissions by going to the |IAM & Admin page in the
GCP console and selecting |AM for each project.

Step 12 Make sure that the Service Account has permissions to least common ancestor (common ancestor to all the
projects selected) resource level, such as a folder or organization.

GCP Connector Configuration Overview

The following graphic gives a high-level overview of the connector configuration process. For essential details,
see the next topic (Configure a GCP Connector, on page 255.)

Figure 88: GCP connector configuration overview

GCP (1) complete (7 JPaste the (8 ;:Assw'gn the
Prerequisites permissions custom role
into a —*  to your
custom role application
i F 3
GKE 2 ) (Optional)
Complete
Prerequisites
Secure (3 ) start the (4 )Choose (5) Copy the (9 )Complete
Workload connector capabilities permissions the wizard
wizard =" —*  fromthe
wizard
(6) Edit the
permissions

(Note that the numbers in the graphic do not correspond to step numbers in the detailed procedure.)

Configure a GCP Connector

Procedure
Step 1 From the navigation bar at the left side of the window, choose Manage > Connectors.
Step 2 Click the GCP connector.
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. Configure a GCP Connector

Step 3
Step 4

Step 5

Step 6
Step 7

Step 8

Step 9

Step 10
Step 11

Click Enable for the first connector (in a root scope) or Enable Another for additional connectors in the
same root scope.

Understand and meet requirements and prerequisites in Requirements and Prerequisites for GCP Connector,
on page 253 and Managed Kubernetes Services Running on GCP (GKE), on page 260, then click Get Started.

Enter a name for the connector and choose desired capabilities, then click Next.

Selections you make on this page are used only to determine the privileges included in the IAM policy list
that will be generated in the next step, and to display the settings that you will need to configure.

If the Injest Flow Logs capabilities is checked, you must enter Flow Log Storage Bucket Name in the next
step.

In order to enable Segmentation, you must check Gather Labels.

Create a New GCP Connector %
o Activities 2 Roles and Settings 3 Select VPC 4 | View Groups
Name of the connector
GCP
Select Activities to be performed with Cisco Secure Workload on your GCP Resources
Gather Labels @ (] Ingest Flow Logs @ Segmentation @ ) Managed kubernetes services @
Cancel Back Next

Create Service Accounts in the Google Cloud console.
Download the generated IAM custom role policy list.

This IAM custom role policy list has the IAM privileges required for the capabilities that you selected in the
previous step.

If you have enabled the Kubernetes option, you must separately configure permissions for GKE.

For more information, see Managed Kubernetes Services Running on GCP (GKE), on page 260.

Generate a Service Accounts custom role in the Google Cloud console; use the sample command below using
Google Cloud CLI:

gcloud iam roles create <Role Name> --project=<Project id> --file=<File path>
Upload the service account json file with required capabilities that was created as a prerequisite.

Note In GCP, the single connector supports multiple projects and ensure that the service account is
directly linked to all projects.

Enter the Flow Log Storage Bucket Name if the Ingress Flow logs capability is checked.
Enter the Root Resource Id, which is also the GCP folder ID or organization ID.
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Step 12

Step 13

Step 14

Step 15

Step 16

Step 17

Configure a GCP Connector .

Note To obtain the Root Resource ID, navigating to the IAM & Admin, Settings section and you can
view it directly in the Cloud Console. Alternatively, you can also utilize the Cloud SDK command
to retrieve the Root Resource ID.

Configure the following settings:

Attribute Description
HTTP Proxy Proxy required for Secure Workload to reach GCP.
Full Scan Interval Frequency with which Secure Workload refreshes

complete inventory data from GCP. Default and
minimum is 3600 seconds.

Delta Scan Interval Frequency with which Secure Workload fetches
incremental changes in inventory data from GCP.
Default and minimum is 600 seconds.

Click Next. It may take a few minutes for the system to obtain the list of virtual network and GKE clusters
from your GCP project(s).

From the list of VPCs (Virtual Networks) and GKE clusters, choose the resources and their respective
capabilities.

Generally, you should enable flow ingestion as soon as possible, so that Secure Workload can begin to collect
enough data required to suggest accurate policies.

Generally, you should not choose Enable Segmentation during initial configuration. Later, when you are
ready to enforce segmentation policy for specific VPCs, you can edit the connector and enable segmentation
for those VPCs. See the Best Practices When Enforcing Segmentation Policy for GCP Inventory.

Click Create and wait a few minutes for the validation check to complete.

The View Groups page shows all VPCs that you enabled for any functionality on the previous page, grouped
by logical group id (CSW), which is also a project_id (GCP). Each logical group_id, and each VPC in each
logical group id, is a new scope.

Choose the parent scope under which to add the new set of scopes. If you have not yet defined any scopes,
your only option is the default scope.

To accept all settings configured in the wizard including the hierarchical scope tree, click Save.
To accept all settings except the hierarchical scope tree, click Skip this step.

You can manually create or edit the scope tree later, under Organize > Scopes and Inventory.

What to do next
If you have enabled gathering labels, ingesting flow data, and/or segmentation:

* If you enabled flow ingestion, it may take up to 25 minutes for flows to begin appearing on the
Investigate > Traffic page.
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Edit a GCP Connector

Step 1
Step 2
Step 3
Step 4
Step 5

Step 6

Step 7

Step 8
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* (Optional) For richer flow data and other benefits including visibility into host vulnerabilities (CVEs),
install the appropriate agent for your operating system on your VPC-based workloads. For requirements
and details, see the agent installation chapter.

* After you have successfully configured the GCP connector to gather labels and ingest flows, follow the
standard process for building segmentation policies. For example: Allow Secure Workload to gather
sufficient flow data to generate reliable policies; define or modify scopes (typically one for each VPC);
create a workspace for each scope; automatically discover policies based on your flow data, and/or
manually create policies; analyze and refine your policies; ensure that your policies meet the guidelines
and best practices below; and then, when you are ready, approve and enforce those policies in the
workspace. When you are ready to enforce segmentation policy for a particular VPC, return to the
connector configuration to enable segmentation for the VPC. For details, see Best Practices When
Enforcing Segmentation Policy for GCP Inventory, on page 259.

If you have enabled the Kubernetes managed services (GKE) option:

* Install Kubernetes agents on your container-based workloads. For details, see Installing Kubernetes or
OpenShift Agents for Deep Visibility and Enforcement in the agent deployment chapter.

Event Log:

The event logs can be used to know significant events happening per connector from different capabilities.
We can filter them using various attributes like Component, Namespace, Messages and Timestamp.

If you want to enable gathering data from different or additional VPCs or GKE clusters, you may need to
upload a service account json file with required capabilities with different permissions before you can select
different VPCs or GKEs.

Changes are not saved until you finish the wizard.

Procedure

From the navigation bar at the left side of the window, choose Manage > Workloads > Connectors.
Click GCP Connector.

If you have more than one GCP connector, choose the connector to edit from the top of the window.
Click Edit Connector.

Click through the wizard again and make changes. For detailed descriptions of the settings, see Configure a
GCP Connector, on page 255.

If you enable different capabilities (gathering labels, ingesting flows, enforcing segmentation, or gathering
GKE data), you must download the revised IAM template and upload it to GKE before continuing the wizard.

To enable enforcement of segmentation policy, first ensure that you have completed recommended prerequisites
described in Best Practices When Enforcing Segmentation Policy for GCP Inventory, on page 259. On the
page that lists the VPCs, select Enable Segmentation for the VPCs on which you want to enable enforcement.

If you have already created scopes for any of the selected VPCs, either using the wizard or manually, click
Skip this step to complete the wizard.

You can edit the scope tree manually using the Organize > Scopes and Inventory page.
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Step 9 If you have not already created any scopes for the selected VPCs and you want to keep the proposed hierarchy,
choose the parent scope from above the scope tree, then click Save.

Deleting Connectors and Data GCP
If you delete a connector, data already ingested by that connector is not deleted.

Labels and inventory are automatically deleted from active inventory after 24 hours.

Best Practices When Enforcing Segmentation Policy for GCP Inventory

A

Warning  Before you enable segmentation enforcement on any VPC, create a backup of the security groups on that
VPC. Enabling segmentation for a VPC removes existing Security Groups from that VPC. Disabling
segmentation does not restore the old security groups.

When creating policies:

+ As with all discovered policies, ensure that you have enough flow data to produce accurate policies.

* Because GCP allows both ALLOW/DENY rules in firewall policy. Since GCP has very strict limitation
on number of rules. So, it is better to have only ALLOW-list.

We recommend that you enable enforcement in the workspace before you enable segmentation for the associated
VPC. If you enable segmentation for a VPC that is not included in a workspace that has enforcement enabled,
all traffic will be allowed on that VPC.

When you are ready to enforce policy for a VPC, edit the GCP connector (see Edit a GCP Connector, on page
258) and enable segmentation for that VPC.
GKE Inventory Labels, Details, and Enforcement Status

To view summary information for a GCP connector, navigate to Connector > and choose GCP Connector
on the Connectors page.

To view information about inventory, click the IP address of a particular workload from the Scopes and
Inventory page. You can also access the Inventory Profile from the interface tab on the VPC Profile. For more
information about the Inventory profile, see Inventory Profile.

Similarly, to view all Concrete Policies under the VPC profile, from the Inventory Profile Concrete Policies
tab, navigate to the parent VPC Profile to see all the Concrete Policies under the VPC.

The VPC Profile is accessible from the GCP Configuration or Enforcement Status page (either global or within
a workspace). You can view the Enforcement Status and Concrete Policies at the VPC level on the VPC
Profile. You can also view the combined VPC Firewall Polices of all the interfaces on the VPC Firewall
Policies tab.

For more information on labels, see:

* Labels Generated by Cloud Connectors

* Labels Related to Kubernetes Clusters
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Troubleshoot GCP Connector Issues
Problem: The Enforcement Status page shows that a Concrete Policy was SKIPPED.

Solution: This occurs when the number of rules in firewall policy exceeds the GCP limits, as configured in
the GCP connector.

When a concrete policy shows as SKIPPED, the new security groups are not implemented and the previously
existing security groups on GCP remain in effect.

To resolve this issue, see if you can consolidate policies, for example by using a larger subnet in one policy
rather than multiple policies with smaller subnets.

Background:

Concrete policies are generated for each VPC when segmentation is enabled. These concrete policies are used
to create firewall policy in GCP. However, GCP and Secure Workload count policies differently. When
converting Secure Workload policies to GCP firewall rules in firewall policy, GCP counting mechanism is
complex. For more details, see GCP.

Problem: GCP unexpectedly allows all traffic

Solution: Make sure your Catch-All policy in Secure Workload is set to Deny.

Managed Kubernetes Services Running on GCP (GKE)

You can use a cloud connector to gather metadata from Google Kubernetes Engine (GKE) clusters running
on Google Cloud Platform (GCP).

The connector gathers all node, service, and pod metadata related to all selected Kubernetes clusters.

Requirements and Prerequisites
Secure Workload requirements: This connector does not require a virtual appliance.
Platform requirements:
» Make sure you have permissions in GCP to configure the required access for this connector.
» Each GKE cluster can only belong to one GCP connector.

* Gather the information described in the tables in Configure a GCP connector, below.

GKE requirements:
* You must configure the required access privileges in GKE.
* To support Managed K8s capabilities, the roles required by the service account are:

» Compute Network Viewer is an IAM role that gives read-only access to all network resources in
GCP.https://cloud.google.com/compute/docs/access/iam#compute.network Viewer

» Kubernetes Engine Viewer is a GKE cluster role that provides read-only access to resources within
GKE clusters, such as nodes, pods, and GKE API objects. https://cloud.google.com/iam/docs/
understanding-roles#kubernetes-engine-roles
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Identity Connectors .

An Identity Connector serves as a bridge between Secure Workload and various identity stores, such as
OpenLDAP and Active Directory. The connector enables you to synchronize the information that is stored
in identity stores without the need for manual intervention. Currently, you can configure an identity connector

to import user data from LDAP.

Configure an OpenLDAP Connector

Lightweight Directory Access Protocol (LDAP) is a protocol designed for retrieving information about users,
user groups, organizations, and other attributes. Its primary objective is to store data in the LDAP directory

to streamline user management.

)

Note The supported version for OpenLDAP data ingestion is OpenLDAP 2.6.

Configuration
Create an Identity Connector for LDAP in Secure Workload to establish communication with OpenLDAP.
Procedure
Step 1 From the navigation pane, choose Manage > Workloads > Connectors.
Step 2 Click Identity Connector and select Configure your new connector here.
Step 3 On the New Connection page, enter the following details:
Fields Description

Connector Name

Enter a name for the connector.

Description

Enter a description.

Domain Name

Enter a domain name. The domain name must be
unique in the selected scope, for example, csw.com.

Base DN

Enter the Base DN, or Distinguished Name that serves
as the starting point for searches within the directory
tree. For example, dc=csw, dc=com.
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Fields

Description

User Filter

Enter a filter to define the criteria for identifying
entries that contain certain kinds of information.

Example 1: To identify users, you candistinguish them
by having two objectClass attributes—one set to
'person’ and another to 'user.' The matching criteria
can be

(& (objectClass=person) (objectClass=user))

Example 2: To retrieve all the entries that have the
objectClass=user and the cn attribute containing the
word Marketing, the search filter can
be(&(objectclass:user)(cn:*Marketing*))

Username and Password

Enter the credentials to connect to the OpenLDAP
server.

CA Certificate

Upload the CA certificate and enter the SSL server
name that Secure Workload uses to authenticate. If
not, Disable SSL.

Server IP/FQDN and Port

Enter the server IP address and port number.

Secure Connector

Enable if a Secure Connector is used to tunnel
connections from Secure Workload to OpenLDAP.

Before you can enable this option, you should have
deployed a Secure Connector.

For more information, see Secure Connector.

Step 4 Click Create.
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Inventory

Step 1
Step 2

Inventory .

Figure 89: Configure a New Connector

New Connection

Cordguratian

Base D

S5L Sorver Ma

Sarver IPFGON Pori®

A new Identity Connector is created and the communication between Secure Workload and OpenLDAP is
configured.

After the connection between Secure Workload and OpenLDAP is established, you can view a list of Users
and User Groups in the Inventory tab. All the user groups that a user belongs to are displayed in the Users
tab. Only unique user groups are displayed in the User Groups tab.

Procedure

Enter the attributes to filter. Hover your cursor over the info icon to view the properties to filter.
Click the menu icon to download the data in JSON or CSV format.
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. Event Log
Figure 90: Users and User Groups
Configuration Inverntory Event Log Advanced Setlings
Usars and Groups
@ Enter attributes. 4
Users i) User Groups E
Showing 3of 3
Usemame User Groups ||
AkCE ACOOENING, Gnginaaring
bab accounting
cilian engineering
Note The recommended limit for the number of users displayed is 300,000, while for user groups, it
is 30,000.
Event Log
The Event Log tab displays information, warnings, and errors that occur while establishing the connection
with OpenLDAP.
Procedure
Step 1 Enter the attributes to filter. Hover your cursor over the info icon to view the properties to filter.

Step 2 Click the menu icon to download the data in JSON or CSV format.

Figure 91: Event Log

Conbguration resniny Fvart Lo Advareed Setings

Evant Log @

B ENTORY INGEST

SVENTORY _INGEST

BATNTORY _INGEST

Note Color codes for the logs are Information (blue), Warning (orange), and Error (red).
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Advanced Settings
Procedure
Step 1 Under Synchronize Schedule, you can choose a time frequency at which Secure Workload synchronizes the

user data from the LDAP server.
Step 2 In the User Attributes field, enter up to six user attributes to be displayed.
Figure 92: Advanced Settings

Configuration Inventory Event Log Advanced Settings

Synchronize Schedule

60 minutes ~

Connector Alerts

An appliance/service creates a connector alert when it experiences abnormal behavior.

Alert Configuration

The alert configuration for appliances and connectors enables you to generate alerts for various events. In the
3.4 release, this configuration enables all types of alerts that are potentially possible for the configured

appliance/connector.
Parameter Name Type Description
Enable Alert checkbox Should alert be enabled?

\}

Note The default value for Enable Alert is true.
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. Alert Type

Figure 93: Show Alert configuration on a Secure Workload Data Ingest Appliance

ﬁ CiscoTetrati¥n”  VIRTUAL APPLIANGE ®Defaut + @ Monitoring ~ @ ~ € -
. You do not have an active license. The evaluation period wil end on Thu Sep 10 2020 01:09:39 GMT+0000. Please notify admin.
Tetration Data Ingest Appliance & [ acTive] Decommission

@

Checked In Registered Created
@ Jun 11 2020 10:55:42 pm (PDT) Jun 11 2020 10:45:40 pm (PDT) Jun 112020 10:38:07 pm (PDT)
L Connectors info VM  NTP  log  Alrt Troubleshoot
o

AnyConnect @
" Enable Alert
= + Enable Another Gonnector
Cancel Config Creation Verify & Save Configs

»

Alert Type

The Info Tab on the appliance and connector pages contains various alert types specific to each appliance and
connector.

Figure 94: Alert list info

@ CiscoTetratien’ CONNECTOR @ Defalt ~ @ Monitoring -~ @ - & -
Lud ‘You do not have an active license. The evaluation period will end on Thu Sep 10 2020 01:09:38 GMT+0000. Please notify admin.
& AnyConnect @ < Browse Gonnectors
® Info IP bindings Endpoint Workdload AD Log Alert Troubleshoot
@
Collect telemetry data from Cisco AnyGennect Network Visibility Module (NVM).
AnyConnect NVM provides visibility and monitoring of endpoint and user behavier both on and off premises. It
a sends host, interface, and flow records in IPFIX format to a collector (e.g., AnyConnect connector). AnyConnect
A connector registers each AnyConnect endpoint as an agent within Tetration and provide insight of the endpoint
* network behavior.
N Alerts:
2 1. AnyConnect is down
AnyConnect [& 2. CPU/Memory usage is too high
I 3. Gan not connect to LDAP server
Enabled on June 11, 2020
}

3£ Tetration Data Ingest Appliance

Appliance/Connector down

An alert generates when an appliance (or a connector) is potentially down due to missing heartbeats from the
appliance/connector.

Alert text: Missing <Appliance/Connector> heartbeats, it might be down.

Severity: High
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Figure 95: Alert for connector down

Appliance/Connector system usage .

@@ CiscoTetratizn’  GCURRENT ALERTS ®Defaut ~ & Monitoring ~ @ - &% ~
kel ‘You do not have an active license. The evaluation period will end on Thu Sep 10 2020 01:09:39 GMT+0000. Please notify admin.
=
%% Alerts configuration &
[0 Filters @ Status = ACTIVE | |
@
Event Time Status Alert Text Severity Type Actions
i
11:25 PM ACTIVE Missing AnyConnect heartbeats, it might be down HIGH CONNECTOR Z/‘ o}
°} Details
=
Appliance ID  5ee314bf1bf0541577c6349%
4 Appliance Ip  172.29.142.63
Deep Link marge. com/#/connectol NYCONNECT?id=5ee316f054 1 1a65ca2daf2fd
Last Checkin At Jun 12 2020 06.10.51 AM UTC
Name ANYCONNECT
Type ANYCONNECT

Allowed Secure Workload virtual appliances: Secure Workload Ingest and Secure Workload Edge

Allowed connectors: All

Appliance/Connector system usage

When system usage (CPU, memory, and disk) is more than 90% on an appliance (and a connector). The
appliance (and/or connector) generates an informational alert to indicate that it’s currently handling an increased

system load.

It’s normal for appliances and connectors to consume more than 90% of system resources during heavy

processing activity.

Alert text: <Number> of CPU/Memory/Disk usage on <Appliance/Connector> is too high.

Severity: High

Figure 96: Alert for connector system usage too high

(@ CiscoTetratien™  CURRENT ALERTS ®Defaut - @ Monitoring ~ @ ~ &% ~
Lot You do not have an active license. The evaluation period will end on Thu Sep 10 2020 01:09:39 GMT+0000. Please notify admin
&
“*  Alerts Configuration &
© Filters @ Status = ACTIVE ‘ |
@
Event Time Status Alert Text Severity Type Actions
P
12:51 AM AGTIVE 5.55% of MEMORY usage on AnyGonnect is 100 high HIGH GONNEGTOR =0
o Details
=
Appliance ID  5ee314bf1bf0541577c6349e
& Appliance Ip  172.29.142.63
Deep Link  marge. com/#/connecto NYCONNECT?id=5ee316105411a65ca2dar2id

Last Checkin At
Name

Type

Jun 12 2020 07.51.27 AM UTC
ANYGONNECT
ANYCONNECT

Allowed Secure Workload virtual appliances: Secure Workload Ingest and Secure Workload Edge
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. Connector Configuration Error

Allowed connectors: All

Connector Configuration Error

When you try to connect a configured connector to a configured server and the configuration fails, the system
generates an alert to indicate a potential issue with the configuration after accepting and deploying it.

For example, The AnyConnect connector can take an LDAP configuration, validate and accept the configuration.
However, during the normal operation, it is possible that the configuration is no longer valid.

Alert captures the scenario and indicates that you have to take corrective action to update the configuration.
Alert text: Cannot connect to <Appliance/Connector> server, check <Appliance/Connector> config.

Severity: High, Low

Server Connector
LDAP server AnyConnect, F5, ISE, WDC
ISE server ISE
ServiceNow server ServiceNow

Figure 97: Alert for config status error

@ CiscoTetratizn’  CURRENT ALERTS ®Defaut » @ Monitoring ~ @ ~ 8% -

[ You do ot have an active license. The evaluation period wil encl on Thu Sep 10 2020 01:09:39 GMT+0000. Please notify admin.

Alerts configuration &

@ Filters @ | Status = AGTIVE
@

Event Time Status Alert Text Severity Type Actions
i

11:00 PM ACTIVE Can't connect to LDAP server, please check LDAP config HIGH CONNECTOR 5]
Y Details
=4

Appliance ID  See314bf1bi05415776349

»

Appliance Ip  172.29.142.63
Deep Link  marg YCONNECT?id=5ee3 1610541 1a65ca2d8f2id

Last Checkin At Jun 12 2020 06.00.51 AM UTC
Name ANYCONNECT
Reason  Invalid Credentials Original Error Text LDAP Result Code 49 Invalid Credentials 80090308 Ldap Err DSID 0
G 090446 Gomment Accept Security Gontext Error Data 52 E V 2580
Type  ANYCONNECT

Allowed Secure Workload virtual appliances: Secure Workload Ingest and Secure Workload Edge.

Allowed connectors: AnyConnect, F5, ISE, WDC, and ServiceNow.
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Connector Ul Alert Details .

Connector Ul Alert Details

Figure 98: Connector Ul Alert details

Details

Appliance ID  5ee314bf1bf0541577c634%e
Appliance Ip  172.29.142.63
Deep Link marge.tetrationanalytics.com/#/connectors/details/ANYCONNECT?id=5ee3 1610541 1a65ca2daf2fd
Last Checkin At Jun 12 2020 06.56.28 AM UTC
Name ANYCONNECT
Reason Invalid Credentials Original Error Text LDAP Result Code 49 Invalid Credentials 80090308 Ldap Err DSID 0
C 090446 Comment Accept Security Context Error Data 52 E V 2580
Type ANYCONNECT

Alert Details

See Common Alert Structure for general alert structure and information about fields. The alert_details fields
structure contains the following subfields for connector alerts.

Field Type Description

Appliance ID String Appliance ID

Appliance IP String Appliance IP

Connector ID String Connector ID

Connector IP String Connector IP

Deep Link Hyperlink Redirect to appliance/connector
page

Last CheckIn At String Last checkin time

Name String Appliance/Connector name

Reason String The reason that
Appliance/Connector can’t connect
to Secure Workload

Type String Appliance/Connector type

Example of Alert Details

After parsing alert_details as JSON (unstringified), it will display as follows.
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"Appliance ID": "5f1£3d26d674b01832c6792a",

"Connector ID": "5flf3ed47baba512a70abee4d3",

"Connector IP": "172.29.142.22",

"Deep Link":
"bingo.tetrationanalytics.com/#/connectors/details/F5?id=5f1f3e47baba512a70abee43",

"Last checkin at": "Aug 04 2020 20.37.33 PM UTC",

"Name": "F5",

"Reason": "Invalid Credentials (Original error text: LDAP Result Code 49 \"Invalid
Credentials\": )",

"Type": "F5"

Connector Ul Alert Details

Figure 99: Connector Ul Alert details

Details

Appliance ID  5ee314bf1bf0541577c634%e
Appliance Ip  172.29.142.63
Deep Link  marge.tetrationanalytics.com/#/connectors/details/ANYCONNECT ?id=5ee316f05411a65ca2dsf2fd
Last Checkin At Jun 12 2020 06.56.28 AM UTC
Name ANYCONNECT
Reason Invalid Credentials Original Error Text LDAP Resuit Code 49 Invalid Credentials 80090308 Ldap Err DSID 0
G 090446 Gomment Accept Security Gontext Error Data 52 E V 2580
Type ANYCONMNECT

Life Cycle Management of Connectors

Connectors can be enabled, deployed, configured, troubleshooted, and deleted from Secure Workload directly.

Enabling a Connector

From the Connectors page (Manage > Connectors ), a connector can be selected and enabled. The connector
can be deployed on a new virtual appliance (which has to be provisioned first and become Active before a
connector can be enabled on it) or an existing virtual appliance. Once the virtual appliance is chosen, Secure
Workload sends the rpm package for the connector to the appliance.

When Appliance Controller on the chosen appliance receives the rpm, it does the following:

1. Construct a Docker image using the rpm package received from Secure Workload. This Docker image
includes the configuration required to communicate with Kafka topic on which appliance management
messages are sent. This enables the service instantiated from this image to be able to send and receive
messages for managing the corresponding connector.

2. Create a Docker container from the Docker image.
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Enabling a Connector .

3. On Secure Workload Ingest appliance, the following additional tasks are performed.

* A free slot is identified and the corresponding IP address is determined.

* Connector listening ports (for example, 4729 and 4739 ports on NetFlow connector to receive flow
records from NetFlow V9 or IPFIX enabled switches and routers), are exposed to the host on IP

corresponding to the chosen slot.

« A Docker volume is created and added to the container.

4. The Docker container is started and it executes the connector as a supervisord managed service. The
service starts Service Controller as tet-controller which registers with Secure Workload and spawns the

actual connector service.

Figure 100: Docker Images

[root@beretta-ingest-1 tetter]# docker images
REPOSITORY
netflow_sensor-3.4.2.52222 .maarumug.mrpm.build-netflow

tet-service-base
artifacts.tet.wtf:6555/centos
[root@beretta-ingest-1 tetter]#

Figure 101: Docker Volumes

[root@beretta-ingest-1 tetter]# docker volume 1s
VOLUME NAME

TAG IMAGE ID

5d379fac6e37d85f2bdeff45  2635145b44c8
latest 6bel71bbe648
7431611 c5d48e81b986

CREATED

About a minute ago
4 days ago

4 months ago

373b5b682096547bf252678405943c21110593b88485b996e7259fade314c439

[root@beretta-ingest-1 tetter]#

Figure 102: Docker containers

[root@beretta-ingest-1 tetter]# docker ps
CONTAINER ID IMAGE
D NS

2c7a7ed4f853
a minute ago Up About a minute
[root@beretta-ingest-1 tetter]#

PORTS

netflow_sensor-3.4.2.52222 .maarumug.mrpm.build-netflow:5d379fac6e37d85f2bdeff45
172.29.142.26:4729->4729/udp, 172.29.142.26:4739->4739/udp

COMMAND
NAMES

CREATE

About

"/usr/bin/supervisor.."
nf-5d379fac6e37d85f2bdef 45
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Figure 103: Slot used by the Docker container and list of exposed ports

[root@beretta-ingest-1 tetter]# cat /local/tetration/appliance/appliance.conf
{
"type "TETRATION_DATA_INGEST",
"slots": [
{
"available": false,
"index": 0,
"mapped_ip": "172.29.142.26",
"share_volume": true,
"count": 1,
"service_containers": {
"5d379fac6e37d85f2bdef 45" : {
"connector_id": "5d379fac6e37d85f2bdeff44",
"service_id": "5d379fac6e37d85f2bdeff45",
"container_id": "2c7a7ed4f853e85f3d620c663f1c7f5395b53b9dd6696276ac439d34feld2bf1"
"image_name": "netflow_sensor-3.4.2.52222.maarumug.mrpm.build-netflow:5d379fac6e37d85f2bdeff45",
"container_name": "nf-5d379fac6e37d85f2bdeff45",
"service_type": "NETFLOW_SENSOR",
"ip_bindings": [

"protocol": "udp
1
5

"volume_id": "373b5b682096547bf252678405943c2f110593b88485b996e7259f a4e314c439"

"available": true,

"index": 1,

"mapped_ip": "172.29.142.27",
"share_volume": true,
"count": 0,
"service_containers":

"available": true,

"index": 2,

"mapped_ip": "172.29.142.28",
"share_volume": true,
"count": 0,
"service_containers": null

1
5

}[root@beretta-ingest-1 tetter]#

Figure 104: List of ports exposed by Docker container

[root@beretta-ingest-1 tetter]# docker port 2c7a7ed4f853
4729/udp -> 172.29.142.26:4729

4739/udp -> 172.29.142.26:4739

[root@beretta-ingest-1 tetter]#

Figure 105: Docker Volume mounted to a container

[root@beretta-ingest-1 tetter]# docker inspect --format='{{json .Mounts}}' 2c7a7ed4f853
[{"Type":"volume","Name" : "373b5b682a96547bf252678405943c2f110593b88485b996e7259f a4e314c439" , "Source" : " /var/lib/docker/volumes/373b5b6

82096547bf2526784a5943c2110593b88485b996e7259fa4e314c439/_data", "Destination":"/local/tetration", "Driver":"local", "Mode":"z" ,"RW":tr
ue, "Propagation":""}]
[root@beretta-ingest-1 tetter]#

Service Controller is responsible for the following functions:
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Viewing Connector-Related Informat