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Deploy SD-WAN Overlay Using SD-WAN Wizard

Management Center allows you to easily configure VPN tunnels and routing configuration between your
centralized headquarters (hubs) and remote branch sites (spokes) using the new SD-WAN wizard. When it
comes to implementing route-based VPN in a hub and spoke topology, Dynamic Virtual Tunnel Interface
(DVTI) is configured on the hub and SVTI (Static Virtual Tunnel Interface) is configured on the spoke.

Benefits of Using SD-WAN Wizard
« Simplifies and automates the VPN and routing configuration of your SD-WAN network.
o Creates route-based VPN tunnels and simplifies the configuration process by automating tasks such as:
o Generating static tunnel interfaces of the branches.
o Assigning IP addresses to the tunnel interfaces.

o Configuring BGP for the SD-WAN overlay network. These configurations ensure seamless connection
between hubs and spokes, and spoke to spoke through the hub.

« Provides seamless routing because hubs act as route reflectors and enable the following:
o Provide connectivity between the spokes.
o Determine the best routing path based on the spokes’ active and backup tunnels.

o Requires minimal user input.

o Easily add multiple branches at a time.

¢ Provides easy dual ISP configurations.

o Enables network scaling.

While the SD-WAN wizard simplifies and automates Threat Defense hub-and-spoke tunnel and routing
configurations, for VPN deployments with extranet devices or user-defined virtual routers use the route-
based or policy-based VPN wizards.

SD-WAN Wizard Deployment Models

Single Hub and Single ISP

ASN: 1

iBGP RR

iBGP RR Clients

¢ One SD-WAN hub-and-spoke topology
o Total number of SD-WAN VPN tunnels: 4
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Single Hub and Dual ISPs
ASN: 1

iBGP RR

iBGP RR Clients

o« Two SD-WAN hub-and-spoke topologies
o Total number of SD-WAN VPN tunnels: 8

Dual Hubs and Single ISP
ASN: 1

iBGP RR iBGP RR

Y T g O ) g
/ ) o e = I / \
/ . - 3 / \
- / \

-+ ISP1

iBGP RR Clients

« Single SD-WAN hub-and-spoke topology
o Total number of SD-WAN VPN tunnels: 8

Dual Hubs and Dual ISPs
ASN: 1

iBGP RR iBGP RR

> |

iBGP RR Clients

e« Two SD-WAN hub-and-spoke topologies
¢ Total number of SD-WAN VPN tunnels: 16
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Dual Hubs in Different Regions and Single ISP

ASN: 1 ASN: 2
iBGP RR iBGP RR

iBGP RR Clients iBGP RR Clients

e« Two SD-WAN hub-and-spoke topologies
o eBGP peering between hubs
¢ Total number of SD-WAN VPN tunnels: 8

Dual Hubs in Different regions and Dual ISPs

ASN: 1 ASN: 2
iBGP RR iBGP RR

- |[SP2

iBGP RR Clients iBGP RR Clients

e Four SD-WAN hub-and-spoke topologies
o eBGP peering between hubs
Total number of SD-WAN VPN tunnels: 16
Deploy Dual Hubs and Dual ISPs SD-WAN Overlay Network Using SD-WAN Wizard

Prerequisites for Using SD-WAN Wizard
« Management Center must be Version 7.6.0 and later.
o Hub devices must be Version 7.6.0 and later.
¢ Spoke devices must be Version 7.3.0 and later.
« Management Center Essentials (formerly Base) license must allow export-controlled functionality.

¢ You must be an Admin user.

Guidelines for Using SD-WAN Wizard

Guidelines

« When you configure the DVTIs of two hubs, ensure that they have the same IPsec tunnel mode (IPv4 or
IPv6).
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« If hubs are geographically separated with distinct protected networks, configure a point-to-point route-
based VPN topology between them to enable direct communication between these networks (Devices >
Site-to-site > Add > Route-Based VPN).

« Choose Routed as the Interface Type when you create security zones or interface groups.

« Use the spoke security zone to configure an access control policy that allows tunnel traffic to and from
the spokes.

« If a device has only IPv6 address configurations, you must configure the BGP router ID with a loopback or
physical interface that has an IPv4 address (Device > Device Management > Routing > General Settings >
BGP).

o Configure unique local IKE identity for all tunnels across all your SD-WAN VPN topologies.

Key Considerations
e You can configure a maximum of two hubs in an SD-WAN topology using the SD-WAN wizard.
o For each spoke, you can use only one WAN interface per topology.

A spoke with a second WAN interface cannot be added to an existing SD-WAN topology if it already
exists with the first WAN interface. However, for dual-ISP setups, you can configure a second SD-WAN
topology with the second WAN interface.

o Secure Firewall supports a maximum of 1024 virtual tunnel interfaces.
o Secure Firewall supports a maximum of 500 BGP peers per device.
« SD-WAN wizard does not support these features:

o IKEv1

o Cluster devices are not supported on the hub and spoke because VTl is not supported on cluster
devices.

o Extranet hubs and spokes such as ASA, Cisco I0S, Cisco Viptela, Umbrella, Meraki, or vendor

devices.
Network Topology
NYC-FW-HA NNJ-FW-HA
Primary Hub Secondary Hub
Io1: 10.100.255.65 =‘.= iBGP :‘.: Io1: 10.200.255.65
I02: 10.100.255.69 =‘ )= RR :‘,; l02: 10.200.255.69
outside2 ASN: 65070 outside2
ISP1

<+—» |[SP2

\ outside2 outside2 outside2

T PO TR sl s

2 2E L EOpE 2

PRI-FW-01 WMA-FW-01 NCT-FW-HA MCT-FW-01
Spoke 1 Spoke 2 Spoke 3 Spoke 4
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In this dual ISP topology, the hubs and the spokes are in a single region, with AS number (ASN) as 65070.
The hubs and spokes use Internal Border Gateway Protocol (iBGP) as the routing protocol to exchange
routing information.

To configure VPN tunnels between the hubs and spokes of this topology, you must create two SD-WAN
topologies using the SD-WAN wizard:

Table 1. SD-WAN Topology 1
Parameter Value
Primary Hub NYC
Secondary Hub NNJ
Spokes Branch1 (PRI) , Branch2
(WMA)
ASN 65070
BGP Community 1000
VPN Interface outside1 (ISP1)
(Spoke Tunnel Source)
Number of Tunnels 4
Table 2. SD-WAN Topology 2

Parameter

Primary Hub NNJ

Secondary Hub NYC

Spokes Branch2 (WMA), Branch3
(NCT), Branch4 (MCT)

ASN 65070

BGP Community 1000

VPN Interface outside2 (ISP2)

(Spoke Tunnel Source)

Number of Tunnels 6

Note: Two SD-WAN VPN tunnels are established to each hub from the outside2 interface of each branch.
Hence, the number of SD-WAN VPN tunnels in SD-WAN Topology 2 is 6.

The total number of VPN tunnels for this dual ISP deployment is 10.
Configure SD-WAN Overlay Using SD-WAN Wizard

You must configure two SD-WAN topologies:

« SDWAN-Topology1 with outside1 as the spoke's VPN interface for ISP1
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« SDWAN-Topology 2 with outside2 as the spoke's VPN interface for ISP2

Step 1. Choose Devices > VPN > Site to Site, and click Add.
Step 2. Click the SD-WAN Topology radio button.
Step 3. In the Topology Name field, enter SDWAN-Topology1 as the name for the topology.
Step 4. Click Create.
Step 5. Configure hubs:

i.  Click Add Hub.

ii. From the Device drop-down list, choose a hub. In this example, choose NYC-FW-HA.

iii.  Click + next to the Dynamic Virtual Tunnel Interface (DVTI) drop-down list to add a dynamic VTI for
the hub.

iv. The Add Virtual Tunnel Interface dialog box is prepopulated with default configurations. However,
you must configure the following parameters:

- From the Security Zone drop-down list, choose a security zone. In this example, it is tunnel-zone.

From the Tunnel Source drop-down list, choose the physical interface that is the source of the
dynamic VTI. Choose the IP address of this interface from the adjacent drop-down list. In this
example, it is Ethernet1/1.

- From the Borrow IP drop-down list, choose a loopback interface from the drop-down list. The
dynamic VTI inherits this IP address. If you do not have a loopback interface, click + to create one.
In this example, it is Loopback1.

- Click OK.

V. In the Hub Gateway IP Address field, enter the public IP address of the hub's VPN interface or the
tunnel source of the dynamic VTI to which the spokes connect.

Note: This IP address is auto populated if the interface has a static IP address. If hub is behind a NAT device,
you must manually configure the post-NAT IP address.
Vi. From the Spoke Tunnel IP Address Pool drop-down list, choose an IP address pool or click + to
create an address pool.
Note: Ensure that you do not check the Allow Overrides check box when you create an address pool in the
Add IP Pool dialog box as each IP address pool must be unique.

When you add spokes, the wizard auto generates spoke tunnel interfaces, and assigns IP
addresses to these spoke interfaces from this IP address pool. In this example, it is NYC-Pool1.

Vii. Click Add to save the hub configuration.

Add Hub [7]
Device* @

NYC-FW-HA v

Dynamic Virtual Tunnel Interface (DVTI)* []
.ouu\del,dvnamic,wi,‘l v |+
Hub Gateway IP Address @

[192.133.242.43

Spoke Tunnel IP Address Pool * [}

NYC-Pool1 X v |+

e IR
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viii.
Step 6.
a. C

To add the secondary hub, repeat Step 5a to Step 5g. In this example, it is NNJ-FW-HA.
Configure spokes:
lick Add Spokes (Bulk Addition).

a. In the Add Bulk Spokes dialog box, configure the following parameters:

Choose the spoke devices from the Available Devices list and click Add to move the devices to
Selected Devices. In this example, they are PRI-FW-01 and WMA-FW-01.

Use one of the following methods to select the VPN interfaces of the spokes:

Click the Interface Name Pattern radio button and specify a string to match the logical name of the
internet or WAN interface of the spokes, for example, outside*, wan*. In our example, the string for
the ISP1 interface is outside1.

If the spoke has multiple interfaces with the same pattern, the first interface that matches the
pattern is selected for the topology.

Or

Click the Security Zone radio button and choose a security zone with the VPN interfaces of the
spokes from the drop-down list, or click + to create a security zone.

Add Bulk Spokes

@) 484 Devices.

NGT-FW-H

NP

NIC-FW-HA

b. Click Next. The wizard validates if the spokes have interfaces with the specified pattern. Only the
validated devices are added to the topology.

c. Click Add, and click Next. For each spoke, the wizard automatically selects the hub's public IP address
(as defined in Hub Gateway IP Address) as the tunnel destination IP address.

Step 7.

Configure Authentication Settings for the devices in the SD-WAN topology:

a. From the Authentication Type drop-down list, choose a manual pre-shared key, an auto-generated
pre-shared key, or a certificate for device authentication.

You can use the default settings in this step and proceed to the next step. If required, you can edit the
settings later. In this example, we use Pre-shared Manual Key for device authentication.

Pre-shared Manual Key—Specify the pre-shared key for the VPN connection.

Pre-shared Automatic Key—(Default value) The wizard automatically defines the pre-shared key for
the VPN connection. Specify the key length in the Pre-shared Key Length field. The range is 1 to 127.

Certificate—\When you use certificates as the authentication method, the peers obtain digital
certificates from a CA server in your PKI infrastructure, and use them to authenticate each other.

b. From the Transform Sets drop-down list, choose one or more algorithms or use the default value.

c. From the IKEv2 Policies drop-down list, choose one or more algorithms or use the default value.
d. Click Next.
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° Authentication Settings @

Authentication Type * Transform Sets (IPsec Proposals)* IKEv2 Policies *
Pre-shared Manual Key v AES-GCM x X v AES-GCM-NULL-SHA-LATEST x

Show Details Show Details
Key*

Confirm Key*

You have unsaved changes

Step 8. Configure SD-WAN Settings:

This step involves the auto generation of spoke tunnel interfaces, and BGP configuration of the

overlay network.

a. From the Spoke Tunnel Interface Security Zone drop-down list, choose a security zone or click + to
create a security zone to which the wizard automatically adds the spokes' auto-generated Static Virtual

Tunnel Interfaces (SVTIs). In this example, the security zone is tunnel-zone.

b. Check the Enable BGP on the VPN Overlay Topology check box to automate BGP configurations such
as neighbor configurations between the overlay tunnel interfaces and basic route redistribution from the

directly connected LAN interfaces of the hubs and spokes.

c. Inthe Autonomous System Number field, enter an Autonomous System (AS) number. In this example,

the AS number is 65070.

d. In the Community Tag for Local Routes field, enter the BGP community attribute to tag connected and

redistributed local routes.

This attribute enables easy route filtering. Note this community string, you must use the same

community string for the second SD-WAN VPN topology. In this example, the community string is

1000.

e. Check the Redistribute Connected Interfaces check box and choose an interface group from the
drop-down list or click + to create an interface group with connected inside or LAN interfaces for BGP
route redistribution in the overlay topology. In this example, the interface group is inside-if-group.

f. Check the Enable Multiple Paths for BGP check box to allow multiple BGP routes to be used at the
same time to reach the same destination. This option enables BGP to load-balance traffic across

multiple links.

g. Click Next.

© sp-wan settings

Spoke Tunnel Interface Auto Generation

Static Virtual Tunnel Interfaces (SVTIs) are auto generated on each spoke using the spoke's VPN interface as tunnel source to establish a VPN to the DVTI on each of the hubs. View more

Spoke Tunnel Interface Security Zone @)

tunnel-zone X v + 7

Overlay Routing Configuration
BGP can be enabled on the VPN overlay topology for seamless VPN connectivity from the spokes to the hub, and for spoke-to-spoke connectivity via the hub. View more

Enable BGP on the VPN Overlay Topology
Autonomous System Number* @ Community Tag for Local Routes* @

65070 | 1000

Redistribute Connected Interfaces @

(inside-it-group X v ] +
[ ] Secondary Hub is in different Autonomous System @

Enable Multiple Paths for BGP

Allows multiple BGP routes to be used at the same time to reach the same destination. Enables BGP to load-balance traffic across multiple links.
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h. Click Finish to save and validate the SD-WAN topology.

Step 9. Repeat Step 1 to Step 8 to configure the SDWAN-Topology2 with the VPN interface for ISP2:

outside?2.

You can view the topology in the Site-to-Site VPN Summary page (Devices > Site to Site VPN).
After you deploy the configurations to all the devices, you can see the status of all the tunnels in

this page.
Firewall ;Man‘ag‘ement Center Overview Analysis Policies Devices
Devices / VPN el 1€
e
Y Select
)
Topology Name VPN Type Network Topology
> SDWAN-Topology1 Route Based (VTI) SD-WAN Topology
> SDWAN-Topology2 Route Based (VTI) SD-WAN Topology

Objects Integration  Deploy Q

Last Updated: 11:12 PM NAT Exemptions

Tunnel Status Distribution

4- Tunnels

6- Tunnels

(@) ‘O ¥+ @  rasabrah v

IKEv1

IKEv2

v

v

bl
cisco St

X [ Refresh

N
-
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Configure Overlay Routing for the SD-WAN Network

While the SD-WAN Wizard automatically redistributes directly connected interfaces, full end-to-end site-
to-site communication often requires additional route redistribution, especially if there are other routers or
internal networks behind the Threat Defense device.

New York City, NY (NYC) Newark, Y (NNJ)
Site ID 100 et T sty Site ID 200
SN e
e —_— i
i "
1010000718 wm000ns

LAN: 10.[1-2]00.0.0/16 + 10.0.0.0/8 + 0.0.0.0/0
eBGP set community 1000

WAN: 10.7x.0.0/16 - eBGP
10.7%.254.0/24 or /29

WAN: 10.[1-2]00.0.0/16 + 10.0.0.0/8 + 0.0.0.0/0
10.[1-2]00.224.120/29 - iBGP community 1000

™ Configuring mutual route redistribution between LAN and SD-
./ WAN on the Threat Defense to enable end-to-end IP
“ reachability between spoke to hub and spoke to spoke

Bep
AS 65070 ¢
Community 1000 )

“‘. WARN: 10.7x.0.0/16 - iBGP community 1000
H 10.7x.254.0/29 or /24

o | WAN: 10.0.0.0/8

: 10.[1-2]00.0.0/16

0.0.0.0/0

10.7x.0.0/16

10.7x.254.0/29 or /24

Route-map
set community 1000

H H o Vo w01 |
10711208024 | H o | om s |
: ! LAN: 10.7x.0.0/16 - Static/eBGP/OSPF/EIGRP

wrz000E P 107300/16

h PR / \, . / \ ot /
. e (spoxn) Brsneh (spokea) Bt fSpeked) /

Providence, R (PRI) Worchester, MA (WMA) New Haven, CT (NCT) Manchester, CT (MCT)
Site ID 71 Site ID 72 Site ID 73 Site ID 74

In this example, the topology has these parameters:

Hub Sites

« New York City, NYC: Designated as the Primary Hub. It uses a NYC-FW-HA FPR-3105 firewall in a HA
pair.

> Use eBGP peering between the Core switches and the Theat Defense device (NYC-FW-HA)
o Newark, NY (NNJ)
o Designated as the Secondary Hub. It uses an NNJ-FW-HA FPR-3105 firewall, also in an HA pair.

« Both hubs utilize a pair of Layer 2/Layer 3 core switches (" NYC Core 1 and Core 2") for interconnecting
various internal domains.

¢ DNS servers 10.100.0.5/24 and 10.200.0.5/24 are available at these sites for testing purposes.
Spoke Sites: There are four branch offices, each with a different routing configuration for its LAN:
» Providence, RI (PRI):
> Static routing on Threat Defense (PRI-FW-01) for LAN connectivity towards PRI-SWO01.
o Route redistribution configured between Static routes and iBGP.
o Worchester, MA (WMA):
o eBGP peering between Threat Defense (WMA-FW-01) and (WMA-SWO01) LAN switch
o Mutual route redistribution configured between eBGP and iBGP.
o New Haven, CT (NCT):
o OSPF peering between Theat Defense (NCT-FW-HA) and Layer 2/Layer 3 (NCT-SWO01) LAN switch

o Mutual route redistribution configured between OSPF and iBGP.

© 2025 Cisco Systems, Inc., and/or its affiliates. All rights reserved. (LDW_E4) Page 11 of 29



o Manchester, CT (MCT):
o EIGRP between from Theat Defense (MCT-FW-01) and Layer 2/Layer 3 (MCT-SWO01) LAN switch
o Mutual route redistribution configured between EIGRP and iBGP.
Note: We strongly recommend using route maps to control your route redistribution. This helps to avoid

potential routing loops.

Hub-Side (New York City) Route Advertisement (eBGP)

In this example, for the New Your City Hub, three primary routes are advertised through eBGP:
« 10.100.0.0/16
e A summarized or aggregated route of 10.0.0.0/8

The Core is set to advertise these routes with a BGP community of 1000. If the BGP community is not set
correctly, these routes will not be redistributed into the overlay. A BGP community of 1000 is set for these
routes.

Route Redistribution from WAN to LAN (at Hubs)

On the Threat Defense devices at the Hub sites, a route map is configured to control the advertisement of
routes from the SD-WAN overlay (WAN) back to the LAN side:

« This route map specifically controls the advertisement of 10.7x.x.x/16 networks, where ‘x’ corresponds
to the branch locations (for example, 71 for PRI, 72 for WMA, 73 for NCT, 74 for MCT).

e Only specific WAN interface routes, 10.7x.254.0/24 or /29, are advertised. This is because these
represent directly connected interfaces, which are necessary for the hub to correctly install routes.

o If these specific routes are not advertised, the summary routes that we advertised from the branches wiill
not be installed. This is necessary to facilitate recursive routing lookup, ensuring the correct next-hop
information is correctly installed in the routing table.

Threat Defense Advertisement into the SD-WAN Overlay

» Threat Defense devices in Hub advertise directly connected segments (10.100.224.120/29,
10.200.224.120/29) with an iBGP community of 1000.

» Routes received from the LAN side (using eBGP redistribution) that already have the BGP community set
(for example, 1000) are also advertised into the overlay.

Receiving Side (Hubs) Route Acceptance

« On the receiving side (hubs), a route map is configured on the Threat Defense devices to only accept
routes that have the BGP community set to 1000.

Need for Route Redistribution

The LAN-side networks (for example, at the branch/spoke sites such as PRI, WMA, NCT, MCT, and behind
the hub sites NYC, NNJ) are not directly connected to the Threat Defense devices. Therefore, they cannot
communicate directly with one another.

Instead, these LAN networks are connected through other routing protocols or static routes configured on
separate Layer 2/Layer 3 switches or routers behind the Threat Defense devices.

¢ PRI uses static routing
« WMA uses eBGP
¢ NCT uses OSPF
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e MCT uses EIGRP

The hub sites (NYC, NNJ) also have core switches or routers behind them that use eBGP to advertise their
internal networks.

For devices at one branch to communicate with devices at another branch or at the hub, all relevant LAN-
side routes must be advertised into the SD-WAN BGP overlay running BGP, and the overlay BGP routes
must be advertised back into the LAN routing domains.

Although the SD-WAN wizard simplifies deployment by automatically configuring BGP on the overlay and
redistributing directly connected (inside or LAN-facing) interfaces, this is often insufficient in environments
where LAN-side networks are not directly connected to the Threat Defense devices and rely on other
routing protocols or static routes. In these cases, you must manually configure mutual route redistribution
between the LAN-side routing protocols (such as Static, eBGP, OSPF, or EIGRP) and the SD-WAN BGP
overlay to ensure full end-to-end IP reachability between spoke and hub sites.

View BGP Peering in Hub
Step 1. Choose Devices > Device Management.
Step 2. Click NNJ-FW-HA from the device listing page.
Step 3. Click the Summary tab.

Step 4. In the General area, click CLI and execute the following command to view the route advertised
to the LAN neighbor:

> show bgp summary

Figure 1. BGP summary
CLI Troubleshoot

>_ Command:[show BGP summary ] = Execute @ Refresh [ ) Copy

> show BGP summary

BGP router identifier 10.200.255.69, local AS number 65070
BGP table version is 23, main routing table version 23

10 network entries using 2000 bytes of memory

15 path entries using 1200 bytes of memory

3 multipath network entries and 6 multipath paths

6/5 BGP path/bestpath attribute entries using 1248 bytes of memory
3 BGP AS-PATH entries using 88 bytes of memory

1 BGP community entries using 24 bytes of memory

© BGP route-map cache entries using @ bytes of memory

@ BGP filter-list cache entries using @ bytes of memory

BGP using 4560 total bytes of memory

BGP activity 14/4 prefixes, 19/4 paths, scan interval 60 secs

Neighbor
10.79.200.11
10.79.200.12
10.200.224.121
10.200.224.122
10.79.200.139
10.79.200.140
10.79.200.141

AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down State/PfxRcd
65070 36613 36602 22 o ©4wed 2
65070 36327 36321 23 0 3wéd
65200 44673 36621 23 0 4wed
65200 44706 36629 23  4wed
65070 36624 36638 23 0 4wed
65070 36604 36625 23 0 4wed 2
65070 36318 36326 23 0 3wed

N N N N NS

The highlighted IP addresses are the two eBGP peering established between the Threat Defense devices at
the hub and their respective LAN-side core switches.

View Advertised Routes to Neighbors

To view BGP routes that the Threat Defense is advertising to its specific eBGP neighbor:
Step 1. Choose Devices > Device Management.
Step 2. Click NNJ-FW-HA from the device listing page.
Step 3. Click the Summary tab.
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|
Step 4. In the General area, click CLI and execute the following command:
> show bgp neighbors 10.200.224.121 advertised-routes

Figure 2. BGP neighbors
CLI Troubleshoot

>_ Command: show bgp neighbors 10.200.224.1 =» Execute @ Refresh | Copy

> show bgp neighbors 10.200.224.121 advertised-routes

BGP table version is 23, local router ID is 10.200.255.69

Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
r RIB-failure, S Stale, m multipath

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Next Hop Metric LocPrf Weight Path
*>110.71.0.0/16 10.71.254. 1 100 2
¥>110.71.254.0/29 10.79.200. 1 100 2
*>110.72.0.0/16 10.72.254. 1 100 65072 i
*>i10.72.254.0/29 10.79.200. 1 100

*>i10.73.0.0/16 10.73.254. 1 100
*>i10.73.254.0/29 10.79.200 1 160

Total number of prefixes 6

Step 5. To view the routes received by the Threat Defense device from the LAN side:

> show bgp neighbors 10.200.224.121 routes

Figure 3. BGP routes
CLI Troubleshoot

2 Command:{ show bgp neighbors 10.200.22... \ = Execute @ Refresh ) Copy

> show bgp neighbors 10.200.224.121 routes

BGP table version is 23, local router ID is 10.200.255.69

Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
r RIB-failure, S Stale, m multipath

Origin codes: i - IGP, e - EGP, ? - incomplete

Network Next Hop Metric LocPrf Weight Path
r> 0.0.0.0 10.200.224.121 65200 65100 65101 ?
*> 10.0.0.0 10.200.224.121 ) 65200 i
*> 10.200.0.0/16 10.200.224.121 () 65200 i

Total number of prefixes 3

The LAN side (core switches) will advertise routes including a default route (0.0.0.0/0), a summary route of
10.0.0.0, and specific routes such as 10.200.0.0/16 for the New Jersey location.

NNJ-FW-HA (Hub): Configure BGP for SD-WAN Overlay
Step 1. Choose Devices > Device Management.
Step 2. Click NNJ-FW-HA from the device listing page.
Step 3. Click the Routing tab.
Step 4. Under General Settings, click BGP.
Step 5. Check the Enable BGP check box to enable the BGP routing process.
Step 6. In the AS Number field, enter the autonomous system (AS) number for the BGP process.

In this example, a private AS number of 65070 is used for the SD-WAN overlay.

© 2025 Cisco Systems, Inc., and/or its affiliates. All rights reserved. (LDW_E4) Page 14 of 29



Insine Sots Routing OHCP

Enable BGP: 1
AS Number
65070

‘Overrice BGP general Setings router-id address:
Router 1d
Automatic

P Address®

General s

recened

Enforce the first AS is paer's AS for EBGR routes

Step 7. Choose BGP > IPv4.

Step 8. Check the Enable BGP check box to enable the BGP routing process.
Step 9. Click Neighbor.

Step 10. Click Add to define BGP neighbors and neighbor settings.

In this example, two neighbors are configured, 10.200.224.121(NNJ-Core1) and
10.200.224.122 (NNJ-Core?2), which represents the core switches.

Figure 5. Configure Neighbor

Step 11. Click Edit icon next to one of the existing neighbors to see the configuration details.

Figure 6. Neighbor Details

Edit Neighbor
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The Route Map can be used to manage route redistribution in both directions, inbound and outbound. In
our example, specifically for BGP, we are using an outbound route map (from SD-WAN to LAN) and not
employing any inbound route map (from LAN to SD-WAN).
Configure IPv4 Prefix List for Hub

Step 1. Choose Objects > Object Management.

Step 2. Choose Prefix List > IPv4 Prefix List.

Step 3. Click Add IPv4 Prefix List.

Step 4. In the Name field, enter All-branch-inside-networks.
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Step 5. Click Add.
The Add Prefix List Entry dialog box is displayed. You can configure the following:
- Action: Allow
- Sequence No: 10

- IP Address: 10.64.0.0/12. The IP address represents a summarized range of spoke-side
networks, specifically PRI (71), WMA(72), NCT(73), and MCT(74). It allows route matching
based on defined subnet mask criteria, such as a minimum mask length of /16 and a
maximum mask length of /29.

- Minimum prefix length: 16
- Maximum Prefix Length: 29
Step 6. Click Add.
Step 7. Click Save.

Create Community List for Hub
Step 1. Choose Objects > Object Management.
Step 2. Expand Community List and click Community.
Step 3. Click Add Community List.
Step 4. In the Name field, enter a name. In this example, we use SDWAN-BGP-community.
Step 5. Click Add.
The Add Community List Entry dialog box.
Step 6. Select the Standard radio button to indicate the community rule type.
Step 7. From the Action drop-down list, select the Allow option to indicate redistribution access.
Step 8. In the Communities field, specify a community number. In this example, we enter 1000.
Step 9. Click Add.
Step 10. Click Save.

Add a Route Map Object for Hub
Step 1. Choose Objects > Object Management.
Step 2. Click Route Map.
Step 3. Click Add Route Map.
Step 4. In the Name field, enter Hub-SDWAN2LAN-rdist-rmap.
Step 5. Click Add.
Step 6. In the Sequence No. field, enter a number. In this example, we enter 10.

Step 7. Select the Allow action from the Redistribution drop-down list, to indicate the redistribution
access.

Step 8. Click IPv4.
i Click the Address tab.
ii. Choose Prefix list for matching from the drop-downlist and then enter or select the Prefix list

objects you want to use for matching. In this example, we choose All-branch-inside-networks.
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iii. Click Add.
Step 9. Click BGP.
Step 10. Click the Community List tab.
Step 11. Click edit and select SDWAN-BGP-community community list.
Step 12. Click OK.

Step 13. Click Add.
Step 14. Click Save.
PRI Branch (Spoke 1): Configure Static and iBGP Mutual Route Redistribution

PRI Branch (Spoke 1) is configured to use static routing on its LAN side.

Configure IPv4 Prefix List for PRI (Spoke)
Step 1. Choose Objects > Object Management.
Step 2. Choose Prefix List > IPv4 Prefix List.
Step 3. Click Add IPv4 Prefix List.
Step 4. In the Name field, enter PRI-inside-10.71.0.0-16.
Step 5. Click Add.
The Add Prefix List Entry dialog box is displayed. You can configure the following:
- Action: Allow
- Sequence No: 10
- IP Address: 10.64.0.0/16
Step 6. Click Add.
Step 7. Click Save.

Add a Route Map Object for PRI (Spoke)
Step 1. Choose Objects > Object Management.
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Step 2. Click Route Map.

Step 3. Click Add Route Map.

Step 4. In the Name field, enter Static2iBGP-rdist-rmap.

Step 5. Click Add.

Step 6. In the Sequence No. field, enter a number. In this example, we enter 10.

Step 7. Select the Allow action from the Redistribution drop-down list, to indicate the redistribution
access.

Step 8. Click IPv4.
Step 9. Click the Address tab.

Step 10. Choose Prefix list for matching from the drop-downlist and then enter or select the Prefix list
objects you want to use for matching. In this example, we choose PRI-inside-10.71.0.0-16.

Sequence No:

Redistribution:
© Allow
Match Clauses  Set Clauses

Security Zones Address (1) NextHop (0)  Route Source (0)
IPva
1PV6 Select addresses to match as access list or prefix list addresses of route.

Access List
BGP

Others.

* Prefix List

Standard

Available IPv4 Prefix List C Selected IPv4 Prefix List
Q Search PRI-inside-10.71.0.0-16 -

All-branch-inside-networks Add
Ali-hub-inside-networks

Any-0-0

Default-route-0-0

Step 11. Click Add.
Step 12. Click Save.

Configure Static Route Redistribution for Spoke (PRI-FW-01)
Step 1. Choose Devices > Device Management.
Step 2. Click PRI-FW-01 from the device listing page.
Step 3. Click the Routing tab.
Step 4. Click Static Route.

A static route from the firewall points back to the LAN side.

Figure 7. Configure Static Route on PRI-FW-01
PRI-FW-01

Cisco Firepower 1010 Threat Defense

Device Interfaces Inline Sets. Routing DHCP VTEP SNMP
Manage Virtual Routers
Leaked from .
Network & Interface Vit Router | Gateway Tunneled  Metric  Tracked

Virtual Router Properties

* IPvé Routes
ECMP

- 71,0.0-16 Global PRI-inside-gateway (10.71,254,1) false 1

OSPF v IPv6 Routes
OSPFV3
EIGRP

RIP

Policy Based Routing

-
1Pv4
IPV6

Static Route
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The static route must be redistributed into BGP.

Step 5. Under General Settings, click BGP.

Step 6. Check the Enable BGP check box to enable the BGP routing process.

Step 7. In the AS Number field, enter the autonomous system number and click Save.
In this example, the AS number is 65070.

Step 8. Choose BGP > IPv4.

Step 9. Check the Enable IPv4 check box.

Step 10. Click the Redistribution tab. Redistribution settings allow you to define the conditions for
redistributing routes from another routing domain into BGP.

Step 11. Click Add.
Step 12. In the Add Redistribution dialog box, configure these parameters:

i. From the Source Protocol drop-down list, choose the protocol from which you want to redistribute
routes into the BGP domain. In this example, choose Static.

ii. In the Metric field, enter a metric for the redistributed route. In this example, the value is 1.

iii. In the Route Map drop-down list, enter or choose a route map that should be examined to filter the
networks to be redistributed. If not specified, all networks are redistributed. The Static2iBGP-rdist-
map is selected. This ensures that only desired routes are advertised and that they are tagged with
the correct community for proper routing within the SD-WAN overlay.

iv.  Click OK.
Step 13. Click Save.
WMA Branch (Spoke 2): Configure eBGP and iBGP Mutual Route Redistribution

You do not have to manually configure route redistribution between the LAN side (eBGP) and the SD-WAN
overlay (iBGP) because WMA uses eBGP. The Threat Defense devices automatically redistribute routes
between eBGP and iBGP. This simplifies the configuration process for branches using eBGP.

NCT Branch (Spoke 3): Configure OSPF and iBGP Mutual Route Redistribution

Configure IPv4 Prefix List for NCT (Spoke)
Step 1. Choose Objects > Object Management.
Step 2. Choose Prefix List > IPv4 Prefix List.
Step 3. Click Add IPv4 Prefix List.
Step 4. In the Name field, enter NCT-inside-10.73.0.0-16.
Step 5. Click Add.
The Add Prefix List Entry dialog box is displayed. You can configure the following:
- Action: Allow
- Sequence No: 10
- IP Address: 10.73.0.0/16
Step 6. Click Add.
Step 7. Click Save.

© 2025 Cisco Systems, Inc., and/or its affiliates. All rights reserved. (LDW_E4) Page 19 of 29



Add a Route Map Object for NCT (Spoke)
Configure a route map from OSPF to iBGP.
Step 1. Choose Objects > Object Management.
Step 2. Click Route Map.
Step 3. Click Add Route Map.
Step 4. In the Name field, enter OSPF2iBGP-rdist-rmap.
Step 5. Click Add.
Step 6. In the Sequence No. field, enter a number. In this example, we enter 10.

Step 7. Choose the Allow action from the Redistribution drop-down list, to indicate the redistribution
access.

Step 8. Click IPv4.
i. Click the Address tab.

ii. Choose Prefix list for matching from the drop-downlist and then enter or select the Prefix list
objects you want to use for matching. In this example, we choose NCT-inside-10.73.0.0-16.

Redistribution:
© Allow
Match Clauses  Set Clauses
Security Zones Address (1) Next Hop (0) Route Source (0)
—
S Select addresses to match as access list or prefix list addresses of route.
fetus Access List
BGpP ® Prefix List
Others
Standard
Available IPv4 Prefix List 2 Selected IPv4 Prefix List
Q Search NCT-inside-10.73.0.0-16 w
All-branch-inside-networks g Add
Ali-hub-inside-networks
Any-0-0
iii.  Click Add.

Step 9. Click Save.

Add a Route Map Object for NCT (Spoke)
Configure a route map from SD-WAN to LAN side of the branch.
Step 1. Choose Objects > Object Management.
Step 2. Click Route Map.
Step 3. Click Add Route Map.
Step 4. In the Name field, enter Branch-SDWAN2LAN-rdist-map.
Step 5. Click Add.
Step 6. In the Sequence No. field, enter a number. In this example, we enter 10.

Step 7. Select the Allow action from the Redistribution drop-down list, to indicate the redistribution
access.

Step 8. Click Add.
Step 9. Click Save.
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Configure OSPF and iBGP Mutual Route Redistribution for Spoke (NCT-FW-HA)

The configuration for NCT, a spoke site in the topology, integrates its LAN-side OSPF routing with the SD-
WAN overlay's BGP routing to ensure end-to-end IP reachability across the network.

Step 1. Choose Devices > Device Management.

Step 2. Click NCT-FW-HA from the device listing page.

Step 3. Click the Routing tab.

Step 4. Under General Settings, click BGP.

Step 5. Check the Enable BGP check box to enable the BGP routing process.

Step 6. In the AS Number field, enter the autonomous system number and click Save. In this example,
the AS number is 65070.

Step 7. Choose BGP > IPv4.
i Check the Enable IPv4 check box.

ii.. Click the Redistribution tab. Redistribution settings allow you to define the conditions for
redistributing routes from another routing domain into BGP.

iii. Click Add.
iv. In the Add Redistribution dialog box, configure these parameters:

V. From the Source Protocol drop-down list, choose the protocol from which you want to redistribute
routes into the BGP domain. In this example, choose OSPF.

vi. In the Metric field, enter a metric for the redistributed route. In this example, the value is 1.

Vii. In the Route Map drop-down list, enter or choose a route map that should be examined to filter the
networks to be redistributed. If not specified, all networks are redistributed. The OSPF2iBGP-rdist-
map is selected. This ensures that only desired routes are advertised and that they are tagged with
the correct community for proper routing within the SD-WAN overlay.

i. Click OK.

Device Interfaces Inline Sets Routing DHCP VTER SNMP
Enable [Pya: AS Number 65070

General  Neighbor  Add Aggregate Address  Filtering  Networks  Redistribution  Route Injection

Saurce Pratocol AS Number/Process ID Metric RouteMap

OSPF 1 1 OSPF2IBGP-rdist-rmap

Step 8. Click Save.
Step 9. Click OSPF.

Step 10. We are redistributing routes learned through BGP (from the SD-WAN overlay) back into the
OSPF domain on the LAN side of the NCT device.

Step 11. Click Redistribution.
Step 12. Click Add.

© 2025 Cisco Systems, Inc., and/or its affiliates. All rights reserved. (LDW_E4) Page 21 of 29



Step 13.

Vi.

Vii.

viii.

iX.

Step 14.

In the Add Redistribution dialog box, configure these parameters:

From the OSPF Process drop-down list, choose the process ID as 1. For a device using virtual
routing, this drop-down list displays the unique process IDs generated for the selected virtual
router.

From the Route Type drop-down list, choose BGP. This redistributes routes from the BGP routing
process.

In the AS Number field, enter the AS number.

(Optional) Check the Use Subnets check box.

Check the Use Subnets check box.

In the Metric Value field: Metric value for the routes being distributed. In this example, the value 1.

For the Metric Type field, in OSPF, metric types 1 and 2 determine how external routes (those
redistributed from other routing protocols) are advertised within the OSPF domain. Type 1 metrics
add the internal OSPF cost to reach the Autonomous System Boundary Router (ASBR) to the
external cost, providing a more accurate end-to-end path cost. Type 2 metrics only use the external
cost, ignoring the internal cost to the ASBR. In this example, we chose metric type 1.

From the RouteMap drop-down list, enter or choose a route map. It checks for filtering the
importing of routes from the source routing protocol to the current routing protocol. If this parameter
is not specified, all routes are redistributed. Choose Branch-SDWAN2LAN-rdist-map.

Click OK.
Click Save.

MCT Branch (Spoke 4): Configure EIGRP and iBGP Mutual Redistribution

Add a Route Map Object for MCT (Spoke)
Configure a route map from SD-WAN to LAN side of the branch.

Step 1. Choose Objects > Object Management.

Step 2. Click Route Map.

Step 3. Click Add Route Map.

Step 4. In the Name field, enter EIGRP2iBGP-rdist-rmap.

Step 5. Click Add.

Step 6. In the Sequence No. field, enter a number. In this example, we enter 10.

Step 7.  Select the Allow action from the Redistribution drop-down list, to indicate the redistribution
access.

Step 8. Click IPv4.

Click the Address tab.

Choose Prefix list for matching from the drop-downlist and then enter or select the Prefix list
objects you want to use for matching. In this example, we choose MCT-inside-10.74.0.0-16.
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Step 9.

Click Add.
Click Save.

Configure EIGRP and iBGP Mutual Route Redistribution for Spoke (MCT-FW-01)
The configuration for MCT Branch (Spoke 4), a spoke site in the topology, integrates its LAN-side EIGRP

routing wi
Step 1.
Step 2.
Step 3.
Step 4.
Step 5.
Step 6.

Step 7.
Step 8.
Step 9.
Step 10.

th the SD-WAN overlay's iBGP routing to ensure end-to-end IP reachability across the network.
Choose Devices > Device Management.
Click MCT-FW-01 from the device listing page.
Click the Routing tab.
Under General Settings, click BGP.
Check the Enable BGP check box to enable the BGP routing process.
In the AS Number field, enter the autonomous system number and click Save.
In this example, 65070.
Click Save.
Choose BGP > IPv4.
Check the Enable IPv4 check box.

Click the Redistribution tab. Redistribution settings allow you to define the conditions for

redistributing routes from another routing domain into BGP.

Step 11.

V.
Step 12.
Step 13.

Click Add and update the Add Redistribution dialog:

From the Source Protocol drop-down list, choose the protocol from which you want to redistribute
routes into the BGP domain. In this example, choose EIGRP.

In the AS Number field, enter the AS number. The AS Number here refers to the EIGRP AS Number
(not BGP) and must match the configured EIGRP AS number. In this example, the EIGRP AS number
is 74.

For the Metric Type field, enter a metric for the redistributed route. In this example, the value is 1.

From the RouteMap drop-down list, enter or choose a route map that should be examined to filter
the networks to be redistributed. If not specified, all networks are redistributed. The EIGRP2iBGP-
rdist-map is selected. This ensures that only desired routes are advertised and that they are tagged
with the correct community for proper routing within the SD-WAN overlay.

Click OK.
Click Save.
Click EIGRP. We are redistributing routes learned through BGP (from the SD-WAN overlay)

back into the EIGRP domain on the LAN side of the MCT device.
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ii. In the AS Number field, specify 74.

iii. From the Available Networks list, choose the MCT-inside-if-subnet network. (Create a network
object and assign the value 10.74.254.0/24).

iv. Click Redistribution.

V. In the Add Redistribution dialog box, from the Protocol drop-down, choose the source protocol as
BGP from which the routes are being redistributed:

Vi. In the Process ID field, enter the process ID 65070.

Vii. From the RouteMap drop-down list, enter or choose a route map. In this example, choose route
map as Branch-SDWAN2LAN-rdist-rmap.
viii. Click OK.

Figure 9. Add redistribution
e

oo Secure Firewall Threat Defense for Vidware

Device Interfaces Infine Sets Rauting DHEP. TER

Enabla EIGRP

AS Number

Pratocol o Bandurdth Delay Time Rellability Loading MTu Route Map

STATIC Branch-defa 'l

Policy Based Routing BGP 65070 Branch-SDW... el

Step 14. Click Save.
Deploy Configuration to Devices
Step 1. In the Management Center menu bar, click Deploy.

Step 2. Check Deploy All to deploy configuration changes to all devices.
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Verify Routing Table on NNJ-FW-HA (Hub)
Step 1. Choose Devices > Device Management.
Step 2. Click NNJ-FW-HA from the device listing page.
Step 3. Click the Device tab.

Step 4. In the General area, click CLI and execute the following:

> show route

Figure 10. Routing Information on NNJ-FW-HA (Hub)

CLI Troubleshoot

>_ Command: show route < Exocute | ¢ Rafresn (7 Copy Device: NNJ-FW-WAN-01

The individual subnets 10.71.0.0, 10.72.0.0, 10.73.0.0, and 10.74.0.0 correspond to the remote branches:

PRI, WMA, NCT, and MCT respectively.
Verify Routing Table on MCT-FW-01 Device

To view the complete end-to-end reachability, we will examine the routing table on the MCT spoke device:

Step 1. Choose Devices > Device Management.

Step 2. Click MCT-FW-01 from the device listing page.

Step 3. Click the Device tab.

Step 4. In the General area, click CLI and execute the following:

> show route

Figure 11. Routing information on MCT-FW-01 (Spoke)

CLI Troubleshoot

>_ Command: show route =» Execute @€ Refresh _) Copy

> show route

Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, V - VPN
i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
- ODR, P - periodic downloaded static route, + - replicated route
- Static InterVRF, BI - BGP InterVRF
Gateway of last resort is 192.133.243.193 to network 0.0.0.0

0.0.0.0 0.0.0.0 [1/0] via 192.133.243.193, outside2
[1/0] via 192.133.242.33, outsidel
10.0.0.0 255.0.0.0 [200/1] via 10.100.255.69, 4wld
10.71.0.0 255.255.0.0 [200/1] via 10.200.255.69, 4wld
[200/1] via 10.100.255.69, 4wld
10.71.254.0 255.255.255.248 [200/1] via 10.200.255.69, 4wld
[200/1] via 10.100.255.69, 4wld
10.72.0.0 255.255.0.0 [200/1] via 10.200.255.69, 4wld
[200/1] via 10.100.255.69, 4wld
10.72.254.0 255.255.255.248 [200/1] via 10.200.255.69, 4wld
[200/1] via 10.100.255.69, 4wld
10.73.0.0 255.255.0.0 [200/1] via 10.200.255.69, 4wld
[200/1] via 10.100.255.69, 4wld
10.73.254.0 255.255.255.248 [200/1] via 10.200.255.69, 4wld
[200/1] via 10.100.255.69, 4wld
10.74.255.1 255.255.255.255 is directlv connected. loobbackl
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Here, 10.0.0.0 255.0.0.0 represents the aggregate route advertised from the LAN side of the hub sites
(New York City and New Jersey).

The individual subnets 10.71.0.0, 10.72.0.0, and 10.73.0.0 correspond to the remote branches: PRI, WMA,
and NCT respectively.

Scroll down to see the details of LAN subnets from the hub sites.

Figure 12. Hub site details

CLI Troubleshoot

>_ Command:| show route = Execute @ Refresh Copy

1290/ 17

10.79.200.141 255.2
is directly connect 2
.0.0 [200/1] via 10.100.255.69,
5.255.248 [200/1] via

connected by VPN (ai
10.200 255.2!

92 is directly connecte
S is directly connecte

The specific LAN subnets from the hub sites are 10.100.0.0/16 for New York (NYC) and 10.200.0.0/16 for
New Jersey (NNJ).

A complete routing table is essential for achieving end-to-end reachability across the entire network. This
extensive routing information enables seamless communication not only between spokes and hubs but also
directly between spoke sites.

Verify Routing Table on NCT-FW-HA Device

Step 1. To view the complete end-to-end reachability, we will examine the routing table on the MCT
spoke device:

Step 2. Choose Devices > Device Management.

Step 3. Click NCT-FW-HA from the device listing page.

Step 4. Click the Device tab.

Step 5. In the General area, click CLI and execute the following:

> show route
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Figure 13. Routing information on NCT-FW-HA (Spoke)

CLI Troubleshoot

>_ Command: show route - Execute @ Refresh Copy

> show route

Codes: - local, C - connected, S - a ’ = » M-

- EIGRP external, O - OSPF, IA - OSPF inter ar

- OSPF NSSA external type 1, N2 - OSPF NSSA external type

ternal type 1, E2 - OSPF external type 2, V - VPN
IS summary, L1 - 2 -1S level-2
S , * - candidat U - - tic route

- ODR, P - periodic downloaded . - e

- Static InterVRF, BI P InterVRF
Gateway of last resort is 192.133.243.193 to network 0.0.0.0

[200/1] via 10.100.255.69, 1w2d
71.254.8 255.255.255.248 [200/1] via 10.200.255.69, lw2d
[200/1] a 10.100.255.69, 1w2d
72.0.0 255.255.0.0 [200/1] via 10.200.255.69, 7wed
[200/1] via 10.100.255.69, 7wed
4.0 255.255.255.248 [200/1] via 10.200.2
[200/1] via 10.100
.© 255.255.0.0 [110/11] via 10.73.254.1
x 8 is directly connec
is directly connec
52 is directly conn
3 255.255.255.255 is directly connected, failover-link
.252 is directly connected, loopbackl
55 is directly connected, loopbackl
[200/1] via 10. 55.69, 1d12h
[200/1] via 10.100.255.69, 1d12h
255.255.0 [200/1] via 10.200.255.69, 1d12h

Verify Routing Table on PRI-FW-01 Device

To view the complete end-to-end reachability, we will examine the routing table on the MCT spoke device:

Step 1. Choose Devices > Device Management.
Step 2. Click PRI-FW-01 from the device listing page.
Step 3. Click the Device tab.

Step 4. In the General area, click CLI and execute the following:

> show route

Figure 14. Routing Information on PRI-FW-01 (Spoke)

CLI Troubleshoot

>_ Command:| show route » Execute @ Refresh Copy

> show route

Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
- EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF in
- OSPF NSSA external type 1, N2 - OSPF NSSA
- OSPF rnal type 1, E2 - OSPF external type 2,
- 1S-1S, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
- IS-IS inter area, * - candidate default, U - -user static route
- ODR, P - periodic downloaded static route, + - replicated route
Static InterVRF, BI - BGP In
Gateway of last resort is 10.10.10.1 to netw

©.0.0.0 0.0.6.0 [1/0] via 10.10.10.1, outsi
10.0.0.0 255.0.0.0 [200/1] v 10.100.255
.10.10.8 255.255 @ is directly connected,
.10.10.3 255.255.255.255 rectlv connected. ou
.71.8.0 255. @ [1/@] via 10.71.254.1, insids
.71.254.8 255.255.255.248 is directly connected, i
.71.254. .255 ctly connecte:
255.1 255.255. 55 is directly connected, loopba
[200/1] via 10.200.255.65, 1w2d
[200/1] via 10.100. 65, 1w2d
.255.255.248 [200/1] via 10.200.255.65,
[2e0/1] via 1e.
1] via 10.200.
0/1] via 10.100.
.© 255.255.255.248 [200/1] via 10.200.255.65,
[200/1] via 10.100.255.65,
255.255.0.0 [200/1] via 10.200.255.65, 1d12h
[200/1] via 10.10 : 1d12h
55.0 [200/1] via 10.200
[200/1] via 1. .25 1d12h

Verify Routing Table on WMA-FW-01 Device

To view the complete end-to-end reachability, we will examine the routing table on the MCT spoke device:

Step 1. Choose Devices > Device Management.
Step 2. Click WMA-FW-01 from the device listing page.
Step 3. Click the Device tab.
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Step 4. In the General area, click CLI and execute the following:
> show route

Figure 15. Routing Information on WMA-FW-01

>_ Command: show route - Execute @ Refresh Copy

10.71.0.0 255.255.0.0 [200/1] via 1e. 5
[200/1] via 10.200.255.65,
[200/1] via 10.100.255.69,
[200/1] via 10.100.255.65,
. 255.255.255.248 [200/1] via 10.200.25!
[200/1] via 10.20f
[200/1] via 10.100.25!
[200/1] via 10.100.25!
@ 255.255.0. .72.254.1, 7wed
s ctly connected, ins
directly connected,
directly connected,
.0 [200/1]
[200/1] g
[200/1] via 10.100.
[200/1] via 10.100.
.255.248 [200/1] via 10.
[200/1] via 10.
[200/1] via 10.10f
[200/1] via 10.100.25
255.255.0. 2 1] via 10.200.255.
2 10.200.25
10.100.255.
[200/1] via 10.100.25!
255.255.255.0 [200/1] via 10.200.
[200/1] via 10.200.
[200/1] via 10.100.
[200/1] via 16.106.
128
outsidel_static_vti_1
255
directly connected, outsidel_static_vti_1
100.128 255.255.255.

For more details on SD-WAN design and additional use cases, see Cisco Secure Firewall Threat Defense
SD-WAN Design and Deployment Guide.
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