CHAPTER

FSM Faults

This chapter provides information about the faults that may be raised during one or more stages of an
FSM task.

Note  Unless an FSM fault appears on the Overview page, you do not need to take any action to resolve the
fault. FSM stages fail and retry for many reasons. These faults do not always indicate an issue with a
component or the FSM.

fsmStFailEquipmentChassisRemoveChassis:DisableEndPoint
Fault Code: F16407

Message

[FSM:STAGE:FAILEDIRETRY]: unconfiguring access to chassis
[id](FSM-STAGE:sam:dme:EquipmentChassisRemoveChassis:DisableEndPoint)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: disable-end-point-failed

mibFaultCode: 16407

mibFaultName: fsmStFailEquipmentChassisRemoveChassisDisableEndPoint
moClass: equipment:Chassis

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]
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fsmStFailEquipmentChassisRemoveChassis:UnldentifyLocal

Fault Code: F16407

Message

[FSM:STAGE:FAILEDIRETRY]: erasing chassis identity [id] from
primary(FSM-STAGE:sam:dme:EquipmentChassisRemoveChassis:UnldentifyLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: un-identify-local-failed

mibFaultCode: 16407

mibFaultName: fsmStFailEquipmentChassisRemoveChassisUnIdentifyLocal
moClass: equipment:Chassis

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]

fsmStFailEquipmentChassisRemoveChassis:UnldentifyPeer

Fault Code: F16407

Message

[FSM:STAGE:FAILEDIRETRYT: erasing chassis identity [id] from
secondary(FSM-STAGE:sam:dme:EquipmentChassisRemoveChassis:UnldentifyPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: un-identify-peer-failed

mibFaultCode: 16407

mibFaultName: fsmStFailEquipmentChassisRemoveChassisUnIdentifyPeer
moClass: equipment:Chassis

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]

fsmStFailEquipmentChassisRemoveChassis:Wait
Fault Code: F16407

Message

[FSM:STAGE:FAILEDIRETRY]: waiting for clean up of resources for chassis [id] (approx. 2
min)(FSM-STAGE:sam:dme:EquipmentChassisRemoveChassis: Wait)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: wait-failed
mibFaultCode: 16407

mibFaultName: fsmStFailEquipmentChassisRemoveChassisWait

moClass: equipment:Chassis
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO: sys/chassis-[id]

fsmStFailEquipmentChassisRemoveChassis:decomission

Fault Code: F16407

Message

[FSM:STAGE:FAILEDIRETRY]: decomissioning chassis
[id](FSM-STAGE:sam:dme:EquipmentChassisRemoveChassis:decomission)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: decomission-failed
mibFaultCode: 16407

Cisco FXOS Faults and Error Messages, 2.2(2) g



Chapter3  FSM Faults |

mibFaultName: fsmStFailEquipmentChassisRemoveChassisDecomission
moClass: equipment:Chassis

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]

fsmStFailEquipmentLocatorLedSetLocatorLed:Execute

Fault Code: F16408

Message

[FSM:STAGE:FAILEDIRETRYT: setting locator led to
[adminState]( FSM-STAGE:sam:dme:EquipmentLocatorLedSetLocatorLed:Execute)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16408

mibFaultName: fsmStFailEquipmentLocatorLedSetLocatorLedExecute
moClass: equipment:LocatorLed

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/locator-led
Affected MO: sys/chassis-[id]/blade-[slotId]/locator-led
Affected MO: sys/chassis-[id]/fan-module-[tray]-[id]/locator-led
Affected MO: sys/chassis-[id]/locator-led

Affected MO: sys/chassis-[id]/psu-[id]/locator-led

Affected MO: sys/chassis-[id]/slot-[id]/locator-led

Affected MO: sys/fex-[id]/locator-led

Affected MO: sys/fex-[id]/psu-[id]/locator-led

Affected MO: sys/fex-[id]/slot-[id]/locator-led

Affected MO: sys/rack-unit-[id]/ext-board-[id]/locator-led
Affected MO: sys/rack-unit-[id]/fan-module-[tray]-[id]/locator-led
Affected MO: sys/rack-unit-[id]/locator-led

Affected MO: sys/rack-unit-[id]/psu-[id]/locator-led

Affected MO: sys/switch-[id]/fan-module-[tray]-[id]/locator-led
Affected MO: sys/switch-[id]/locator-led

Affected MO: sys/switch-[id]/psu-[id]/locator-led
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fsmStFailMgmtControllerExtMgmtlfConfig:Primary

Fault Code: F16518

Message

[FSM:STAGE:FAILEDIRETRY]: external mgmt interface configuration on
primary(FSM-STAGE:sam:dme:MgmtControllerExtMgmtIfConfig:Primary)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: primary-failed

mibFaultCode: 16518

mibFaultName: fsmStFailMgmtControllerExtMgmtIfConfigPrimary
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt
Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerExtMgmtlfConfig:Secondary

Fault Code: F16518

Message

[FSM:STAGE:FAILEDIRETRY]: external mgmt interface configuration on
secondary(FSM-STAGE:sam:dme:MgmtControllerExtMgmtIfConfig:Secondary)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: secondary-failed

mibFaultCode: 16518

mibFaultName: fsmStFailMgmtControllerExtMgmtIfConfigSecondary
moClass: mgmt:Controller
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailFabricComputeSlotEpldentify:ExecuteLocal
Fault Code: F16519

Message

[FSM:STAGE:FAILEDIRETRY]: identifying a server in [chassisId]/[slotld] via
CIMC(FSM-STAGE:sam:dme:FabricComputeSlotEpldentify:ExecuteLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-local-failed

mibFaultCode: 16519

mibFaultName: fsmStFailFabricComputeSlotEpIdentifyExecuteLocal
moClass: fabric:ComputeSlotEp

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: fabric/server/chassis-[chassisId]/slot-[slotId]

fsmStFailFabricComputeSlotEpldentify:ExecutePeer
Fault Code: F16519

Message

[FSM:STAGE:FAILEDIRETRY]: identifying a server in [chassisId]/[slotld] via
CIMC(FSM-STAGE:sam:dme:FabricComputeSlotEpldentify:ExecutePeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-peer-failed

mibFaultCode: 16519

mibFaultName: fsmStFailFabricComputeSlotEpIdentifyExecutePeer
moClass: fabric:ComputeSlotEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: fabric/server/chassis-[chassisId]/slot-[slotId]

fsmStFailComputeBladeDiscover:BiosPostCompletion
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for BIOS POST completion from CIMC on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:BiosPostCompletion)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: bios-post-completion-failed
mibFaultCode: 16520
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mibFaultName: fsmStFailComputeBladeDiscoverBiosPostCompletion
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:BladeBootPnuos

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: power server [chassisId]/[slotld] on with pre-boot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:BladeBootPnuos)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: blade-boot-pnuos-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverBladeBootPnuos
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:BladeBootWait

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for system reset on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:BladeBootWait)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: blade-boot-wait-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverBladeBootWait
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:BladePowerOn

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: power on server [chassisId]/[slotld] for
discovery(FSM-STAGE:sam:dme:ComputeBladeDiscover:BladePowerOn)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: blade-power-on-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverBladePowerOn
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover.BladeReadSmbios

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for SMBIOS table from CIMC on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:BladeReadSmbios)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: blade-read-smbios-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverBladeReadSmbios
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:-BmcConfigPnu0$

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: provisioning a bootable device with a bootable pre-boot image for
server(FSM-STAGE:sam:dme:ComputeBladeDiscover:BmcConfigPnuOS)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-config-pnuos-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverBmcConfigPnuOS
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:Bmcinventory

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: getting inventory of server [chassisId]/[slotld] via
CIMC(FSM-STAGE:sam:dme:ComputeBladeDiscover:BmcInventory)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-inventory-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverBmcInventory
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:BmcPreConfigPnuOSLocal
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: prepare configuration for preboot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:BmcPreConfigPnuOSLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-pre-config-pnuoslocal-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverBmcPreConfigPnuOSLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiscover:-BmcPreConfigPnuOSPeer

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: prepare configuration for preboot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:BmcPreConfigPnuOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-pre-config-pnuospeer-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverBmcPreConfigPnuOSPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:BmcPresence

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRYT: checking CIMC of server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:BmcPresence)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-presence-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverBmcPresence
moClass: compute:Blade

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:BmcShutdownDiscovered

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Shutdown the server [chassisId]/[slotld]; deep discovery
completed(FSM-STAGE:sam:dme:ComputeBladeDiscover:BmcShutdownDiscovered)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-shutdown-discovered-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverBmcShutdownDiscovered
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover.CheckPowerAvailability

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Check if power can be allocated to server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:CheckPowerAvailability)

Explanation

None set.

Recommended Action
Copy the message exactly as it appears on the console or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: check-power-availability-failed
mibFaultCode: 16520
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mibFaultName: fsmStFailComputeBladeDiscoverCheckPowerAvailability
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:ConfigBMCPowerParams

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring power profiling parameters for server [chassisId]/[slotld]
via CIMC(FSM-STAGE:sam:dme:ComputeBladeDiscover:ConfigBMCPowerParams)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: configbmcpower-params-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverConfigBMCPowerParams
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:ConfigFeLocal

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: configuring primary fabric interconnect access to server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:ConfigFeLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: config-fe-local-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverConfigFeLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:ConfigFePeer

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: configuring secondary fabric interconnect access to server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiscover:ConfigFePeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-fe-peer-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverConfigFePeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:ConfigFlexFlashScrub

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring FlexFlash Scrub on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:ConfigFlexFlashScrub)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-flex-flash-scrub-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverConfigFlexFlashScrub
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:ConfigUserAccess
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRYT: configuring external user access to server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:ConfigUserAccess)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-user-access-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverConfigUserAccess
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:HandlePooling
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Invoke post-discovery policies on server
[chassisId]/[slotIld](FSM-STAGE:sam:dme:ComputeBladeDiscover:HandlePooling)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: handle-pooling-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverHandlePooling
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:NicConfigPnuOSLocal
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: configure primary adapter in [chassisId]/[slotld] for pre-boot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:NicConfigPnuOSLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-pnuoslocal-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverNicConfigPnuOSLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiscover:NicConfigPnuOSPeer

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: configure secondary adapter in [chassisId]/[slotld] for pre-boot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:NicConfigPnuOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-pnuospeer-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverNicConfigPnuOSPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:NicPresencelocal

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: detect mezz cards in
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:NicPresenceLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-presence-local-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverNicPresenceLocal
moClass: compute:Blade

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:NicPresencePeer
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: detect mezz cards in
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiscover:NicPresencePeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-presence-peer-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverNicPresencePeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:NicUnconfigPnuOSLocal
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure adapter of server [chassisId]/[slotld] pre-boot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:NicUnconfigPnuOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: nic-unconfig-pnuoslocal-failed
mibFaultCode: 16520
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mibFaultName: fsmStFailComputeBladeDiscoverNicUnconfigPnuOSLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:NicUnconfigPnuOSPeer

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure adapter of server [chassisId]/[slotld] pre-boot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:NicUnconfigPnuOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-unconfig-pnuospeer-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverNicUnconfigPnuOSPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:0obStoragelnventory

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Perform oob storage inventory of server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:OobStoragelnventory)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: oob-storage-inventory-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverOobStorageInventory
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:Pnu0SCatalog

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Populate pre-boot catalog to server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiscover:PnuOSCatalog)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuoscatalog-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverPnuOSCatalog
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:PnuOSident

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Identify pre-boot environment agent on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:PnuOSIdent)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosident-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverPnuOSIdent
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:Pnu0OSinventory

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRYT]: Perform inventory of server [chassisId]/[slotld] pre-boot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:PnuOSInventory)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosinventory-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverPnuOSInventory
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:PnuOSPolicy

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Populate pre-boot environment behavior policy to server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:PnuOSPolicy)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuospolicy-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverPnuOSPolicy
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:Pnu0OSPowerProfiling
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Profile power for server [chassisId]/[slotId] by running
benchmark(FSM-STAGE:sam:dme:ComputeBladeDiscover:PnuOSPowerProfiling)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuospower-profiling-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverPnuOSPowerProfiling
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiscover:Pnu0SScrub

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Scrub server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiscover:PnuOSScrub)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosscrub-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverPnuOSScrub
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:Pnu0SSelfTest

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRYT: Trigger self-test of server [chassisId]/[slotld] pre-boot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:PnuOSSelfTest)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosself-test-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverPnuOSSelfTest
moClass: compute:Blade

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:PowerDeployWait
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for power allocation to server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiscover:PowerDeploy Wait)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console

or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: power-deploy-wait-failed
mibFaultCode: 16520
mibFaultName:
moClass: compute:Blade
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO:

fsmStFailComputeBladeDiscover:PreSanitize
Fault Code: F16520

Message

sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscoverPowerDeployWait

[FSM:STAGE:FAILEDIRETRY]: Preparing to check hardware configuration server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:PreSanitize)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console

or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot

resolve the issue, create a show tech-support file and

Fault Details

Severity: warning
Cause: pre-sanitize-failed
mibFaultCode: 16520

contact Cisco Technical Support.
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mibFaultName: fsmStFailComputeBladeDiscoverPreSanitize
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:PrepareKeyFile

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Prepare Key file for ROMMON to
boot(FSM-STAGE:sam:dme:ComputeBladeDiscover:PrepareKeyFile)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: prepare-key-file-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverPrepareKeyFile
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:Sanitize

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Checking hardware configuration server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiscover:Sanitize)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: sanitize-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSanitize
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:SendBmcProfilingDone

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for valid power profile for server [chassisId]/[slotld] from
CIMC(FSM-STAGE:sam:dme:ComputeBladeDiscover:SendBmcProfilingDone)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: send-bmc-profiling-done-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSendBmcProfilingDone
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:SendBmcProfilinglnit

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRYT: Start profiling power for server [chassisId]/[slotld] via
CIMC(FSM-STAGE:sam:dme:ComputeBladeDiscover:SendBmcProfilingInit)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: send-bmc-profiling-init-failed
mibFaultCode: 16520
mibFaultName: fsmStFailComputeBladeDiscoverSendBmcProfilingInit
moClass: compute:Blade
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:SetupVmedialocal
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRYT: provisioning a Virtual Media device with a bootable pre-boot image
for blade [chassisId]/[slotId][(FSM-STAGE:sam:dme:ComputeBladeDiscover:SetupVmedial.ocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: setup-vmedia-local-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSetupVmediaLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:SetupVmediaPeer
Fault Code: F16520
Message

[FSM:STAGE:FAILEDIRETRY]: provisioning a Virtual Media device with a bootable pre-boot image
for blade [chassisId]/[slotId[(FSM-STAGE:sam:dme:ComputeBladeDiscover:SetupVmediaPeer)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: setup-vmedia-peer-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSetupVmediaPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:SolRedirectDisable
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Disable Sol Redirection on server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiscover:SolRedirectDisable)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sol-redirect-disable-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSolRedirectDisable
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiscover:SolRedirectEnable

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: set up bios token on server [chassisId]/[slotld] for Sol
redirect(FSM-STAGE:sam:dme:ComputeBladeDiscover:SolRedirectEnable)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sol-redirect-enable-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSolRedirectEnable
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:SwConfigPnuOSLocal

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: configure primary fabric interconnect in [chassisId]/[slotld] for
pre-boot environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:SwConfigPnuOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-pnuoslocal-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSwConfigPnuOSLocal
moClass: compute:Blade

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:SwConfigPnuOSPeer
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: configure secondary fabric interconnect in [chassisId]/[slotId] for
pre-boot environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:SwConfigPnuOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-pnuospeer-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSwConfigPnuOSPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:SwUnconfigPnuOSLocal
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure primary fabric interconnect for server
[chassisId]/[slotld] pre-boot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:SwUnconfigPnuOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
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Cause: sw-unconfig-pnuoslocal-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSwUnconfigPnuOSLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:SwUnconfigPnuOSPeer
Fault Code: F16520

Message
[FSM:STAGE:FAILEDIRETRY]: Unconfigure secondary fabric interconnect for server

[chassisId]/[slotld] pre-boot
environment(FSM-STAGE:sam:dme:ComputeBladeDiscover:SwUnconfigPnuOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-unconfig-pnuospeer-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSwUnconfigPnuOSPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover.TeardownVmedialocal
Fault Code: F16520
Message
[FSM:STAGE:FAILEDIRETRYT: unprovisioning the Virtual Media bootable device for blade

[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:TeardownVmedial.ocal)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: teardown-vmedia-local-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverTeardownVmediaLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover.TeardownVmediaPeer

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRYT]: unprovisioning the Virtual media bootable device for blade
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:TeardownVmediaPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: teardown-vmedia-peer-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverTeardownVmediaPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:UnconfigCimcVMedia

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all mappings for
vmedia(FSM-STAGE:sam:dme:ComputeBladeDiscover:UnconfigCimcVMedia)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-cimcvmedia-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverUnconfigCimcVMedia
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:UnconfigExtMgmtGw
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all ext mgmt bmc gateway for
vmedia(FSM-STAGE:sam:dme:ComputeBladeDiscover:UnconfigExtMgmtGw)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-ext-mgmt-gw-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverUnconfigExtMgmtGw
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiscover:UnconfigExtMgmtRules

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all ext mgmt rules for
vmedia(FSM-STAGE:sam:dme:ComputeBladeDiscover:UnconfigExtMgmtRules)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-ext-mgmt-rules-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverUnconfigExtMgmtRules
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:hagConnect

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRYT]: Connect to pre-boot environment agent on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:hagConnect)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hag-connect-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverHagConnect
moClass: compute:Blade

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:hagDisconnect

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Disconnect pre-boot environment agent for server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiscover:hagDisconnect)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hag-disconnect-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverHagDisconnect
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:serialDebugConnect

Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRYT]: Connect to pre-boot environment agent on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:serialDebugConnect)

Explanation

None set.

Recommended Action
Copy the message exactly as it appears on the console or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: serial-debug-connect-failed
mibFaultCode: 16520
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mibFaultName: fsmStFailComputeBladeDiscoverSerialDebugConnect
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiscover:serialDebugDisconnect
Fault Code: F16520

Message

[FSM:STAGE:FAILEDIRETRY]: Disconnect pre-boot environment agent for server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiscover:serialDebugDisconnect)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: serial-debug-disconnect-failed

mibFaultCode: 16520

mibFaultName: fsmStFailComputeBladeDiscoverSerialDebugDisconnect
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailEquipmentChassisPsuPolicyConfig:Execute
Fault Code: F16533

Message

[FSM:STAGE:FAILEDIRETRY]: Deploying Power Management policy changes on chassis
[1d](FSM-STAGE:sam:dme:EquipmentChassisPsuPolicyConfig:Execute)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16533

mibFaultName: fsmStFailEquipmentChassisPsuPolicyConfigExecute
moClass: equipment:Chassis

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]

fsmStFailAdaptorHostFclfResetFcPersBinding:ExecuteLocal
Fault Code: F16534

Message

[FSM:STAGE:FAILEDIRETRY]: Resetting FC persistent bindings on host interface
[dn](FSM-STAGE:sam:dme: AdaptorHostFcIfResetFcPersBinding:ExecuteLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-local-failed

mibFaultCode: 16534

mibFaultName: fsmStFailAdaptorHostFcIfResetFcPersBindingExecuteLocal
moClass: adaptor:HostFcIf

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id] /host-fc-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-fc-[id]

fsmStFailAdaptorHostFclfResetFcPersBinding:ExecutePeer
Fault Code: F16534

Message

[FSM:STAGE:FAILEDIRETRY]: Resetting FC persistent bindings on host interface
[dn](FSM-STAGE:sam:dme:AdaptorHostFcIfResetFcPersBinding:ExecutePeer)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-peer-failed

mibFaultCode: 16534

mibFaultName: fsmStFailAdaptorHostFcIfResetFcPersBindingExecutePeer
moClass: adaptor:HostFcIf

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/host-fc-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-fc-[id]

fsmStFailComputeBladeDiag:BiosPostCompletion
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for BIOS POST completion from CIMC on server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:BiosPostCompletion)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bios-post-completion-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagBiosPostCompletion
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:BladeBoot
Fault Code: F16535
Message

[FSM:STAGE:FAILEDIRETRY]: Power-on server [chassisId]/[slotld] for diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:BladeBoot)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: blade-boot-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagBladeBoot
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:BladeBootWait

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for system reset on server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:BladeBootWait)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: blade-boot-wait-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagBladeBootWait
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiag:BladePowerOn
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Power on server [chassisId]/[slotld] for
diagnostics(FSM-STAGE:sam:dme:ComputeBladeDiag:BladePowerOn)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: blade-power-on-failed
mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagBladePowerOn

moClass: compute:Blade
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:BladeReadSmbios
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Read SMBIOS tables on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:BladeReadSmbios)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: blade-read-smbios-failed
mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagBladeReadSmbios

moClass: compute:Blade
Type: fsm
Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:BmcConfigPnu0S

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: provisioning a bootable device with a bootable pre-boot image for
server(FSM-STAGE:sam:dme:ComputeBladeDiag:BmcConfigPnuOS)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-config-pnuos-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagBmcConfigPnuOS
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:BmcInventory

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRYT: Getting inventory of server [chassisId]/[slotld] via
CIMC(FSM-STAGE:sam:dme:ComputeBladeDiag:BmcInventory)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: bmc-inventory-failed
mibFaultCode: 16535
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mibFaultName: fsmStFailComputeBladeDiagBmcInventory
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:BmcPresence
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Checking CIMC of server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:BmcPresence)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-presence-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagBmcPresence
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:BmcShutdownDiagCompleted

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Shutdown server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:BmcShutdownDiagCompleted)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: bmc-shutdown-diag-completed-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagBmcShutdownDiagCompleted
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:CleanupServerConnSwA

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Cleaning up server [chassisId]/[slotld] interface on fabric
A(FSM-STAGE:sam:dme:ComputeBladeDiag:CleanupServerConnSwA)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: cleanup-server-conn-sw-afailed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagCleanupServerConnSwA
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:CleanupServerConnSwB

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRYT: Cleaning up server [chassisId]/[slotld] interface on fabric
B(FSM-STAGE:sam:dme:ComputeBladeDiag:CleanupServerConnSwB)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: cleanup-server-conn-sw-bfailed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagCleanupServerConnSwB
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:ConfigFeLocal
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring primary fabric interconnect access to server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:ConfigFeLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-fe-local-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagConfigFeLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:ConfigFePeer
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring secondary fabric interconnect access to server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:ConfigFePeer)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-fe-peer-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagConfigFePeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:ConfigUserAccess

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring external user access to server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:ConfigUserAccess)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-user-access-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagConfigUserAccess
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiag:DebugWait
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for debugging for server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:DebugWait)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: debug-wait-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagDebugWait

moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true
Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:DeriveConfig

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRYT]: Derive diag config for server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:DeriveConfig)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: derive-config-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagDeriveConfig

moClass: compute:Blade

Type: fsm
Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:DisableServerConnSwA

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Disable server [chassisId]/[slotld] interface on fabric A after
completion of network traffic tests on fabric
A(FSM-STAGE:sam:dme:ComputeBladeDiag:DisableServerConnSwA)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: disable-server-conn-sw-afailed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagDisableServerConnSwA
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:DisableServerConnSwB

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRYT: Disable server [chassisId]/[slotld] connectivity on fabric B in
preparation for network traffic tests on fabric
A(FSM-STAGE:sam:dme:ComputeBladeDiag:DisableServerConnSwB)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: disable-server-conn-sw-bfailed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagDisableServerConnSwB
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:EnableServerConnSwA
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Enable server [chassisId]/[slotld] connectivity on fabric A in
preparation for network traffic tests on fabric
A(FSM-STAGE:sam:dme:ComputeBladeDiag:EnableServerConnSwA)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: enable-server-conn-sw-afailed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagEnableServerConnSwA
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:EnableServerConnSwB

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Enable server [chassisId]/[slotld] connectivity on fabric B in
preparation for network traffic tests on fabric
B(FSM-STAGE:sam:dme:ComputeBladeDiag:EnableServerConnSwB)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: enable-server-conn-sw-bfailed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagEnableServerConnSwB
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:EvaluateStatus

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Evaluating status; diagnostics
completed(FSM-STAGE:sam:dme:ComputeBladeDiag:EvaluateStatus)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: evaluate-status-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagEvaluateStatus
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:FabricATrafficTestStatus

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Gather status of network traffic tests on fabric A for server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:Fabric ATrafficTestStatus)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: fabricatraffic-test-status-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagFabricATrafficTestStatus
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:FabricBTrafficTestStatus
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Gather status of network tests on fabric B for server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:FabricBTrafficTestStatus)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: fabricbtraffic-test-status-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagFabricBTrafficTestStatus
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiag:GenerateLogWait

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for collection of diagnostic logs from server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:GenerateLogWait)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: generate-log-wait-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagGenerateLogWait
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:GenerateReport

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRYT]: Generating report for server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:GenerateReport)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: generate-report-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagGenerateReport
moClass: compute:Blade

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:HostCatalog
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Populate diagnostics catalog to server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:HostCatalog)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console

or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: host-catalog-failed
mibFaultCode: 16535
mibFaultName:
moClass: compute:Blade
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO:

fsmStFailComputeBladeDiag:HostConnect
Fault Code: F16535

Message

sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiagHostCatalog

[FSM:STAGE:FAILEDIRETRY]: Connect to diagnostics environment agent on server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:HostConnect)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console

or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot

resolve the issue, create a show tech-support file and

Fault Details

Severity: warning
Cause: host-connect-failed
mibFaultCode: 16535

contact Cisco Technical Support.
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mibFaultName: fsmStFailComputeBladeDiagHostConnect
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:HostDisconnect

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRYT]: Disconnect diagnostics environment agent for server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:HostDisconnect)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: host-disconnect-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagHostDisconnect
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:Hostldent

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Identify diagnostics environment agent on server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:Hostldent)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: host-ident-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagHostIdent
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:Hostinventory

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Perform inventory of server [chassisId]/[slotld] in diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:HostInventory)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: host-inventory-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagHostInventory
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:HostPolicy

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Populate diagnostics environment behavior policy to server
[chassisId]/[slotldJ(FSM-STAGE:sam:dme:ComputeBladeDiag:HostPolicy)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: host-policy-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagHostPolicy
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:HostServerDiag

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Trigger diagnostics on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:HostServerDiag)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: host-server-diag-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagHostServerDiag
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:HostServerDiagStatus

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Diagnostics status on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:HostServerDiagStatus)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: host-server-diag-status-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagHostServerDiagStatus
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:NicConfigLocal
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Configure adapter in server [chassisId]/[slotld] for diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:NicConfiglocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-local-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagNicConfigLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiag:NicConfigPeer

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Configure adapter in server [chassisId]/[slotld] for diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:NicConfigPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-peer-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagNicConfigPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:NiclnventoryLocal

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Retrieve adapter inventory in server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:NicInventoryLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-inventory-local-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagNicInventoryLocal
moClass: compute:Blade

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:NiclnventoryPeer
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Retrieve adapter inventory in server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:NicInventoryPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console

or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-inventory-peer-failed
mibFaultCode: 16535
mibFaultName:
moClass: compute:Blade
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO:

fsmStFailComputeBladeDiag:NicPresenceLocal
Fault Code: F16535

Message

sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiagNicInventoryPeer

[FSM:STAGE:FAILEDIRETRY]: Detect adapter in server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:NicPresenceLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console

or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot

resolve the issue, create a show tech-support file and

Fault Details

Severity: warning
Cause: nic-presence-local-failed
mibFaultCode: 16535

contact Cisco Technical Support.
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mibFaultName: fsmStFailComputeBladeDiagNicPresenceLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:NicPresencePeer

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Detect adapter in server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:NicPresencePeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-presence-peer-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagNicPresencePeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:NicUnconfigLocal

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure adapter of server [chassisId]/[slotld] diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:NicUnconfigLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: nic-unconfig-local-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagNicUnconfigLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:NicUnconfigPeer

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure adapter of server [chassisId]/[slotld] diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:NicUnconfigPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-unconfig-peer-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagNicUnconfigPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:RemoveConfig

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Derive diag config for server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:RemoveConfig)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: remove-config-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagRemoveConfig
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:RemoveVMediaLocal
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Remove VMedia for server [chassisId]/[slotld] for diagnostics

environment(FSM-STAGE:sam:dme:ComputeBladeDiag:RemoveVMedial.ocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: removevmedia-local-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagRemoveVMediaLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:RemoveVMediaPeer
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Remove VMedia for server [chassisId]/[slotld] for diagnostics

environment(FSM-STAGE:sam:dme:ComputeBladeDiag:RemoveVMediaPeer)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: removevmedia-peer-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagRemoveVMediaPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:RestoreConfigFeLocal
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Reconfiguring primary fabric interconnect access to server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:RestoreConfigFeLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: restore-config-fe-local-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagRestoreConfigFeLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiag:RestoreConfigFePeer

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Reconfiguring secondary fabric interconnect access to server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:RestoreConfigFePeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: restore-config-fe-peer-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagRestoreConfigFePeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:SetDiagUser

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRYT]: Populate diagnostics environment with a user account to server
[chassisId]/[slotId]J(FSM-STAGE:sam:dme:ComputeBladeDiag:SetDiagUser)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-diag-user-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagSetDiagUser
moClass: compute:Blade

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:SetupVMedialocal
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Setup VMedia for server [chassisId]/[slotld] for diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:SetupVMedial.ocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
setupvmedia-local-failed
16535

Cause:
mibFaultCode:
mibFaultName:
moClass: compute:Blade
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO:

fsmStFailComputeBladeDiag:SetupVMediaPeer
Fault Code: F16535

Message

sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiagSetupVMediaLocal

[FSM:STAGE:FAILEDIRETRY]: Setup VMedia for server [chassisId]/[slotld] for diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:SetupVMediaPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot

resolve the issue, create a show tech-support file and

Fault Details

Severity: warning
Cause: setupvmedia-peer-failed
mibFaultCode: 16535

contact Cisco Technical Support.
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mibFaultName: fsmStFailComputeBladeDiagSetupVMediaPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:SolRedirectDisable

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Disable Sol Redirection on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:SolRedirectDisable)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sol-redirect-disable-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagSolRedirectDisable
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:SolRedirectEnable

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRYT: set up bios token on server [chassisId]/[slotld] for Sol
redirect(FSM-STAGE:sam:dme:ComputeBladeDiag:SolRedirectEnable)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: sol-redirect-enable-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagSolRedirectEnable
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:StartFabricATrafficTest
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Trigger network traffic tests on fabric A on server
[chassisId]/[slotldJ(FSM-STAGE:sam:dme:ComputeBladeDiag:StartFabric ATrafficTest)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: start-fabricatraffic-test-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagStartFabricATrafficTest
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:StartFabricBTrafficTest
Fault Code: F16535
Message
[FSM:STAGE:FAILEDIRETRY]: Trigger network tests on fabric B for server

[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:StartFabricB TrafficTest)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: start-fabricbtraffic-test-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagStartFabricBTrafficTest
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:StopVMediaLocal
Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Stop VMedia for server [chassisId]/[slotld] for diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:StopVMedial.ocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: stopvmedia-local-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagStopVMediaLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:StopVMediaPeer
Fault Code: F16535
Message

[FSM:STAGE:FAILEDIRETRY]: Stop VMedia for server [chassisId]/[slotld] for diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:StopVMediaPeer)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: stopvmedia-peer-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagStopVMediaPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:SwConfigLocal

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Configure primary fabric interconnect in server [chassisId]/[slotld]
for diagnostics environment(FSM-STAGE:sam:dme:ComputeBladeDiag:SwConfigLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-local-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagSwConfigLocal
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
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fsmStFailComputeBladeDiag:SwConfigPeer

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Configure secondary fabric interconnect in server [chassisId]/[slotld]
for diagnostics environment(FSM-STAGE:sam:dme:ComputeBladeDiag:SwConfigPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-peer-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagSwConfigPeer
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:SwUnconfigLocal

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure primary fabric interconnect for server
[chassisId]/[slotld] in diagnostics
environment(FSM-STAGE:sam:dme:ComputeBladeDiag:SwUnconfigl.ocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-unconfig-local-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagSwUnconfigLocal
moClass: compute:Blade

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:SwUnconfigPeer

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure secondary fabric interconnect for server

[chassisId]/[slotld] in diagnostics

environment(FSM-STAGE:sam:dme:ComputeBladeDiag:SwUnconfigPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-unconfig-peer-failed
mibFaultCode: 16535
mibFaultName:
moClass: compute:Blade
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO:

fsmStFailComputeBladeDiag:UnconfigUserAccess
Fault Code: F16535

Message

sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiagSwUnconfigPeer

[FSM:STAGE:FAILEDIRETRY]: Unconfigure external user access to server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:UnconfigUserAccess)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot

resolve the issue, create a show tech-support file and

contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: unconfig-user-access-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagUnconfigUserAccess
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:serialDebugConnect

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Connect to pre-boot environment agent on server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:ComputeBladeDiag:serialDebugConnect)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: serial-debug-connect-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagSerialDebugConnect
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailComputeBladeDiag:serialDebugDisconnect

Fault Code: F16535

Message

[FSM:STAGE:FAILEDIRETRY]: Disconnect pre-boot environment agent for server
[chassisId]/[slotld](FSM-STAGE:sam:dme:ComputeBladeDiag:serialDebugDisconnect)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: serial-debug-disconnect-failed

mibFaultCode: 16535

mibFaultName: fsmStFailComputeBladeDiagSerialDebugDisconnect
moClass: compute:Blade

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

fsmStFailFabricLanCloudSwitchMode:SwConfigLocal
Fault Code: F16539

Message

[FSM:STAGE:FAILEDIRETRY:
(FSM-STAGE:sam:dme:FabricLanCloudSwitchMode:SwConfigLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-local-failed

mibFaultCode: 16539

mibFaultName: fsmStFailFabricLanCloudSwitchModeSwConfigLocal
moClass: fabric:LanCloud

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: fabric/lan

fsmStFailFabricLanCloudSwitchMode:SwConfigPeer

Fault Code: F16539

Message

[FSM:STAGE:FAILEDIRETRY]: Fabric interconnect mode configuration to
primary(FSM-STAGE:sam:dme:FabricLanCloudSwitchMode:SwConfigPeer)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-peer-failed

mibFaultCode: 16539

mibFaultName: fsmStFailFabricLanCloudSwitchModeSwConfigPeer
moClass: fabric:LanCloud

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: fabric/lan

fsmStFailVnicProfileSetDeploy:Local
Fault Code: F16550

Message

[FSM:STAGE:FAILEDIRETRY]: VNIC profile configuration on local
fabric(FSM-STAGE:sam:dme: VnicProfileSetDeploy:Local)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16550

mibFaultName: fsmStFailVnicProfileSetDeployLocal
moClass: vnic:ProfileSet

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: fabric/lan/profiles
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fsmStFailVnicProfileSetDeploy:Peer
Fault Code: F16550

Message

[FSM:STAGE:FAILEDIRETRY]: VNIC profile configuration on peer
fabric(FSM-STAGE:sam:dme: VnicProfileSetDeploy:Peer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: peer-failed

mibFaultCode: 16550

mibFaultName: fsmStFailVnicProfileSetDeployPeer
moClass: vnic:ProfileSet

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: fabric/lan/profiles

fsmStFailCommSvcEpUpdateSvcEp:PropogateEpSettings
Fault Code: F16576

Message

[FSM:STAGE:FAILEDIRETRY]: propogate updated settings (eg.
timezone)(FSM-STAGE:sam:dme:CommSvcEpUpdateSvcEp:PropogateEpSettings)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: propogate-ep-settings-failed

mibFaultCode: 16576

mibFaultName: fsmStFailCommSvcEpUpdateSvcEpPropogateEpSettings
moClass: comm:SvcEp

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/svc-ext

fsmStFailCommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsLocal
Fault Code: F16576

Message

[FSM:STAGE:FAILEDIRETRY]: propogate updated timezone settings to management
controllers.(FSM-STAGE:sam:dme:CommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: propogate-ep-time-zone-settings-local-failed
mibFaultCode: 16576
mibFaultName: fsmStFailCommSvcEpUpdateSvcEpPropogateEpTimeZoneSettingsLocal
moClass: comm:SvcCEp
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/svc-ext

fsmStFailCommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsPeer
Fault Code: F16576

Message

[FSM:STAGE:FAILEDIRETRY]: propogate updated timezone settings to management
controllers.(FSM-STAGE:sam:dme:CommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: propogate-ep-time-zone-settings-peer-failed
mibFaultCode: 16576
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mibFaultName: fsmStFailCommSvcEpUpdateSvcEpPropogateEpTimeZoneSettingsPeer
moClass: comm:SvcEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/svc-ext

fsmStFailCommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsToAdaptorsLocal

Fault Code: F16576

Message

[FSM:STAGE:FAILEDIRETRY]: propogate updated timezone settings to
NICs.(FSM-STAGE:sam:dme:CommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsToAdaptorsL
ocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: propogate-ep-time-zone-settings-to-adaptors-local-failed

mibFaultCode: 16576

mibFaultName: fsmStFailCommSvcEpUpdateSvcEpPropogateEpTimeZoneSettingsToAdaptorsLocal
moClass: comm:SvcEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/svc-ext

fsmStFailCommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsToAdaptorsPeer

Fault Code: F16576

Message

[FSM:STAGE:FAILEDIRETRY]: propogate updated timezone settings to
NICs.(FSM-STAGE:sam:dme:CommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsToAdaptorsP
eer)

Explanation
None set.

Cisco FXOS Faults and Error Messages, 2.2(2) g



Chapter3  FSM Faults |

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: propogate-ep-time-zone-settings-to-adaptors-peer-failed

mibFaultCode: 16576

mibFaultName: fsmStFailCommSvcEpUpdateSvcEpPropogateEpTimeZoneSettingsToAdaptorsPeer
moClass: comm:SvcEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/svc-ext

fsmStFailCommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsToFexlomLocal

Fault Code: F16576

Message

[FSM:STAGE:FAILEDIRETRY]: propogate updated timezone settings to FEXs and
IOMs.(FSM-STAGE:sam:dme:CommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsToFexIomLo
cal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: propogate-ep-time-zone-settings-to-fex-iom-local-failed

mibFaultCode: 16576

mibFaultName: fsmStFailCommSvcEpUpdateSvcEpPropogateEpTimeZoneSettingsToFexIomLocal
moClass: comm:SvcEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/svc-ext
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fsmStFailCommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsToFexlomPeer
Fault Code: F16576

Message

[FSM:STAGE:FAILEDIRETRY]: propogate updated timezone settings to FEXs and
IOMs.(FSM-STAGE:sam:dme:CommSvcEpUpdateSvcEp:PropogateEpTimeZoneSettingsToFexIomPe
er)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: propogate-ep-time-zone-settings-to-fex-iom-peer-failed
mibFaultCode: 16576
mibFaultName: fsmStFailCommSvcEpUpdateSvcEpPropogateEpTimeZoneSettingsToFexIomPeer
moClass: comm:SvcCEp
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/svc-ext

fsmStFailCommSvcEpUpdateSvcEp:SetEpLocal
Fault Code: F16576

Message

[FSM:STAGE:FAILEDIRETRY]: communication service [name] configuration to
primary(FSM-STAGE:sam:dme:CommSvcEpUpdateSvcEp:SetEpLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-ep-local-failed

mibFaultCode: 16576

mibFaultName: fsmStFailCommSvcEpUpdateSvcEpSetEpLocal
moClass: comm:SvcEp

Type: fsm

Cisco FXOS Faults and Error Messages, 2.2(2)
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Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO: sys/svc-ext

fsmStFailCommSvcEpUpdateSvcEp:SetEpPeer

Fault Code: F16576

Message

[FSM:STAGE:FAILEDIRETRY]: communication service [name] configuration to
secondary(FSM-STAGE:sam:dme:CommSvcEpUpdateSvcEp:SetEpPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-ep-peer-failed

mibFaultCode: 16576

mibFaultName: fsmStFailCommSvcEpUpdateSvcEpSetEpPeer
moClass: comm:SvcEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/svc-ext

fsmStFailCommSvcEpRestartWebSvc:local

Fault Code: F16577

Message

[FSM:STAGE:FAILEDIRETRY]: restart web services in
primary(FSM-STAGE:sam:dme:CommSvcEpRestartWebSvc:local)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: local-failed
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mibFaultCode: 16577

mibFaultName: fsmStFailCommSvcEpRestartWebSvcLocal
moClass: comm:SvcEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/svc-ext

fsmStFailCommSvcEpRestartWehSvc:peer

Fault Code: F16577

Message

[FSM:STAGE:FAILEDIRETRY]: restart web services in
secondary(FSM-STAGE:sam:dme:CommSvcEpRestartWebSvc:peer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: peer-failed

mibFaultCode: 16577

mibFaultName: fsmStFailCommSvcEpRestartWebSvcPeer
moClass: comm:SvcCEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/svc-ext

fsmStFailAaaEpUpdateEp:SetEpLocal

Fault Code: F16579

Message

[FSM:STAGE:FAILEDIRETRY]: external aaa server configuration to
primary(FSM-STAGE:sam:dme:AaaEpUpdateEp:SetEpLocal)

Explanation

Cisco FPR Manager could not set the configurations in the primary Fabric Interconnect for AAA servers
while re-ordering/deleting providers.

Recommended Action

If you see this fault, take the following actions:
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Step 1
Step 2
Step 3
Step 4

Identify the auth-domain(s) that are using the auth-realm modification causing this fault.
Modify the auth-domain(s) realm identified in step 1, to local realm and commit the changes.
Re-order/Delete the AAA providers user wish to modify and commit the changes.

Change the auth-domain(s) realm back to previous realm modified in step2 and commit the changes.

Fault Details

Severity: warning

Cause: set-ep-local-failed
mibFaultCode: 16579
mibFaultName: fsmStFailAaaEpUpdateEpSetEpLocal
moClass: aaa:Ep

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO: sys/ldap-ext
Affected MO: sys/radius-ext
Affected MO: sys/tacacs-ext

fsmStFailAaaEpUpdateEp:SetEpPeer

Step 1
Step 2
Step 3
Step 4
Step 5

Fault Code: F16579

Message

[FSM:STAGE:FAILEDIRETRY]: external aaa server configuration to
secondary(FSM-STAGE:sam:dme: AaaEpUpdateEp:SetEpPeer)

Explanation

Cisco FPR Manager could not set the configurations in the secondary Fabric Interconnect for AAA
servers while re-ordering/deleting providers.

Recommended Action

If you see this fault, take the following actions:

Make sure secondary FI is up and running.

Identify the auth-domain(s) that are using the auth-realm modification causing this fault.
Modify the auth-domain(s) realm identified in step 1, to local realm and commit the changes.
Re-order/Delete the AAA providers user wish to modify and commit the changes.

Change the auth-domain(s) realm back to previous realm modified in step2 and commit the changes.

Fault Details

Severity: warning

Cause: set-ep-peer-failed

mibFaultCode: 16579

mibFaultName: fsmStFailAaaEpUpdateEpSetEpPeer
moClass: aaa:Ep
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Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO: sys/ldap-ext
Affected MO: sys/radius-ext
Affected MO: sys/tacacs-ext

fsmStFailAaaRealmUpdateRealm:SetRealmLocal

Fault Code: F16580

Message

[FSM:STAGE:FAILEDIRETRY]: realm configuration to
primary(FSM-STAGE:sam:dme:AaaRealmUpdateRealm:SetRealmLocal)

Explanation

Cisco FPR Manager could not set the configurations in the primary Fabric Interconnect for
Authentication realms.

Recommended Action
If you see this fault, take the following actions:

Step 1 Make sure the auth-server-group used in the auth-domain is exist and is deployed on to switch.

Step2  If auth-server-group doesn’t exist, either create auth-server-group in appropriaate realm
(RADIUS/TACACS+/LDAP) or unset the auth-server-group in auth-domain.

Fault Details

Severity: warning

Cause: set-realm-local-failed

mibFaultCode: 16580

mibFaultName: fsmStFailAaaRealmUpdateRealmSetRealmLocal
moClass: aaa:Realm

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/auth-realm

fsmStFailAaaRealmUpdateRealm:SetRealmPeer

Fault Code: F16580

Message

[FSM:STAGE:FAILEDIRETRY]: realm configuration to
secondary(FSM-STAGE:sam:dme:AaaRealmUpdateRealm:SetRealmPeer)

Explanation

Cisco FPR Manager could not set the configurations in the secondary Fabric Interconnect for
Authentication realms.

Cisco FXOS Faults and Error Messages, 2.2(2)
| g s |




Chapter3  FSM Faults |

Step 1
Step 2
Step 3

Recommended Action

If you see this fault, take the following actions:

Make sure secondary FI is up and running.
Make sure the auth-server-group used in the auth-domain is exist and is deployed on to switch.

If auth-server-group doesn’t exist, either create auth-server-group in appropriaate realm
(RADIUS/TACACS+/LDAP) or unset the auth-server-group in auth-domain.

Fault Details

Severity: warning

Cause: set-realm-peer-failed

mibFaultCode: 16580

mibFaultName: fsmStFailAaaRealmUpdateRealmSetRealmPeer
moClass: aaa:Realm

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/auth-realm

fsmStFailAaaUserEpUpdateUserEp:SetUserLocal

Fault Code: F16581

Message

[FSM:STAGE:FAILEDIRETRY]: user configuration to
primary(FSM-STAGE:sam:dme: AaaUserEpUpdateUserEp:SetUserLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-user-local-failed

mibFaultCode: 16581

mibFaultName: fsmStFailAaaUserEpUpdateUserEpSetUserLocal
moClass: aaa:UserEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/user-ext
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fsmStFailAaaUserEpUpdateUserEp:SetUserPeer
Fault Code: F16581

Message

[FSM:STAGE:FAILEDIRETRY]: user configuration to

secondary(FSM-STAGE:sam:dme:AaaUserEpUpdateUserEp:SetUserPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: set-user-peer-failed
mibFaultCode: 16581

mibFaultName: fsmStFailAaaUserEpUpdateUserEpSetUserPeer

moClass: aaa:UserEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO: sys/user-ext

fsmStFailPkiEpUpdateEp:PostSetKeyRingLocal
Fault Code: F16582

Message

[FSM:STAGE:FAILEDIRETRY]: post processing after keyring configration on
primary(FSM-STAGE:sam:dme:PkiEpUpdateEp:PostSetKeyRingLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: post-set-key-ring-local-failed

mibFaultCode: 16582

mibFaultName: fsmStFailPkiEpUpdateEpPostSetKeyRingLocal

moClass: pki:Ep
Type: fsm
Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/pki-ext

fsmStFailPkiEpUpdateEp:PostSetKeyRingPeer

Fault Code: F16582

Message

[FSM:STAGE:FAILEDIRETRY]: post processing after keyring configuration on
secondary(FSM-STAGE:sam:dme:PkiEpUpdateEp:PostSetKeyRingPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: post-set-key-ring-peer-failed

mibFaultCode: 16582

mibFaultName: fsmStFailPkiEpUpdateEpPostSetKeyRingPeer
moClass: pki:Ep

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/pki-ext

fsmStFailPkiEpUpdateEp:SetKeyRingLocal

Fault Code: F16582

Message

[FSM:STAGE:FAILEDIRETRY]: keyring configuration on
primary(FSM-STAGE:sam:dme:PkiEpUpdateEp:SetKeyRingLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: set-key-ring-local-failed
mibFaultCode: 16582
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mibFaultName: fsmStFailPkiEpUpdateEpSetKeyRingLocal
moClass: pki:Ep

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/pki-ext

fsmStFailPkiEpUpdateEp:SetKeyRingPeer
Fault Code: F16582

Message

[FSM:STAGE:FAILEDIRETRY]: keyring configuration on
secondary(FSM-STAGE:sam:dme:PkiEpUpdateEp:SetKeyRingPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-key-ring-peer-failed

mibFaultCode: 16582

mibFaultName: fsmStFailPkiEpUpdateEpSetKeyRingPeer
moClass: pki:Ep

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/pki-ext

fsmStFailSysfileMutationSingle:Execute
Fault Code: F16600

Message

[FSM:STAGE:FAILEDIRETRY]: [action] file
[name](FSM-STAGE:sam:dme:SysfileMutationSingle:Execute)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16600

mibFaultName: fsmStFailSysfileMutationSingleExecute
moClass: sysfile:Mutation

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/corefiles/file-[name] | [switchId]/mutation
Affected MO: sys/corefiles/mutation

fsmStFailSysfileMutationGlobal:Local
Fault Code: F16601

Message

[FSM:STAGE:FAILEDIRETRY]: remove files from
local(FSM-STAGE:sam:dme:SysfileMutationGlobal:Local)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16601

mibFaultName: fsmStFailSysfileMutationGlobalLocal
moClass: sysfile:Mutation

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/corefiles/file-[name] | [switchId]/mutation
Affected MO: sys/corefiles/mutation

fsmStFailSysfileMutationGlobal:Peer
Fault Code: F16601

Message

[FSM:STAGE:FAILEDIRETRY]: remove files from
peer(FSM-STAGE:sam:dme:SysfileMutationGlobal:Peer)

Explanation
None set.

Cisco FX0S Faults and Error Messages, 2.2(2)



| Chapter3 FSM Faults

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: peer-failed

mibFaultCode: 16601

mibFaultName: fsmStFailSysfileMutationGlobalPeer
moClass: sysfile:Mutation

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/corefiles/file-[name] | [switchId]/mutation
Affected MO: sys/corefiles/mutation

fsmStFailSysdebugManualCoreFileExportTargetExport:Execute
Fault Code: F16604

Message

[FSM:STAGE:FAILEDIRETRY]: export core file [name] to
[hostname](FSM-STAGE:sam:dme:SysdebugManualCoreFileExportTargetExport:Execute)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16604

mibFaultName: fsmStFailSysdebugManualCoreFileExportTargetExportExecute
moClass: sysdebug:ManualCoreFileExportTarget

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/corefiles/file—[name]\[switchId]/export—to—[hostname]

fsmStFailSysdebugAutoCoreFileExportTargetConfigure:Local
Fault Code: F16605
Message

[FSM:STAGE:FAILEDIRETRY]: configuring automatic core file export service on
local(FSM-STAGE:sam:dme:SysdebugAutoCoreFileExportTargetConfigure:Local)
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Explanation

Cisco Firepower Manager could not set the configurations in the primary Fabric Interconnect for auto
core transfer to remote TFTP server.

Recommended Action
If you see this fault, execute the show tech-support command and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16605

mibFaultName: fsmStFailSysdebugAutoCoreFileExportTargetConfigureLocal
moClass: sysdebug:AutoCoreFileExportTarget

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/sysdebug/file-export

fsmStFailSysdebugAutoCoreFileExportTargetConfigure:Peer

Step 1

Step 2

Fault Code: F16605

Message

[FSM:STAGE:FAILEDIRETRY]: configuring automatic core file export service on
peer(FSM-STAGE:sam:dme:SysdebugAutoCoreFileExportTargetConfigure:Peer)

Explanation

Cisco Firepower Manager could not set the configurations in the subordinate Fabric Interconnect (FI)
for auto core transfer to remote TFTP server. This fault typically appears for one of the following
reasons:

e The subordinate FI is not reachable.

e The subordinate FI is experiencing an internal system error on applying the configuration.

Recommended Action

If you see this fault, take the following actions:

Check the FI cluster state to ensure that the subordinate FI is reachable and functioning correctly. If the
subordinate FI is down, take appropriate corrective actions so that the Firepower cluster goes into HA
ready state.

If the HA state of the primary and subordinate FIs are good, execute the show tech-support command
and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: peer-failed

mibFaultCode: 16605

mibFaultName: fsmStFailSysdebugAutoCoreFileExportTargetConfigurePeer
moClass: sysdebug:AutoCoreFileExportTarget
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Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/sysdebug/file-export

fsmStFailSysdebugLogControlEpLogControlPersist:Local
Fault Code: F16606

Message

[FSM:STAGE:FAILEDIRETRY]: persisting LogControl on
local(FSM-STAGE:sam:dme:Sysdebugl.ogControlEpLogControlPersist:Local)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16606

mibFaultName: fsmStFailSysdebugLogControlEpLogControlPersistLocal
moClass: sysdebug:LogControlEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/sysdebug/logcontrol

fsmStFailSysdebuglLogControlEpLogControlPersist:Peer
Fault Code: F16606

Message

[FSM:STAGE:FAILEDIRETRY]: persisting LogControl on
peer(FSM-STAGE:sam:dme:SysdebugLogControlEpLogControlPersist:Peer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
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Cause: peer-failed

mibFaultCode: 16606

mibFaultName: fsmStFailSysdebugLogControlEpLogControlPersistPeer
moClass: sysdebug:LogControlEp

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/sysdebug/logcontrol

fsmStFailSwAccessDomainDeploy:UpdateConnectivity
Fault Code: F16634

Message

[FSM:STAGE:FAILEDIRETRY]: internal network configuration on
[switchId](FSM-STAGE:sam:dme:SwAccessDomainDeploy:UpdateConnectivity)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-connectivity-failed

mibFaultCode: 16634

mibFaultName: fsmStFailSwAccessDomainDeployUpdateConnectivity
moClass: sw:AccessDomain

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/switch-[id]/access-eth

fsmStFailSwEthLanBorderDeploy:UpdateConnectivity
Fault Code: F16635
Message
[FSM:STAGE:FAILEDIRETRY]: Uplink eth port configuration on
[switchId](FSM-STAGE:sam:dme:SwEthLanBorderDeploy:UpdateConnectivity)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-connectivity-failed
mibFaultCode: 16635

mibFaultName: fsmStFailSwEthLanBorderDeployUpdateConnectivity
moClass: sw:EthLanBorder

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/switch-[id]/border-eth
Affected MO: sys/tbh/border-eth

fsmStFailSwEthLanBorderDeploy:UpdateVlanGroups
Fault Code: F16635

Message

[FSM:STAGE:FAILEDIRETRY]: VLAN group configuration on
[switchId](FSM-STAGE:sam:dme:SwEthLanBorderDeploy:UpdateVlanGroups)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-vlan-groups-failed
mibFaultCode: 16635

mibFaultName: fsmStFailSwEthLanBorderDeployUpdateVlanGroups
moClass: sw:EthLanBorder

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/switch-[id]/border-eth
Affected MO: sys/tbh/border-eth
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fsmStFailSwFcSanBorderDeploy:UpdateConnectivity

Fault Code: F16636

Message

[FSM:STAGE:FAILEDIRETRY]: Uplink fc port configuration on
[switchId](FSM-STAGE:sam:dme:SwFcSanBorderDeploy:UpdateConnectivity)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-connectivity-failed

mibFaultCode: 16636

mibFaultName: fsmStFailSwFcSanBorderDeployUpdateConnectivity
moClass: sw:FcSanBorder

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/switch-[id]/border-fc

fsmStFailSwUtilityDomainDeploy:UpdateConnectivity

Fault Code: F16637

Message

[FSM:STAGE:FAILEDIRETRY]: Utility network configuration on
[switchId](FSM-STAGE:sam:dme:SwUtilityDomainDeploy:UpdateConnectivity)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-connectivity-failed

mibFaultCode: 16637

mibFaultName: fsmStFailSwUtilityDomainDeployUpdateConnectivity
moClass: sw:UtilityDomain

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/switch-[id]/utility-eth

fsmStFailSyntheticFsObjCreate:createLocal
Fault Code: F16641

Message
[FSM:STAGE:FAILEDIRETRY]: create on

primary(FSM-STAGE:sam:dme:SyntheticFsObjCreate:createLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: create-local-failed
mibFaultCode: 16641

mibFaultName: fsmStFailSyntheticFsObjCreateCreateLocal

moClass: synthetic:FsObj
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO: sys/file-[name]

fsmStFailSyntheticFsObjCreate:createRemote
Fault Code: F16641

Message
[FSM:STAGE:FAILEDIRETRY]: create on

secondary(FSM-STAGE:sam:dme:SyntheticFsObjCreate:createRemote)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: create-remote-failed
mibFaultCode: 16641
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mibFaultName: fsmStFailSyntheticFsObjCreateCreateRemote
moClass: synthetic:FsO0bj

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/file-[name]

fsmStFailFirmwareDownloaderDownload:CopyRemote
Fault Code: F16650

Message

[FSM:STAGE:FAILEDIRETRY]: sync images to
subordinate(FSM-STAGE:sam:dme:FirmwareDownloaderDownload:CopyRemote)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: copy-remote-failed

mibFaultCode: 16650

mibFaultName: fsmStFailFirmwareDownloaderDownloadCopyRemote
moClass: firmware:Downloader

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fw-catalogue/dnld-[fileName]

Affected MO: sys/pki-ext/tp-[name]/certrevoke/dnld-[fileName]

fsmStFailFirmwareDownloaderDownload:DeleteLocal
Fault Code: F16650

Message

[FSM:STAGE:FAILEDIRETRY]: deleting downloadable [fileName] on
local(FSM-STAGE:sam:dme:FirmwareDownloaderDownload:DeleteLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: delete-local-failed

mibFaultCode: 16650

mibFaultName: fsmStFailFirmwareDownloaderDownloadDeleteLocal
moClass: firmware:Downloader

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fw-catalogue/dnld-[fileName]

Affected MO: sys/pki-ext/tp-[name]/certrevoke/dnld-[fileName]

fsmStFailFirmwareDownloaderDownload:Local

Fault Code: F16650

Message

[FSM:STAGE:FAILEDIRETRY]: downloading image or file [fileName] from
[server](FSM-STAGE:sam:dme:FirmwareDownloaderDownload:Local)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16650

mibFaultName: fsmStFailFirmwareDownloaderDownloadLocal
moClass: firmware:Downloader

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fw-catalogue/dnld-[fileName]

Affected MO: sys/pki-ext/tp-[name]/certrevoke/dnld-[fileName]

fsmStFailFirmwareDownloaderDownload:UnpackLocal

Fault Code: F16650

Message

[FSM:STAGE:FAILEDIRETRY]: unpacking image [fileName] on
primary(FSM-STAGE:sam:dme:FirmwareDownloaderDownload:UnpackLocal)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unpack-local-failed

mibFaultCode: 16650

mibFaultName: fsmStFailFirmwareDownloaderDownloadUnpackLocal
moClass: firmware:Downloader

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fw-catalogue/dnld-[fileName]

Affected MO: sys/pki-ext/tp-[name]/certrevoke/dnld-[fileName]

fsmStFailFirmwarelmageDelete:Local
Fault Code: F16651

Message

[FSM:STAGE:FAILEDIRETRY]: deleting image file [name] ([invTag]) from
primary(FSM-STAGE:sam:dme:FirmwareIlmageDelete:Local)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16651

mibFaultName: fsmStFailFirmwareImageDeleteLocal
moClass: firmware:Image

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fw-catalogue/distrib-[name]/image- [name]
Affected MO: sys/fw-catalogue/image- [name]
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fsmStFailFirmwarelmageDelete:Remote

Fault Code: F16651

Message

[FSM:STAGE:FAILEDIRETRY]: deleting image file [name] ([invTag]) from
secondary(FSM-STAGE:sam:dme:FirmwareImageDelete:Remote)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: remote-failed

mibFaultCode: 16651

mibFaultName: fsmStFailFirmwareImageDeleteRemote
moClass: firmware:Image

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fw-catalogue/distrib-[name]/image- [name]
Affected MO: sys/fw-catalogue/image- [name]

fsmStFailMgmtControllerUpdateSwitch:copyToLocal

Fault Code: F16653

Message

[FSM:STAGE:FAILEDIRETRY]: copying image from external repository to local
repository(FSM-STAGE:sam:dme:MgmtControllerUpdateSwitch:copyToLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: copy-to-local-failed

mibFaultCode: 16653

mibFaultName: fsmStFailMgmtControllerUpdateSwitchCopyToLocal
moClass: mgmt:Controller

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdateSwitch:copyToPeer
Fault Code: F16653

Message

[FSM:STAGE:FAILEDIRETRY]: copying image from external repository to local repository of
peer(FSM-STAGE:sam:dme:MgmtControllerUpdateSwitch:copyToPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: copy-to-peer-failed

mibFaultCode: 16653

mibFaultName: fsmStFailMgmtControllerUpdateSwitchCopyToPeer
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt
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Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdateSwitch:resetLocal

Fault Code: F16653

Message

[FSM:STAGE:FAILEDIRETRY]: rebooting local fabric
interconnect(FSM-STAGE:sam:dme:MgmtControllerUpdateSwitch:resetLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: reset-local-failed

mibFaultCode: 16653

mibFaultName: fsmStFailMgmtControllerUpdateSwitchResetLocal
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt
Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id] /boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdateSwitch:resetRemote

Fault Code: F16653

Message

[FSM:STAGE:FAILEDIRETRY]: rebooting remote fabric
interconnect(FSM-STAGE:sam:dme:MgmtControllerUpdateSwitch:resetRemote)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: reset-remote-failed

mibFaultCode: 16653

mibFaultName: fsmStFailMgmtControllerUpdateSwitchResetRemote

moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[i
[
1

[
[
[
[
[

id] /ext-board-[id] /mgmt
Affected MO: sys/rack-unit-[id]/mgmt
Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdateSwitch:updateLocal

Fault Code: F16653

Message

[FSM:STAGE:FAILEDIRETRY]: updating local fabric
interconnect(FSM-STAGE:sam:dme:MgmtControllerUpdateSwitch:updateLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: update-local-failed
mibFaultCode: 16653
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mibFaultName: fsmStFailMgmtControllerUpdateSwitchUpdateLocal
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt

Affected MO: sys/chassis-

id] /blade-[slotId] /mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt
Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt
Affected MO: sys/fex-[id]/mgmt
Affected MO: sys/fex-[id]/slot-[id]/mgmt
Affected MO: sys/mgmt
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt
Affected MO: sys/rack-unit-[id]/boardController/mgmt

[

[

[
[
[
[
[
[

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdateSwitch:updateRemote
Fault Code: F16653

Message

[FSM:STAGE:FAILEDIRETRY]: updating peer fabric
interconnect(FSM-STAGE:sam:dme:MgmtControllerUpdateSwitch:updateRemote)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-remote-failed

mibFaultCode: 16653

mibFaultName: fsmStFailMgmtControllerUpdateSwitchUpdateRemote
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt
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Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdateSwitch:verifyLocal

Fault Code: F16653

Message

[FSM:STAGE:FAILEDIRETRY]: verifying boot variables for local fabric
interconnect(FSM-STAGE:sam:dme:MgmtControllerUpdateSwitch:verifyLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: verify-local-failed

mibFaultCode: 16653

mibFaultName: fsmStFailMgmtControllerUpdateSwitchVerifyLocal
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id] /boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt
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fsmStFailMgmtControllerUpdateSwitch:verifyRemote

Fault Code: F16653

Message

[FSM:STAGE:FAILEDIRETRY]: verifying boot variables for remote fabric
interconnect(FSM-STAGE:sam:dme:MgmtControllerUpdateSwitch:verifyRemote)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: verify-remote-failed

mibFaultCode: 16653

mibFaultName: fsmStFailMgmtControllerUpdateSwitchVerifyRemote
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt
Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdatelOM:CopylOMImgToSub

Fault Code: F16654

Message

[FSM:STAGE:FAILEDIRETRY]: Copying IOM Image to subordinate
FI(FSM-STAGE:sam:dme:MgmtControllerUpdateIOM:CopylOMImgToSub)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: copyiomimg-to-sub-failed

mibFaultCode: 16654

mibFaultName: fsmStFailMgmtControllerUpdateIOMCopyIOMImgToSub
moClass: mgmt:Controller
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdatelOM:CopylmgFromRep
Fault Code: F16654

Message

[FSM:STAGE:FAILEDIRETRY]: Copying IOM Image from repository to
FI(FSM-STAGE:sam:dme:MgmtControllerUpdatelOM:CopylmgFromRep)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: copy-img-from-rep-failed

mibFaultCode: 16654

mibFaultName: fsmStFailMgmtControllerUpdateIOMCopyImgFromRep
moClass: mgmt:Controller

Type: fsm

Callhome: none
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Auto Cleared:

true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdatelOM:PollUpdateStatus

Fault Code: F16654

Message

[FSM:STAGE:FAILEDIRETRY]: waiting for IOM
update(FSM-STAGE:sam:dme:MgmtControllerUpdateIOM:PollUpdateStatus)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: poll-update-status-failed
mibFaultCode: 16654
mibFaultName: fsmStFailMgmtControllerUpdateIOMPollUpdateStatus
moClass: mgmt:Controller
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt
Affected MO: sys/chassis-[id]/slot-[id]/mgmt
Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt
Affected MO: sys/fex-[id]/mgmt
Affected MO: sys/fex-[id]/slot-[id]/mgmt
Affected MO: sys/mgmt
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt
Affected MO: sys/rack-unit-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
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Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt
Affected MO: sys/rack-unit-[id]/mgmt
Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdatelOM:UpdateRequest
Fault Code: F16654

Message

[FSM:STAGE:FAILEDIRETRY]: sending update request to
IOM(FSM-STAGE:sam:dme:MgmtControllerUpdatelOM:UpdateRequest)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-request-failed

mibFaultCode: 16654

mibFaultName: fsmStFailMgmtControllerUpdateIOMUpdateRequest
moClass: mgmt:Controller
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO: sys/chassis-
Affected MO: sys/chassis-
Affected MO: sys/chassis-
Affected MO: sys/chassis-
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt
Affected MO: sys/chassis-[id]/slot-[id]/mgmt
Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt
Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt
Affected MO: sys/rack-unit-[id]/boardController/mgmt
Affected MO: sys/rack-unit
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt
Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

id]/blade-[slotId]/adaptor-[id] /mgmt
id] /blade-[slotId] /boardController/mgmt

id] /blade-[slotId]/ext-board-[id] /mgmt

fsmStFailMgmtControllerActivatelOM:Activate
Fault Code: F16655
Message

[FSM:STAGE:FAILEDIRETRY]: activating backup image of
IOM(FSM-STAGE:sam:dme:MgmtControllerActivatelOM: Activate)

[
[id] /ext-board-[id] /boardController/mgmt
[

id] /blade-[slotId] /ext-board-[id] /boardController/mgmt
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: activate-failed

mibFaultCode: 16655

mibFaultName: fsmStFailMgmtControllerActivateIOMActivate

moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[i
[
1

[
[
[
[
[

id] /ext-board-[id] /mgmt
Affected MO: sys/rack-unit-[id]/mgmt
Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerActivatel0M:Reset

Fault Code: F16655

Message

[FSM:STAGE:FAILEDIRETRY]: Resetting IOM to boot the activated
version(FSM-STAGE:sam:dme:MgmtControllerActivateIOM:Reset)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: reset-failed
mibFaultCode: 16655
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mibFaultName: fsmStFailMgmtControllerActivateIOMReset

moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt

Affected MO: sys/chassis-

id] /blade-[slotId] /mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt
Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt
Affected MO: sys/fex-[id]/mgmt
Affected MO: sys/fex-[id]/slot-[id]/mgmt
Affected MO: sys/mgmt
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt
Affected MO: sys/rack-unit-[id]/boardController/mgmt

[

[

[
[
[
[
[
[

Affected MO: sys/rack-unit-[id]/ext-board-[id] /boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdateBMC:PollUpdateStatus
Fault Code: F16656

Message

[FSM:STAGE:FAILEDIRETRY]: waiting for update to
complete(FSM-STAGE:sam:dme:MgmtControllerUpdateBMC:PollUpdateStatus)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: poll-update-status-failed

mibFaultCode: 16656

mibFaultName: fsmStFailMgmtControllerUpdateBMCPollUpdateStatus
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt
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Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdateBMC:UpdateRequest

Fault Code: F16656

Message

[FSM:STAGE:FAILEDIRETRY]: sending update request to
CIMC(FSM-STAGE:sam:dme:MgmtControllerUpdateBMC:UpdateRequest)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-request-failed

mibFaultCode: 16656

mibFaultName: fsmStFailMgmtControllerUpdateBMCUpdateRequest
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id] /boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

Cisco FXOS Faults and Error Messages, 2.2(2)
| g 511



Chapter 3

FSM Faults |

fsmStFailMgmtControllerActivateBMC:Activate
Fault Code: F16657

Message

[FSM:STAGE:FAILEDIRETRY]: activating backup image of
CIMC(FSM-STAGE:sam:dme:MgmtControllerActivateBMC: Activate)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: activate-failed

mibFaultCode: 16657

mibFaultName: fsmStFailMgmtControllerActivateBMCActivate

moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-|[

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt
Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt
Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerActivateBMC:Reset
Fault Code: F16657

Message

[FSM:STAGE:FAILEDIRETRY]: Resetting CIMC to boot the activated
version(FSM-STAGE:sam:dme:MgmtControllerActivateBMC:Reset)

Explanation

None set.

[
[id] /ext-board-[id] /boardController/mgmt
[

id] /blade-[slotId] /ext-board-[id] /boardController/mgmt
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: reset-failed

mibFaultCode: 16657

mibFaultName: fsmStFailMgmtControllerActivateBMCReset

moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt

Affected MO: sys/chassis-

id] /blade-[slotId] /mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt
Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt
Affected MO: sys/fex-[id]/mgmt
Affected MO: sys/fex-[id]/slot-[id]/mgmt
Affected MO: sys/mgmt
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt
Affected MO: sys/rack-unit-[id]/boardController/mgmt

[

[

[
[
[
[
[
[

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailCallhomeEpConfigCallhome:SetLocal

Fault Code: F16670

Message

[FSM:STAGE:FAILEDIRETRY]: call-home configuration on
primary(FSM-STAGE:sam:dme:CallhomeEpConfigCallhome:SetLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-local-failed

mibFaultCode: 16670

mibFaultName: fsmStFailCallhomeEpConfigCallhomeSetLocal
moClass: callhome:Ep

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: call-home

fsmStFailCallhomeEpConfigCallhome:SetPeer

Fault Code: F16670

Message

[FSM:STAGE:FAILEDIRETRY]: call-home configuration on
secondary(FSM-STAGE:sam:dme:CallhomeEpConfigCallhome:SetPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-peer-failed

mibFaultCode: 16670

mibFaultName: fsmStFailCallhomeEpConfigCallhomeSetPeer
moClass: callhome:Ep

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: call-home

fsmStFailMgmtlifSwMgmtOoblfConfig:Switch

Fault Code: F16673

Message

[FSM:STAGE:FAILEDIRETRY]: configuring the out-of-band
interface(FSM-STAGE:sam:dme:MgmtIfSwMgmtOobIfConfig:Switch)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: switch-failed
mibFaultCode: 16673
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mibFaultName: fsmStFailMgmtIfSwMgmtOobIfConfigSwitch
moClass: mgmt:If
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id] /host-eth-[id]/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt/if-[1id]
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt/if-[1id]
Affected MO:

sys/chassis-[id] /blade-[slotId]/ext-board-[id] /boardController/mgmt/if-[id]

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]/if-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/boardController/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/mgmt/if-[id]

Affected MO: sys/switch-[id]/mgmt/if-[id]

fsmStFailMgmtlifSwMgmtinbandlfConfig:Switch
Fault Code: F16674

Message

[FSM:STAGE:FAILEDIRETRY]: configuring the inband
interface(FSM-STAGE:sam:dme:MgmtIfSwMgmtInbandIfConfig:Switch)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: switch-failed

mibFaultCode: 16674

mibFaultName: fsmStFailMgmtIfSwMgmtInbandIfConfigSwitch
moClass: mgmt:If

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO:
Affected MO:
Affected MO:
Affected MO:
sys/chassis- [
Affected MO:

sys/chassis-[id]/blade-[slotId]/adaptor-[id]/host-eth-[id]/if-[id]
sys/chassis-[id]/blade-[slotId]/adaptor-[id] /mgmt/if-[id]
sys/chassis-[id] /blade-[slotId]/boardController/mgmt/if-[id]

id]/blade-[slotId]/ext-board-[id]/boardController/mgmt/if-[1d]
sys/chassis-[id] /blade-[slotId]/ext-board-[id]/mgmt/if-[id]
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Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]/if-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/boardController/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/mgmt/if-[id]

Affected MO: sys/switch-[id]/mgmt/if-[id]

fsmStFailMgmtlfVirtuallfConfig:Local

Fault Code: F16679

Message

[FSM:STAGE:FAILEDIRETRY]: Updating virtual interface on local fabric
interconnect(FSM-STAGE:sam:dme:MgmtIfVirtuallfConfig:Local)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16679

mibFaultName: fsmStFailMgmtIfVirtualIfConfigLocal

moClass: mgmt:If

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id] /host-eth-[id]/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt/if-[id]
Affected MO:

sys/chassis-[id] /blade-[slotId]/ext-board-[id] /boardController/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]/if-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/boardController/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/ext-board-[id] /boardController/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/mgmt/if-[id]
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Affected MO: sys/switch-[id]/mgmt/if-[id]

fsmStFailMgmtifVirtuallfConfig:Remote
Fault Code: F16679

Message

[FSM:STAGE:FAILEDIRETRY]: Updating virtual interface on peer fabric
interconnect(FSM-STAGE:sam:dme:MgmtIfVirtuallIfConfig:Remote)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: remote-failed

mibFaultCode: 16679

mibFaultName: fsmStFailMgmtIfVirtualIfConfigRemote

moClass: mgmt:If

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/host-eth-[id]/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt/if-[id]
Affected MO:

sys/chassis-[id] /blade-[slotId]/ext-board-[id] /boardController/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/slot-[id]/mgmt/if-[1id]

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]/if-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/boardController/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/mgmt/if-[id]

Affected MO: sys/switch-[id]/mgmt/if-[id]

fsmStFailMgmtlfEnableVip:Local
Fault Code: F16630

Message

[FSM:STAGE:FAILEDIRETRY]: Enable virtual interface on local fabric
interconnect(FSM-STAGE:sam:dme:MgmtIfEnableVip:Local)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16680

mibFaultName: fsmStFailMgmtIfEnableVipLocal

moClass: mgmt:If

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/host-eth-[id]/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt/if-[id]
Affected MO:

sys/chassis-[id] /blade-[slotId]/ext-board-[id] /boardController/mgmt/if-[1id]
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/slot-[id]/mgmt/if-[1id]

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]/if-[1id]

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/boardController/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/ext-board-[id] /boardController/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/mgmt/if-[id]
Affected MO: sys/switch-[id]/mgmt/if-[id]

fsmStFailMgmtlfDisableVip:Peer

Fault Code: F16681

Message

[FSM:STAGE:FAILEDIRETRY]: Disable virtual interface on peer fabric
interconnect(FSM-STAGE:sam:dme:MgmtIfDisableVip:Peer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: peer-failed

mibFaultCode: 16681

mibFaultName: fsmStFailMgmtIfDisableVipPeer

moClass: mgmt:If

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/host-eth-[id]/if-[1id]
Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt/if-[id]
Affected MO:

sys/chassis-[id] /blade-[slotId]/ext-board-[id] /boardController/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]/if-[1id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/boardController/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/ext-board-[id] /boardController/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/mgmt/if-[id]

Affected MO: sys/switch-[id]/mgmt/if-[id]

fsmStFailMgmtifEnableHA:Local
Fault Code: F16682

Message

[FSM:STAGE:FAILEDIRETRY]: Transition from single to cluster
mode(FSM-STAGE:sam:dme:MgmtIfEnableHA:Local)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16682

mibFaultName: fsmStFailMgmtIfEnableHALocal

moClass: mgmt:If

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id] /host-eth-[id]/if-[id]
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Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt/if-[id]
Affected MO:

sys/chassis-[id] /blade-[slotId]/ext-board-[id] /boardController/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt/if-[id]
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/mgmt/if-[id]

Affected MO: sys/fex-[id]/slot-[id]/mgmt/if-[id]

Affected MO: sys/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]/if-[1id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/boardController/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/ext-board-[id] /boardController/mgmt/if-[id]
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt/if-[id]

Affected MO: sys/rack-unit-[id]/mgmt/if-[id]

Affected MO: sys/switch-[id]/mgmt/if-[id]

fsmStFailMgmtBackupBackup:backupLocal

Fault Code: F16683

Message

[FSM:STAGE:FAILEDIRETRY]: internal database
backup(FSM-STAGE:sam:dme:MgmtBackupBackup:backupLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: backup-local-failed

mibFaultCode: 16683

mibFaultName: fsmStFailMgmtBackupBackupBackupLocal
moClass: mgmt:Backup

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/backup-[hostname]

fsmStFailMgmtBackupBackup:upload

Fault Code: F16683

Message

[FSM:STAGE:FAILEDIRETRYT: internal system
backup(FSM-STAGE:sam:dme:MgmtBackupBackup:upload)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: upload-failed

mibFaultCode: 16683

mibFaultName: fsmStFailMgmtBackupBackupUpload
moClass: mgmt:Backup

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/backup-[hostname]

fsmStFailMgmtimporterimport.cleanUp

Fault Code: F16684

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning up old Security Service
configuration(FSM-STAGE:sam:dme:MgmtImporterImport:cleanUp)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: clean-up-failed

mibFaultCode: 16684

mibFaultName: fsmStFailMgmtImporterImportCleanUp
moClass: mgmt:Importer

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/import-config-[hostname]
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fsmStFailMgmtimporterimport:config

Fault Code: F16684

Message

[FSM:STAGE:FAILEDIRETRY]: importing the configuration
file(FSM-STAGE:sam:dme:MgmtImporterImport:config)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-failed

mibFaultCode: 16684

mibFaultName: fsmStFailMgmtImporterImportConfig
moClass: mgmt:Importer

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/import-config-[hostname]

fsmStFailMgmtimporterimport.configBreakout

Fault Code: F16684

Message

[FSM:STAGE:FAILEDIRETRY]: updating breakout port
configuration(FSM-STAGE:sam:dme:MgmtImporterImport:configBreakout)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-breakout-failed

mibFaultCode: 16684

mibFaultName: fsmStFailMgmtImporterImportConfigBreakout
moClass: mgmt:Importer

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/import-config-[hostname]

fsmStFailMgmtimporterimport:downloadLocal
Fault Code: F16684

Message

[FSM:STAGE:FAILEDIRETRY]: downloading the configuration
file(FSM-STAGE:sam:dme:MgmtImporterImport:downloadLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: download-local-failed
mibFaultCode: 16684

mibFaultName: fsmStFailMgmtImporterImportDownloadLocal

moClass: mgmt:Importer
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/import-config-[hostname]

fsmStFailMgmtimporterimport:reportResults
Fault Code: F16684

Message

[FSM:STAGE:FAILEDIRETRY]: Reporting results of import
configuration(FSM-STAGE:sam:dme:MgmtImporterImport:reportResults)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: report-results-failed
mibFaultCode: 16684
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mibFaultName: fsmStFailMgmtImporterImportReportResults
moClass: mgmt:Importer

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/import-config-[hostname]

fsmStFailMgmtimporterimport.waitForSwitch

Fault Code: F16684

Message

[FSM:STAGE:FAILEDIRETRY]: waiting for completion of switch
configuration(FSM-STAGE:sam:dme:MgmtImporterImport: waitForSwitch)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: wait-for-switch-failed

mibFaultCode: 16684

mibFaultName: fsmStFailMgmtImporterImportWaitForSwitch
moClass: mgmt:Importer

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/import-config-[hostname]

fsmStFailStatsCollectionPolicyUpdateEp:SetEpA

Fault Code: F16742

Message

[FSM:STAGE:FAILEDIRETRY]: Update endpoint on fabric interconnect
A(FSM-STAGE:sam:dme:StatsCollectionPolicyUpdateEp:SetEpA)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: set-ep-afailed

mibFaultCode: 16742

mibFaultName: fsmStFailStatsCollectionPolicyUpdateEpSetEpA
moClass: stats:CollectionPolicy

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: stats/coll-policy-[name]

fsmStFailStatsCollectionPolicyUpdateEp:SetEpB

Fault Code: F16742

Message

[FSM:STAGE:FAILEDIRETRY]: Update endpoint on fabric interconnect
B(FSM-STAGE:sam:dme:StatsCollectionPolicyUpdateEp:SetEpB)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-ep-bfailed

mibFaultCode: 16742

mibFaultName: fsmStFailStatsCollectionPolicyUpdateEpSetEpB
moClass: stats:CollectionPolicy

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: stats/coll-policy-[name]

fsmStFailQosclassDefinitionConfigGlobalQoS:SetLocal

Fault Code: F16745

Message

[FSM:STAGE:FAILEDIRETRYT]: QoS Classification Definition [name] configuration on
primary(FSM-STAGE:sam:dme:QosclassDefinitionConfigGlobalQoS:SetLocal)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-local-failed

mibFaultCode: 16745

mibFaultName: fsmStFailQosclassDefinitionConfigGlobalQoSSetLocal
moClass: gosclass:Definition

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: fabric/lan/classes

fsmStFailQosclassDefinitionConfigGlobalQoS:SetPeer
Fault Code: F16745

Message

[FSM:STAGE:FAILEDIRETRYT]: QoS Classification Definition [name] configuration on
secondary(FSM-STAGE:sam:dme:QosclassDefinitionConfigGlobalQoS:SetPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-peer-failed

mibFaultCode: 16745

mibFaultName: fsmStFailQosclassDefinitionConfigGlobalQoSSetPeer
moClass: gosclass:Definition

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: fabric/lan/classes

fsmStFailEpqosDefinitionDeploy:Local
Fault Code: F16749
Message

[FSM:STAGE:FAILEDIRETRY]: vnic qos policy [name] configuration to
primary(FSM-STAGE:sam:dme:EpqosDefinitionDeploy:Local)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16749

mibFaultName: fsmStFailEpgosDefinitionDeployLocal
moClass: epgos:Definition

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: org-[name]/ep-gos- [name]

fsmStFailEpqosDefinitionDeploy:Peer

Fault Code: F16749

Message

[FSM:STAGE:FAILEDIRETRY]: vnic qos policy [name] configuration to
secondary(FSM-STAGE:sam:dme:EpqosDefinitionDeploy:Peer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: peer-failed

mibFaultCode: 16749

mibFaultName: fsmStFailEpgosDefinitionDeployPeer
moClass: epgos:Definition

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: org-[name]/ep-gos- [name]
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fsmStFailEpqosDefinitionDelTaskRemove:Local

Fault Code: F16750

Message

[FSM:STAGE:FAILEDIRETRY]: vnic qos policy [name] removal from
primary(FSM-STAGE:sam:dme:EpqosDefinitionDelTaskRemove:Local)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16750

mibFaultName: fsmStFailEpgosDefinitionDelTaskRemoveLocal
moClass: epgos:DefinitionDelTask

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: org-[name]/ep-gos-deletion-[defIntId]

fsmStFailEpqosDefinitionDelTaskRemove:Peer

Fault Code: F16750

Message

[FSM:STAGE:FAILEDIRETRY]: vnic qos policy [name] removal from
secondary(FSM-STAGE:sam:dme:EpqosDefinitionDelTaskRemove:Peer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: peer-failed

mibFaultCode: 16750

mibFaultName: fsmStFailEpgosDefinitionDelTaskRemovePeer
moClass: epgos:DefinitionDelTask

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: org-[name]/ep-gos-deletion-[defIntId]

fsmStFailEquipmentl0CardResetCmc:Execute
Fault Code: F16803

Message

[FSM:STAGE:FAILEDIRETRY]: Resetting Chassis Management Controller on IOM
[chassisId]/[id](FSM-STAGE:sam:dme:EquipmentlOCardResetCmc:Execute)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16803

mibFaultName: fsmStFailEquipmentIOCardResetCmcExecute
moClass: equipment:IOCard

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/slot-[id]
Affected MO: sys/fex-[id]/slot-[id]

fsmStFailMgmtControllerUpdateUCSManager:copyExtToLocal
Fault Code: F16815

Message

[FSM:STAGE:FAILEDIRETRY]: copying image from external repository to local
repository(FSM-STAGE:sam:dme:MgmtControllerUpdateUCSManager:copyExtToLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: copy-ext-to-local-failed
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mibFaultCode: 16815

mibFaultName: fsmStFailMgmtControllerUpdateUCSManagerCopyExtToLocal
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdateUCSManager.copyExtToPeer

Fault Code: F16815

Message

[FSM:STAGE:FAILEDIRETRY]: copying image from external repository to local repository of
peer(FSM-STAGE:sam:dme:MgmtControllerUpdateUCSManager:copyExtToPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: copy-ext-to-peer-failed
mibFaultCode: 16815
mibFaultName: fsmStFailMgmtControllerUpdateUCSManagerCopyExtToPeer
moClass: mgmt:Controller
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt
Affected MO: sys/chassis-[id]/slot-[id]/mgmt
Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt
Affected MO: sys/fex-[id]/mgmt
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Affected MO: sys/fex-[id]/slot-[id]/mgmt
Affected MO: sys/mgmt
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerUpdateUCSManager:execute

Fault Code: F16815

Message

[FSM:STAGE:FAILEDIRETRY]: Updating FPR Manager
firmware(FSM-STAGE:sam:dme:MgmtControllerUpdateUCSManager:execute)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16815

mibFaultName: fsmStFailMgmtControllerUpdateUCSManagerExecute
moClass: mgmt:Controller
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true
Affected MO: sys/chassis-
Affected MO: sys/chassis-
Affected MO: sys/chassis-
Affected MO: sys/chassis-
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt
Affected MO: sys/chassis-[id]/slot-[id]/mgmt
Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt
Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt
Affected MO: sys/mgmt
Affected MO: sys/rack-unit-[

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt
[
dl

d] /blade-[slotId]/adaptor-[id] /mgmt

id] /blade-[slotId] /boardController/mgmt

id] /blade-[slotId]/ext-board-[id] /boardController/mgmt
d]/blade-[slotId]/ext-board-[id]/mgmt

[i
[
[
[i
[
[
id] /adaptor-[id] /mgmt

Affected MO: sys/rack-unit-[id]/mgmt
Affected MO: sys/switch-[id]/mgmt
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fsmStFailMgmtControllerUpdateUCSManager:start
Fault Code: F16815

Message

[FSM:STAGE:FAILEDIRETRY]: Scheduling FPR manager
update(FSM-STAGE:sam:dme:MgmtControllerUpdateUCSManager:start)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: start-failed

mibFaultCode: 16815

mibFaultName: fsmStFailMgmtControllerUpdateUCSManagerStart
moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-|[

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt
Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt
Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerSysConfig:Primary
Fault Code: F16823
Message
[FSM:STAGE:FAILEDIRETRY]: system configuration on

primary(FSM-STAGE:sam:dme:MgmtControllerSysConfig:Primary)

Explanation

None set.

[
[id] /ext-board-[id] /boardController/mgmt
[

id] /blade-[slotId] /ext-board-[id] /boardController/mgmt
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: primary-failed

mibFaultCode: 16823

mibFaultName: fsmStFailMgmtControllerSysConfigPrimary

moClass: mgmt:Controller

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id] /boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt

Affected MO: sys/chassis-

id] /blade-[slotId] /mgmt

Affected MO: sys/chassis-[id]/slot-[id]/mgmt
Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt
Affected MO: sys/fex-[id]/mgmt
Affected MO: sys/fex-[id]/slot-[id]/mgmt
Affected MO: sys/mgmt
Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt
Affected MO: sys/rack-unit-[id]/boardController/mgmt

[

[

[
[
[
[
[
[

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt
Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailMgmtControllerSysConfig:Secondary

Fault Code: F16823

Message

[FSM:STAGE:FAILEDIRETRYT: system configuration on
secondary(FSM-STAGE:sam:dme:MgmtControllerSysConfig:Secondary)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: secondary-failed

mibFaultCode: 16823

mibFaultName: fsmStFailMgmtControllerSysConfigSecondary
moClass: mgmt:Controller

Type: fsm

Callhome: none
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Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/boardController/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/mgmt
Affected MO: sys/chassis-[id]/blade-[slotId]/mgmt
Affected MO: sys/chassis-[id]/slot-[id]/mgmt

Affected MO: sys/chassis-[id]/sw-slot-[id]/mgmt

Affected MO: sys/fex-[id]/mgmt

Affected MO: sys/fex-[id]/slot-[id]/mgmt

Affected MO: sys/mgmt

Affected MO: sys/rack-unit-[id]/adaptor-[id]/mgmt

Affected MO: sys/rack-unit-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/boardController/mgmt

Affected MO: sys/rack-unit-[id]/ext-board-[id]/mgmt

Affected MO: sys/rack-unit-[id]/mgmt

Affected MO: sys/switch-[id]/mgmt

fsmStFailAdaptorExtEthlfPathReset:Disable
Fault Code: F16852

Message

[FSM:STAGE:FAILEDIRETRY]: Disable path [side]([switchId]) on server
[chassisId]/[slotldJ(FSM-STAGE:sam:dme:AdaptorExtEthIfPathReset:Disable)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: disable-failed

mibFaultCode: 16852

mibFaultName: fsmStFailAdaptorExtEthIfPathResetDisable
moClass: adaptor:ExtEthIf

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/ext-eth-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/ext-eth-[id]

fsmStFailAdaptorExtEthlfPathReset:Enable

Fault Code: F16852

Message

[FSM:STAGE:FAILEDIRETRY]: Enabe path [side]([switchId]) on server
[chassisId]/[slotld](FSM-STAGE:sam:dme: AdaptorExtEthIfPathReset:Enable)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: enable-failed

mibFaultCode: 16852

mibFaultName: fsmStFailAdaptorExtEthIfPathResetEnable
moClass: adaptor:ExtEthIf

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/ext-eth-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/ext-eth-[id]

fsmStFailAdaptorHostEthlfCircuitReset:DisableA
Fault Code: F16857

Message

[FSM:STAGE:FAILEDIRETRY]: Disable circuit A for host adaptor [id] on server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:AdaptorHostEthIfCircuitReset:DisableA)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: disable-afailed

mibFaultCode: 16857

mibFaultName: fsmStFailAdaptorHostEthIfCircuitResetDisableA
moClass: adaptor:HostEthIf

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/host-eth-[1id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]
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fsmStFailAdaptorHostEthlfCircuitReset:DisableB
Fault Code: F16857

Message

[FSM:STAGE:FAILEDIRETRY]: Disable circuit B for host adaptor [id] on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:AdaptorHostEthIfCircuitReset:DisableB)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: disable-bfailed
mibFaultCode: 16857
mibFaultName: fsmStFailAdaptorHostEthIfCircuitResetDisableB
moClass: adaptor:HostEthIf
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/host-eth-[1id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]

fsmStFailAdaptorHostEthlfCircuitReset:EnableA
Fault Code: F16857

Message

[FSM:STAGE:FAILEDIRETRY]: Enable circuit A for host adaptor [id] on server
[chassisId]/[slotldJ(FSM-STAGE:sam:dme: AdaptorHostEthIfCircuitReset:EnableA)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: enable-afailed

mibFaultCode: 16857

mibFaultName: fsmStFailAdaptorHostEthIfCircuitResetEnableA
moClass: adaptor:HostEthIf

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/host-eth-[1id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]

fsmStFailAdaptorHostEthlfCircuitReset:EnableB
Fault Code: F16857

Message

[FSM:STAGE:FAILEDIRETRY]: Enable circuit B for host adaptor [id] on server
[chassisId]/[slotld](FSM-STAGE:sam:dme:AdaptorHostEthIfCircuitReset:EnableB)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: enable-bfailed

mibFaultCode: 16857

mibFaultName: fsmStFailAdaptorHostEthIfCircuitResetEnableB
moClass: adaptor:HostEthIf

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/host-eth-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-eth-[id]

fsmStFailAdaptorHostFclfCircuitReset:DisableA
Fault Code: F16858

Message

[FSM:STAGE:FAILEDIRETRY]: Disable circuit A for host adaptor [id] on server
[chassisId]/[slotld](FSM-STAGE:sam:dme: AdaptorHostFcIfCircuitReset:Disable A)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: disable-afailed

mibFaultCode: 16858

mibFaultName: fsmStFailAdaptorHostFcIfCircuitResetDisableA
moClass: adaptor:HostFcIf

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id] /host-fc-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-fc-[id]

fsmStFailAdaptorHostFclfCircuitReset:DisableB
Fault Code: F16858

Message

[FSM:STAGE:FAILEDIRETRYT: Disable circuit B for host adaptor [id] on server
[chassisId]/[slotld](FSM-STAGE:sam:dme: AdaptorHostFcIfCircuitReset:DisableB)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: disable-bfailed

mibFaultCode: 16858

mibFaultName: fsmStFailAdaptorHostFcIfCircuitResetDisableB
moClass: adaptor:HostFcIf

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id] /host-fc-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-fc-[id]

fsmStFailAdaptorHostFclfCircuitReset:EnableA
Fault Code: F16858

Message

[FSM:STAGE:FAILEDIRETRY]: Enable circuit A for host adaptor [id] on server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:AdaptorHostFcIfCircuitReset:EnableA)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: enable-afailed

mibFaultCode: 16858

mibFaultName: fsmStFailAdaptorHostFcIfCircuitResetEnableA
moClass: adaptor:HostFcIf

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id]/host-fc-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-fc-[id]

fsmStFailAdaptorHostFclfCircuitReset:EnableB
Fault Code: F16858

Message

[FSM:STAGE:FAILEDIRETRY]: Enable circuit B for host adaptor [id] on server
[chassisId]/[slotld]J(FSM-STAGE:sam:dme:AdaptorHostFcIfCircuitReset:EnableB)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: enable-bfailed

mibFaultCode: 16858

mibFaultName: fsmStFailAdaptorHostFcIfCircuitResetEnableB
moClass: adaptor:HostFcIf

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/adaptor-[id] /host-fc-[id]
Affected MO: sys/rack-unit-[id]/adaptor-[id]/host-fc-[id]
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fsmStFailExtvmmProviderConfig:GetVersion
Fault Code: F16879

Message

[FSM:STAGE:FAILEDIRETRY]: external VM manager version
fetch(FSM-STAGE:sam:dme:ExtvmmProviderConfig: GetVersion)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: get-version-failed

mibFaultCode: 16879

mibFaultName: fsmStFailExtvmmProviderConfigGetVersion
moClass: extvmm:Provider

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/extvm-mgmt/vm-[name]

fsmStFailExtvmmProviderConfig:SetLocal
Fault Code: F16879

Message

[FSM:STAGE:FAILEDIRETRY]: external VM manager configuration on local
fabric(FSM-STAGE:sam:dme:ExtvmmProviderConfig:SetLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-local-failed

mibFaultCode: 16879

mibFaultName: fsmStFailExtvmmProviderConfigSetLocal
moClass: extvmm:Provider

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/extvm-mgmt/vm- [name]

fsmStFailExtymmProviderConfig:SetPeer
Fault Code: F16879

Message

[FSM:STAGE:FAILEDIRETRY]: external VM manager configuration on peer
fabric(FSM-STAGE:sam:dme:ExtvmmProviderConfig:SetPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: set-peer-failed
mibFaultCode: 16879

mibFaultName: fsmStFailExtvmmProviderConfigSetPeer

moClass: extvmm:Provider
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/extvm-mgmt/vm-[name]

fsmStFailExtvmmKeyStoreCertinstall:SetLocal
Fault Code: F16830

Message

[FSM:STAGE:FAILEDIRETRY]: external VM manager cetificate configuration on local
fabric(FSM-STAGE:sam:dme:ExtvmmKeyStoreCertInstall:SetLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: set-local-failed
mibFaultCode: 16880
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mibFaultName: fsmStFailExtvmmKeyStoreCertInstallSetLocal
moClass: extvmm:KeyStore

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/extvm-mgmt/key-store

fsmStFailExtvmmKeyStoreCertinstall:SetPeer

Fault Code: F168380

Message

[FSM:STAGE:FAILEDIRETRY]: external VM manager certificate configuration on peer
fabric(FSM-STAGE:sam:dme:ExtvmmKeyStoreCertInstall:SetPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-peer-failed

mibFaultCode: 16880

mibFaultName: fsmStFailExtvmmKeyStoreCertInstallSetPeer
moClass: extvmm:KeyStore

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/extvm-mgmt/key-store

fsmStFailExtvmmSwitchDelTaskRemoveProvider:Removelocal

Fault Code: F16881

Message

[FSM:STAGE:FAILEDIRETRY]: external VM manager deletion from local
fabric(FSM-STAGE:sam:dme:ExtvmmSwitchDelTaskRemoveProvider:RemoveLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: remove-local-failed

mibFaultCode: 16881

mibFaultName: fsmStFailExtvmmSwitchDelTaskRemoveProviderRemovelLocal
moClass: extvmm:SwitchDelTask

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/extvm-mgmt/vsw-deltask-[swIntId]

fsmStFailExtvmmMasterExtKeyConfig:SetLocal
Fault Code: F16898

Message

[FSM:STAGE:FAILEDIRETRY]: external VM manager extension-key configuration on peer
fabric(FSM-STAGE:sam:dme:ExtvmmMasterExtKeyConfig:SetLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-local-failed

mibFaultCode: 16898

mibFaultName: fsmStFailExtvmmMasterExtKeyConfigSetLocal
moClass: extvmm:MasterExtKey

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/extvm-mgmt/ext-key

fsmStFailExtvmmMasterExtKeyConfig:SetPeer
Fault Code: F16898
Message
[FSM:STAGE:FAILEDIRETRY]: external VM manager extension-key configuration on local

fabric(FSM-STAGE:sam:dme:ExtvmmMasterExtKeyConfig:SetPeer)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: set-peer-failed

mibFaultCode: 16898

mibFaultName: fsmStFailExtvmmMasterExtKeyConfigSetPeer
moClass: extvmm:MasterExtKey

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/extvm-mgmt/ext-key

fsmStFailCapabilityUpdaterUpdater:Apply

Fault Code: F16904

Message

[FSM:STAGE:FAILEDIRETRYT: applying changes to
catalog(FSM-STAGE:sam:dme:CapabilityUpdaterUpdater: Apply)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: apply-failed

mibFaultCode: 16904

mibFaultName: fsmStFailCapabilityUpdaterUpdaterApply
moClass: capability:Updater

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities/ep/updater-[fileName]

fsmStFailCapabilityUpdaterUpdater:CopyRemote

Fault Code: F16904

Message

[FSM:STAGE:FAILEDIRETRY]: syncing catalog files to
subordinate(FSM-STAGE:sam:dme:CapabilityUpdaterUpdater: CopyRemote)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: copy-remote-failed

mibFaultCode: 16904

mibFaultName: fsmStFailCapabilityUpdaterUpdaterCopyRemote
moClass: capability:Updater

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities/ep/updater-[fileName]

fsmStFailCapabilityUpdaterUpdater:DeleteLocal

Fault Code: F16904

Message

[FSM:STAGE:FAILEDIRETRY]: deleting temp image [fileName] on
local(FSM-STAGE:sam:dme:CapabilityUpdaterUpdater:DeleteLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: delete-local-failed

mibFaultCode: 16904

mibFaultName: fsmStFailCapabilityUpdaterUpdaterDeleteLocal
moClass: capability:Updater

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities/ep/updater-[fileName]
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fsmStFailCapabilityUpdaterUpdater:EvaluateStatus

Fault Code: F16904

Message

[FSM:STAGE:FAILEDIRETRY]: evaluating status of
update(FSM-STAGE:sam:dme:CapabilityUpdaterUpdater:EvaluateStatus)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: evaluate-status-failed

mibFaultCode: 16904

mibFaultName: fsmStFailCapabilityUpdaterUpdaterEvaluateStatus
moClass: capability:Updater

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities/ep/updater-[fileName]

fsmStFailCapabilityUpdaterUpdater:Local

Fault Code: F16904

Message

[FSM:STAGE:FAILEDIRETRY]: downloading catalog file [fileName] from
[server(FSM-STAGE:sam:dme:CapabilityUpdaterUpdater:Local)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16904

mibFaultName: fsmStFailCapabilityUpdaterUpdaterLocal
moClass: capability:Updater

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: capabilities/ep/updater-[fileName]

fsmStFailCapabilityUpdaterUpdater:Rescanimages
Fault Code: F16904

Message

[FSM:STAGE:FAILEDIRETRY]: rescanning image
files(FSM-STAGE:sam:dme:CapabilityUpdaterUpdater:Rescanlmages)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: rescan-images-failed

mibFaultCode: 16904

mibFaultName: fsmStFailCapabilityUpdaterUpdaterRescanImages
moClass: capability:Updater

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities/ep/updater-[fileName]

fsmStFailCapabilityUpdaterUpdater:UnpackLocal
Fault Code: F16904

Message

[FSM:STAGE:FAILEDIRETRYT]: unpacking catalog file [fileName] on
primary(FSM-STAGE:sam:dme:CapabilityUpdaterUpdater:UnpackLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: unpack-local-failed
mibFaultCode: 16904

Cisco FXOS Faults and Error Messages, 2.2(2)
| "em




Chapter3  FSM Faults |

mibFaultName: fsmStFailCapabilityUpdaterUpdaterUnpackLocal
moClass: capability:Updater

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities/ep/updater-[fileName]

fsmStFailFirmwareDistributableDelete:Local

Fault Code: F16906

Message

[FSM:STAGE:FAILEDIRETRY]: deleting package [name] from
primary(FSM-STAGE:sam:dme:FirmwareDistributableDelete:Local)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-failed

mibFaultCode: 16906

mibFaultName: fsmStFailFirmwareDistributableDeleteLocal
moClass: firmware:Distributable

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fw-catalogue/distrib-[name]

fsmStFailFirmwareDistributableDelete:Remote

Fault Code: F16906

Message

[FSM:STAGE:FAILEDIRETRY]: deleting package [name] from
secondary(FSM-STAGE:sam:dme:FirmwareDistributableDelete:Remote)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: remote-failed

mibFaultCode: 16906

mibFaultName: fsmStFailFirmwareDistributableDeleteRemote
moClass: firmware:Distributable

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fw-catalogue/distrib- [name]

fsmStFailCapabilityCatalogueDeployCatalogue:SyncBladeAGLocal
Fault Code: F16931

Message

[FSM:STAGE:FAILEDIRETRY]: Sending capability catalogue [version] to local
blade AG(FSM-STAGE:sam:dme:CapabilityCatalogueDeployCatalogue:SyncBlade AGLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sync-bladeaglocal-failed

mibFaultCode: 16931

mibFaultName: fsmStFailCapabilityCatalogueDeployCatalogueSyncBladeAGLocal
moClass: capability:Catalogue

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities

fsmStFailCapabilityCatalogueDeployCatalogue:SyncBladeAGRemote

Fault Code: F16931

Message

[FSM:STAGE:FAILEDIRETRY]: Sending capability catalogue [version] to remote
blade AG(FSM-STAGE:sam:dme:CapabilityCatalogueDeployCatalogue:SyncBlade AGRemote)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sync-bladeagremote-failed

mibFaultCode: 16931

mibFaultName: fsmStFailCapabilityCatalogueDeployCatalogueSyncBladeAGRemote
moClass: capability:Catalogue

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities

fsmStFailCapabilityCatalogueDeployCatalogue:SyncHostagentAGLocal
Fault Code: F16931

Message

[FSM:STAGE:FAILEDIRETRYT]: Sending capability catalogue [version] to local
hostagentAG(FSM-STAGE:sam:dme:CapabilityCatalogueDeployCatalogue:SyncHostagentAGLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sync-hostagentaglocal-failed

mibFaultCode: 16931

mibFaultName: fsmStFailCapabilityCatalogueDeployCatalogueSyncHostagentAGLocal
moClass: capability:Catalogue

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities

fsmStFailCapabilityCatalogueDeployCatalogue:SyncHostagentAGRemote
Fault Code: F16931

Message

[FSM:STAGE:FAILEDIRETRY]: Sending capability catalogue [version] to remote
hostagentAG(FSM-STAGE:sam:dme:CapabilityCatalogueDeployCatalogue:SyncHostagent AGRemote
)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sync-hostagentagremote-failed

mibFaultCode: 16931

mibFaultName: fsmStFailCapabilityCatalogueDeployCatalogueSyncHostagentAGRemote
moClass: capability:Catalogue

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities

fsmStFailCapabilityCatalogueDeployCatalogue:SyncNicAGLocal
Fault Code: F16931

Message

[FSM:STAGE:FAILEDIRETRY]: Sending capability catalogue [version] to local
nicAG(FSM-STAGE:sam:dme:CapabilityCatalogueDeployCatalogue:SyncNicAGLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sync-nicaglocal-failed

mibFaultCode: 16931

mibFaultName: fsmStFailCapabilityCatalogueDeployCatalogueSyncNicAGLocal
moClass: capability:Catalogue

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities
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fsmStFailCapabilityCatalogueDeployCatalogue:SyncNicAGRemote
Fault Code: F16931

Message

[FSM:STAGE:FAILEDIRETRY]: Sending capability catalogue [version] to remote
nicAG(FSM-STAGE:sam:dme:CapabilityCatalogueDeployCatalogue:SyncNicAGRemote)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sync-nicagremote-failed

mibFaultCode: 16931

mibFaultName: fsmStFailCapabilityCatalogueDeployCatalogueSyncNicAGRemote
moClass: capability:Catalogue

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities

fsmStFailCapabilityCatalogueDeployCatalogue:SyncPortAGLocal
Fault Code: F16931

Message

[FSM:STAGE:FAILEDIRETRYT]: Sending capability catalogue [version] to local
portAG(FSM-STAGE:sam:dme:CapabilityCatalogueDeployCatalogue:SyncPort AGLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sync-portaglocal-failed

mibFaultCode: 16931

mibFaultName: fsmStFailCapabilityCatalogueDeployCatalogueSyncPortAGLocal
moClass: capability:Catalogue

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: capabilities

fsmStFailCapabilityCatalogueDeployCatalogue:SyncPortAGRemote
Fault Code: F16931

Message

[FSM:STAGE:FAILEDIRETRY]: Sending capability catalogue [version] to remote
portAG(FSM-STAGE:sam:dme:CapabilityCatalogueDeployCatalogue:SyncPort AGRemote)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sync-portagremote-failed

mibFaultCode: 16931

mibFaultName: fsmStFailCapabilityCatalogueDeployCatalogueSyncPortAGRemote
moClass: capability:Catalogue

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities

fsmStFailCapabilityCatalogueDeployCatalogue:finalize
Fault Code: F16931

Message

[FSM:STAGE:FAILEDIRETRY]: Finalizing capability catalogue [version]
deployment(FSM-STAGE:sam:dme:CapabilityCatalogueDeployCatalogue:finalize)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: finalize-failed
mibFaultCode: 16931
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mibFaultName: fsmStFailCapabilityCatalogueDeployCatalogueFinalize
moClass: capability:Catalogue

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: capabilities

fsmStFailEquipmentFexRemoveFex:CleanupEntries
Fault Code: F16942

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning host
entries(FSM-STAGE:sam:dme:EquipmentFexRemoveFex:CleanupEntries)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: cleanup-entries-failed

mibFaultCode: 16942

mibFaultName: fsmStFailEquipmentFexRemoveFexCleanupEntries
moClass: equipment:Fex

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fex-[id]

fsmStFailEquipmentFexRemoveFex:UnldentifyLocal
Fault Code: F16942

Message

[FSM:STAGE:FAILEDIRETRY]: erasing fex identity [id] from
primary(FSM-STAGE:sam:dme:EquipmentFexRemoveFex:UnldentifyLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: un-identify-local-failed

mibFaultCode: 16942

mibFaultName: fsmStFailEquipmentFexRemoveFexUnIdentifyLocal
moClass: equipment:Fex

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fex-[id]

fsmStFailEquipmentFexRemoveFex:Wait
Fault Code: F16942

Message

[FSM:STAGE:FAILEDIRETRY]: waiting for clean up of resources for chassis [id] (approx. 2
min)(FSM-STAGE:sam:dme:EquipmentFexRemoveFex: Wait)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: wait-failed

mibFaultCode: 16942

mibFaultName: fsmStFailEquipmentFexRemoveFexWait
moClass: equipment:Fex

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fex-[id]

fsmStFailEquipmentFexRemoveFex:decomission

Fault Code: F16942

Message

[FSM:STAGE:FAILEDIRETRY]: decomissioning fex
[id](FSM-STAGE:sam:dme:EquipmentFexRemoveFex:decomission)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: decomission-failed

mibFaultCode: 16942

mibFaultName: fsmStFailEquipmentFexRemoveFexDecomission
moClass: equipment:Fex

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/fex-[id]

fsmStFailEquipmentLocatorLedSetFeLocatorLed:Execute
Fault Code: F16943

Message

[FSM:STAGE:FAILEDIRETRYT: setting locator led to
[adminState]( FSM-STAGE:sam:dme:EquipmentLocatorLedSetFeLocatorLed:Execute)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16943

mibFaultName: fsmStFailEquipmentLocatorLedSetFeLocatorLedExecute
moClass: equipment:LocatorLed

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]/ext-board-[id]/locator-led
Affected MO: sys/chassis-[id]/blade-[slotId]/locator-led
Affected MO: sys/chassis-[id]/fan-module-[tray]-[id]/locator-led
Affected MO: sys/chassis-[id]/locator-led

Affected MO: sys/chassis-[id]/psu-[id]/locator-led

Affected MO: sys/chassis-[id]/slot-[id]/locator-led

Affected MO: sys/fex-[id]/locator-led

Affected MO: sys/fex-[id]/psu-[id]/locator-led

Affected MO: sys/fex-[id]/slot-[id]/locator-led

Affected MO: sys/rack-unit-[id]/ext-board-[id]/locator-led
Affected MO: sys/rack-unit-[id]/fan-module-[tray]-[id]/locator-led
Affected MO: sys/rack-unit-[id]/locator-led

Affected MO: sys/rack-unit-[id]/psu-[id]/locator-led
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Affected MO: sys/switch-[id]/fan-module-[tray]-[id]/locator-led
Affected MO: sys/switch-[id]/locator-led
Affected MO: sys/switch-[id]/psu-[id]/locator-led

fsmStFailEquipmentChassisPowerCap:Config
Fault Code: F16944

Message
[FSM:STAGE:FAILEDIRETRY]: (FSM-STAGE:sam:dme:EquipmentChassisPowerCap:Config)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-failed

mibFaultCode: 16944

mibFaultName: fsmStFailEquipmentChassisPowerCapConfig
moClass: equipment:Chassis

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]

fsmStFailEquipmentl0CardMuxOffline:CleanupEntries
Fault Code: F16945

Message

[FSM:STAGE:FAILEDIRETRYT: cleaning host
entries(FSM-STAGE:sam:dme:EquipmentlOCardMuxOffline:CleanupEntries)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: cleanup-entries-failed

mibFaultCode: 16945

mibFaultName: fsmStFailEquipmentIOCardMuxOfflineCleanupEntries
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moClass: equipment:IOCard

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/slot-[id]
Affected MO: sys/fex-[id]/slot-[id]

fsmStFailComputePhysicalAssociate:ActivateBios

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Activate BIOS image for server
[serverld](FSM-STAGE:sam:dme:ComputePhysical Associate: ActivateBios)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: activate-bios-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateActivateBios
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:BiosimgUpdate

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Update blade BIOS
image(FSM-STAGE:sam:dme:ComputePhysical Associate:BiosImgUpdate)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: bios-img-update-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateBiosImgUpdate
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:BiosPostCompletion

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for BIOS POST completion from CIMC on server
[serverld](FSM-STAGE:sam:dme:ComputePhysical Associate:BiosPostCompletion)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bios-post-completion-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateBiosPostCompletion
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:BladePowerOff

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Power off server for configuration of service profile
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalAssociate:BladePowerOff)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: blade-power-off-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateBladePowerOff
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:BmcConfigPnu0S
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: provisioning a bootable device with a bootable pre-boot image for
server(FSM-STAGE:sam:dme:ComputePhysical Associate:BmcConfigPnuOS)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-config-pnuos-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateBmcConfigPnuOS
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:BmcPreconfigPnuOSLocal
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: prepare configuration for preboot
environment(FSM-STAGE:sam:dme:ComputePhysical Associate:BmcPreconfigPnuOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: bmc-preconfig-pnuoslocal-failed
mibFaultCode: 16973
mibFaultName: fsmStFailComputePhysicalAssociateBmcPreconfigPnuOSLocal
moClass: compute:Physical
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:BmcPreconfigPnuOSPeer
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: prepare configuration for preboot
environment(FSM-STAGE:sam:dme:ComputePhysical Associate:BmcPreconfigPnuOSPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-preconfig-pnuospeer-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateBmcPreconfigPnuOSPeer
moClass: compute:Physical

Type: fsm

Cisco FXOS Faults and Error Messages, 2.2(2)
| g 361 ]



Chapter3  FSM Faults |

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:BmcUnconfigPnu0S

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: unprovisioning the bootable device for
server(FSM-STAGE:sam:dme:ComputePhysicalAssociate:BmcUnconfigPnuOS)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-unconfig-pnuos-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateBmcUnconfigPnuOS
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:BootHost

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRYT]: Boot host OS for server (service profile:
[assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:BootHost)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: boot-host-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateBootHost
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:BootPnuos

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Bring-up pre-boot environment for association with
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysical Associate:BootPnuos)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: boot-pnuos-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateBootPnuos
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:BootWait

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for system
reset(FSM-STAGE:sam:dme:ComputePhysical Associate:BootWait)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: boot-wait-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateBootWait
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:CheckPowerAvailability
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Check if power can be allocated to server
[serverld](FSM-STAGE:sam:dme:ComputePhysical Associate:CheckPowerAvailability)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: check-power-availability-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateCheckPowerAvailability
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:ClearBiosUpdate

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Clearing pending BIOS image
update(FSM-STAGE:sam:dme:ComputePhysical Associate:ClearBiosUpdate)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: clear-bios-update-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateClearBiosUpdate
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:ConfigCimcVMedia

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: configuring mappings for
vmedia(FSM-STAGE:sam:dme:ComputePhysicalAssociate:ConfigCimcVMedia)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-cimcvmedia-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateConfigCimcVMedia
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:ConfigExtMgmtGw

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: configuring ext mgmt gateway for
vmedia(FSM-STAGE:sam:dme:ComputePhysical Associate:ConfigExtMgmtGw)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-ext-mgmt-gw-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateConfigExtMgmtGw
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:ConfigExtMgmtRules

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: configuring ext mgmt rules for
vmedia(FSM-STAGE:sam:dme:ComputePhysical Associate:ConfigExtMgmtRules)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: config-ext-mgmt-rules-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateConfigExtMgmtRules
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:ConfigFlexFlash

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring
FlexFlash(FSM-STAGE:sam:dme:ComputePhysical Associate:ConfigFlexFlash)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-flex-flash-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateConfigFlexFlash
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:ConfigSol

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring SoL interface on
server(FSM-STAGE:sam:dme:ComputePhysical Associate:ConfigSoL)

Explanation
None set.

Cisco FXOS Faults and Error Messages, 2.2(2) g



Chapter3  FSM Faults |

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-so-1lfailed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateConfigSoL
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:ConfigUserAccess
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring external user
access(FSM-STAGE:sam:dme:ComputePhysical Associate:ConfigUserAccess)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-user-access-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateConfigUserAccess
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:ConfigUuid

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure logical UUID for server (service profile:
[assignedToDn])(FSM-STAGE:sam:dme:ComputePhysicalAssociate:ConfigUuid)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-uuid-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateConfigUuid
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:DeassertResetBypass

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: deassert
reset-bypass(FSM-STAGE:sam:dme:ComputePhysical Associate:DeassertResetBypass)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: deassert-reset-bypass-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateDeassertResetBypass
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:DeleteCurlDownloadedimages
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Delete images downloaded from operations
manager(FSM-STAGE:sam:dme:ComputePhysical Associate:DeleteCurlDownloadedImages)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: delete-curl-downloaded-images-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateDeleteCurlDownloadedImages
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:GraphicsimageUpdate
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Update gpu firmware
image(FSM-STAGE:sam:dme:ComputePhysical Associate:GraphicsImageUpdate)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details
Severity: warning
Cause: graphics-image-update-failed
mibFaultCode: 16973
mibFaultName: fsmStFailComputePhysicalAssociateGraphicsImageUpdate
moClass: compute:Physical
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:HbalmgUpdate
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRYT]: Update Host Bus Adapter
image(FSM-STAGE:sam:dme:ComputePhysicalAssociate:HbalmgUpdate)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hba-img-update-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateHbaImgUpdate
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:HostOSConfig
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure host OS components on server (service profile:
[assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:HostOSConfig)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hostosconfig-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateHostOSConfig
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:HostOSIdent

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Identify host agent on server (service profile:
[assignedToDn])(FSM-STAGE:sam:dme:ComputePhysicalAssociate:HostOSIdent)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hostosident-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateHostOSIdent
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:HostOSPolicy

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Upload host agent policy to host agent on server (service profile:
[assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:HostOSPolicy)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hostospolicy-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateHostOSPolicy
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:HostOSValidate

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Validate host OS on server (service profile:
[assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:HostOS Validate)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hostosvalidate-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateHostOSValidate
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:LocalDiskFwUpdate

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Update LocalDisk firmware
image(FSM-STAGE:sam:dme:ComputePhysical Associate:LocalDiskFwUpdate)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: local-disk-fw-update-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateLocalDiskFwUpdate
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:MarkAdapterForReboot

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: deassert
reset-bypass(FSM-STAGE:sam:dme:ComputePhysical Associate:MarkAdapterForReboot)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: mark-adapter-for-reboot-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateMarkAdapterForReboot
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:NicConfigHostOSLocal
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure adapter in server for host OS (service profile:
[assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:NicConfigHostOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-hostoslocal-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateNicConfigHostOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:NicConfigHostOSPeer
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure adapter in server for host OS (service profile:
[assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:NicConfigHostOSPeer)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-hostospeer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateNicConfigHostOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:NicConfigPnuOSLocal
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure adapter for pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysical Associate:NicConfigPnuOSLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-pnuoslocal-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateNicConfigPnuOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:NicConfigPnuOSPeer

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure adapter for pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysical Associate:NicConfigPnuOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-pnuospeer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateNicConfigPnuOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:NicConfigServicelnfraLocal

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure adapter in server for service infrastructure
([assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:NicConfigServicelnfral.ocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-service-infra-local-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateNicConfigServiceInfralocal
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:NicConfigServicelnfraPeer

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure adapter in server for service infrastructure
([assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:NicConfigServicelnfraPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-service-infra-peer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateNicConfigServiceInfraPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:NicimgUpdate

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Update adapter
image(FSM-STAGE:sam:dme:ComputePhysicalAssociate:NicImgUpdate)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: nic-img-update-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateNicImgUpdate
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:NicUnconfigPnuOSLocal

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRYT]: Unconfigure adapter of server pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysicalAssociate:NicUnconfigPnuOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-unconfig-pnuoslocal-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateNicUnconfigPnuOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:NicUnconfigPnuOSPeer

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure adapter of server pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysical Associate:NicUnconfigPnuOSPeer)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-unconfig-pnuospeer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateNicUnconfigPnuOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:0obStoragelnventory

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Perform oob storage inventory with server profile
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalAssociate:OobStoragelnventory)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: oob-storage-inventory-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateOobStorageInventory
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:Pnu0SCatalog

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Populate pre-boot catalog to
server(FSM-STAGE:sam:dme:ComputePhysical Associate:PnuOSCatalog)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuoscatalog-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePnuOSCatalog
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:Pnu0SConfig

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure server with service profile [assignedToDn] pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysical Associate:PnuOSConfig)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosconfig-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePnuOSConfig
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PnuOSident

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Identify pre-boot environment
agent(FSM-STAGE:sam:dme:ComputePhysicalAssociate:PnuOSIdent)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosident-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePnuOSIdent
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PnuOSInventory

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Perform inventory of
server(FSM-STAGE:sam:dme:ComputePhysical Associate:PnuOSInventory)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: pnuosinventory-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePnuOSInventory
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PnuOSLocalDiskConfig

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure local disk on server with service profile [assignedToDn]
pre-boot environment(FSM-STAGE:sam:dme:ComputePhysical Associate:PnuOSLocalDiskConfig)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuoslocal-disk-config-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePnuOSLocalDiskConfig
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PnuOSPolicy

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Populate pre-boot environment behavior
policy(FSM-STAGE:sam:dme:ComputePhysical Associate:PnuOSPolicy)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuospolicy-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePnuOSPolicy
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:Pnu0SSelfTest
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Trigger self-test on pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysical Associate:PnuOSSelfTest)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosself-test-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePnuOSSelfTest
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:PnuOSUnloadDrivers

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Unload drivers on server with service profile
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysical Associate:PnuOSUnloadDrivers)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosunload-drivers-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePnuOSUnloadDrivers
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PnuOSValidate

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Pre-boot environment validation for association with
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysical Associate:PnuOS Validate)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosvalidate-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePnuOSValidate
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PollBiosActivateStatus

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: waiting for BIOS
activate(FSM-STAGE:sam:dme:ComputePhysical Associate:PollBiosActivateStatus)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: poll-bios-activate-status-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePollBiosActivateStatus
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PollBiosUpdateStatus

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for BIOS update to
complete(FSM-STAGE:sam:dme:ComputePhysical Associate:PollBiosUpdateStatus)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: poll-bios-update-status-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePollBiosUpdateStatus
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PollBoardCtrlUpdateStatus

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for Board Controller update to
complete(FSM-STAGE:sam:dme:ComputePhysical Associate:PollBoardCtrlUpdateStatus)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: poll-board-ctrl-update-status-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePollBoardCtrlUpdateStatus
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PollClearBiosUpdateStatus

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: waiting for pending BIOS image update to
clear(FSM-STAGE:sam:dme:ComputePhysical Associate:PollClearBiosUpdateStatus)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: poll-clear-bios-update-status-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePollClearBiosUpdateStatus
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PowerDeployWait
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for power allocation to server
[serverld](FSM-STAGE:sam:dme:ComputePhysical Associate:PowerDeploy Wait)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: power-deploy-wait-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePowerDeployWait
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:PowerOn

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Power on server for configuration of service profile
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalAssociate:PowerOn)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: power-on-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePowerOn
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PowerOnPreConfig

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: PowerOn preconfig for server of service profile
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalAssociate:PowerOnPreConfig)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: power-on-pre-config-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePowerOnPreConfig
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PreSanitize
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Preparing to check hardware
configuration(FSM-STAGE:sam:dme:ComputePhysical Associate:PreSanitize)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pre-sanitize-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePreSanitize
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PrepareForBoot
Fault Code: F16973
Message
[FSM:STAGE:FAILEDIRETRY]: Prepare server for booting host
OS(FSM-STAGE:sam:dme:ComputePhysical Associate:PrepareForBoot)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: prepare-for-boot-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePrepareForBoot
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:PrepareKeyFile

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Prepare Key file for ROMMON to
boot(FSM-STAGE:sam:dme:ComputePhysical Associate:PrepareKeyFile)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: prepare-key-file-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociatePrepareKeyFile
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:Sanitize

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Checking hardware
configuration(FSM-STAGE:sam:dme:ComputePhysical Associate:Sanitize)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sanitize-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSanitize
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SolRedirectDisable

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Disable Sol Redirection on server
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalAssociate:SolRedirectDisable)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sol-redirect-disable-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSolRedirectDisable
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:SolRedirectEnable

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: set up bios token for server [assignedToDn] for Sol
redirect(FSM-STAGE:sam:dme:ComputePhysical Associate:SolRedirectEnable)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sol-redirect-enable-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSolRedirectEnable
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:StorageCtirimgUpdate

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Update storage controller
image(FSM-STAGE:sam:dme:ComputePhysical Associate:StorageCtlrimgUpdate)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: storage-ctlr-img-update-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateStorageCtlrImgUpdate
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SwConfigHostOSLocal

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure primary fabric interconnect for server host os (service
profile: [assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:SwConfigHostOSLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-hostoslocal-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSwConfigHostOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SwConfigHostOSPeer

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure secondary fabric interconnect for server host OS (service
profile: [assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:SwConfigHostOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: sw-config-hostospeer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSwConfigHostOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SwConfigPnuOSLocal

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure primary fabric interconnect for pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysical Associate:SwConfigPnuOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-pnuoslocal-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSwConfigPnuOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SwConfigPnuOSPeer

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure secondary fabric interconnect for pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysical Associate:SwConfigPnuOSPeer)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-pnuospeer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSwConfigPnuOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SwConfigPortNivLocal
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: configuring primary fabric interconnect access to
server(FSM-STAGE:sam:dme:ComputePhysical Associate:SwConfigPortNivLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-port-niv-local-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSwConfigPortNivLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:SwConfigPortNivPeer

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: configuring secondary fabric interconnect access to
server(FSM-STAGE:sam:dme:ComputePhysical Associate:SwConfigPortNivPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-port-niv-peer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSwConfigPortNivPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SwConfigServicelnfralLocal

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure service infrastructure on primary fabric
Interconnect(FSM-STAGE:sam:dme:ComputePhysicalAssociate:SwConfigServicelnfral.ocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-service-infra-local-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSwConfigServiceInfral.ocal
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SwConfigServicelnfraPeer

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Configure service infrastructure on secondary fabric
Interconnect(FSM-STAGE:sam:dme:ComputePhysical Associate:SwConfigServicelnfraPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-service-infra-peer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSwConfigServiceInfraPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SwUnconfigPnuOSLocal

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure primary fabric interconnect for server pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysical Associate:SwUnconfigPnuOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

[l Cisco FXOS Faults and Error Messages, 2.2(2)



| Chapter3

FSM Faults

Fault Details

Severity: warning

Cause: sw-unconfig-pnuoslocal-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSwUnconfigPnuOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SwUnconfigPnuOSPeer

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure secondary fabric interconnect for server pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysicalAssociate:SwUnconfigPnuOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-unconfig-pnuospeer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSwUnconfigPnuOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:SyncPowerState

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Sync power state for
server(FSM-STAGE:sam:dme:ComputePhysical Associate:SyncPowerState)

Explanation
None set.

Cisco FXOS Faults and Error Messages, 2.2(2) g



Chapter3  FSM Faults |

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sync-power-state-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSyncPowerState
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:UnconfigCimcVMedia
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all mappings for
vmedia(FSM-STAGE:sam:dme:ComputePhysical Associate:UnconfigCimcVMedia)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-cimcvmedia-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateUnconfigCimcVMedia
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:UnconfigExtMgmtGw

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all ext mgmt gateway for
vmedia(FSM-STAGE:sam:dme:ComputePhysicalAssociate:UnconfigExtMgmtGw)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-ext-mgmt-gw-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateUnconfigExtMgmtGw
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:UnconfigExtMgmtRules

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all ext mgmt rules for
vmedia(FSM-STAGE:sam:dme:ComputePhysicalAssociate:UnconfigExtMgmtRules)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-ext-mgmt-rules-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateUnconfigExtMgmtRules
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:UpdateBiosRequest

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Sending update BIOS request to
CIMC(FSM-STAGE:sam:dme:ComputePhysical Associate:UpdateBiosRequest)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-bios-request-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateUpdateBiosRequest
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:UpdateBoardCtrIRequest

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Sending Board Controller update request to
CIMC(FSM-STAGE:sam:dme:ComputePhysicalAssociate:UpdateBoardCtrIRequest)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: update-board-ctrl-request-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateUpdateBoardCtrlRequest
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:VerifyFcZoneConfig
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Verifying Storage(FC Zones)
Connectivity(FSM-STAGE:sam:dme:ComputePhysical Associate: VerifyFcZoneConfig)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: verify-fc-zone-config-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateVerifyFcZoneConfig
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:activateAdaptorNwFwLocal
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Activate adapter network firmware
on(FSM-STAGE:sam:dme:ComputePhysical Associate:activateAdaptorNwFwLocal)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: activate-adaptor-nw-fw-local-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateActivateAdaptorNwFwLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:activateAdaptorNwFwPeer
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Activate adapter network firmware
on(FSM-STAGE:sam:dme:ComputePhysical Associate:activateAdaptorNwFwPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: activate-adaptor-nw-fw-peer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateActivateAdaptorNwFwPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:activateBMCFw

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Activate CIMC firmware of server
[serverld](FSM-STAGE:sam:dme:ComputePhysical Associate:activateIBMCFw)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: activateibmcfw-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateActivateIBMCFw
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:copyRemote

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Copy images to peer
node(FSM-STAGE:sam:dme:ComputePhysical Associate:copyRemote)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: copy-remote-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateCopyRemote
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:downloadimages

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Download images from operations
manager(FSM-STAGE:sam:dme:ComputePhysical Associate:downloadImages)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: download-images-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateDownloadImages
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:hagHost0SConnect

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Connect to host agent on server (service profile:
[assignedToDn])(FSM-STAGE:sam:dme:ComputePhysical Associate:hagHostOSConnect)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: hag-hostosconnect-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateHagHostOSConnect
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:hagPnuOSConnect

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRYT]: Connect to pre-boot environment agent for association with
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysical Associate:hagPnuOSConnect)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hag-pnuosconnect-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateHagPnuOSConnect
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:hagPnuOSDisconnect

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Disconnect pre-boot environment
agent(FSM-STAGE:sam:dme:ComputePhysical Associate:hagPnuOSDisconnect)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hag-pnuosdisconnect-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateHagPnuOSDisconnect
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:resetiBMC

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Reset CIMC of server
[serverld](FSM-STAGE:sam:dme:ComputePhysicalAssociate:resetIBMC)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: resetibmc-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateResetIBMC
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:serialDebugPnu0SConnect
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Connect to pre-boot environment agent for association with
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalAssociate:serialDebugPnuOSConnect)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: serial-debug-pnuosconnect-failed
mibFaultCode: 16973
mibFaultName: fsmStFailComputePhysicalAssociateSerialDebugPnuOSConnect
moClass: compute:Physical
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:serialDebugPnu0SDisconnect
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Disconnect pre-boot environment
agent(FSM-STAGE:sam:dme:ComputePhysicalAssociate:serialDebugPnuOSDisconnect)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: serial-debug-pnuosdisconnect-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSerialDebugPnuOSDisconnect
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:sspUpdateHostPreBoot

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Provisioning a SSP Blade with Firepower related config before boot
for host(FSM-STAGE:sam:dme:ComputePhysicalAssociate:sspUpdateHostPreBoot)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: ssp-update-host-pre-boot-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateSspUpdateHostPreBoot
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:updateAdaptorNwFwLocal

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Update adapter network
firmware(FSM-STAGE:sam:dme:ComputePhysical Associate:updateAdaptorNwFwLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: update-adaptor-nw-fw-local-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateUpdateAdaptorNwFwLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:updateAdaptorNwFwPeer
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Update adapter network
firmware(FSM-STAGE:sam:dme:ComputePhysicalAssociate:update AdaptorNwFwPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-adaptor-nw-fw-peer-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateUpdateAdaptorNwFwPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:updatelBMCFw
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Update CIMC firmware of server
[serverld](FSM-STAGE:sam:dme:ComputePhysical Associate:updateIBMCFw)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: updateibmcfw-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateUpdateIBMCFw
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:updateSspOsSoftware

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Request to upgrade software on server
[serverld][(FSM-STAGE:sam:dme:ComputePhysical Associate:updateSspOsSoftware)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: update-ssp-os-software-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateUpdateSspOsSoftware
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalAssociate:waitForAdaptorNwFwUpdateLocal
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Wait for adapter network firmware update
completion(FSM-STAGE:sam:dme:ComputePhysical Associate:waitForAdaptorNwFwUpdateLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: wait-for-adaptor-nw-fw-update-local-failed
mibFaultCode: 16973
mibFaultName: fsmStFailComputePhysicalAssociateWaitForAdaptorNwFwUpdateLocal
moClass: compute:Physical
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:waitForAdaptorNwFwUpdatePeer
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Wait for adapter network firmware update
completion(FSM-STAGE:sam:dme:ComputePhysical Associate:waitForAdaptorNwFwUpdatePeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: wait-for-adaptor-nw-fw-update-peer-failed

mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateWaitForAdaptorNwFwUpdatePeer
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:waitForIBMCFwUpdate

Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Wait for CIMC firmware completion on server
[serverld](FSM-STAGE:sam:dme:ComputePhysical Associate:waitForIBMCFwUpdate)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: wait-foribmcfw-update-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateWaitForIBMCFwUpdate
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalAssociate:waitForSspOsUpdateComplete
Fault Code: F16973

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for upgrade complete from server
[serverld](FSM-STAGE:sam:dme:ComputePhysical Associate: waitForSspOsUpdateComplete)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: wait-for-ssp-os-update-complete-failed
mibFaultCode: 16973

mibFaultName: fsmStFailComputePhysicalAssociateWaitForSspOsUpdateComplete
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:BiosPostCompletion
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for BIOS POST completion from CIMC on server
[serverld](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:BiosPostCompletion)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bios-post-completion-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateBiosPostCompletion
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:BmcConfigPnu0S
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: provisioning a bootable device with a bootable pre-boot image for
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:BmcConfigPnuOS)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-config-pnuos-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateBmcConfigPnuOS
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:BmcPreconfigPnuOSLocal
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: prepare configuration for preboot
environment(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:BmcPreconfigPnuOSLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-preconfig-pnuoslocal-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateBmcPreconfigPnuOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalDisassociate:BmcPreconfigPnuOSPeer
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: prepare configuration for preboot
environment(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:BmcPreconfigPnuOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: bmc-preconfig-pnuospeer-failed
mibFaultCode: 16974
mibFaultName: fsmStFailComputePhysicalDisassociateBmcPreconfigPnuOSPeer
moClass: compute:Physical
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:BmcUnconfigPnu0S
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: unprovisioning the bootable device for
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:BmcUnconfigPnuOS)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-unconfig-pnuos-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateBmcUnconfigPnuOS
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:BootPnuos

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Bring-up pre-boot environment on server for disassociation with
service profile [assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:BootPnuos)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: boot-pnuos-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateBootPnuos
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:BootWait

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for system reset on
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:BootWait)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: boot-wait-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateBootWait
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:CheckPowerAvailability
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Check if power can be allocated to server
[serverld](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:CheckPowerAvailability)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: check-power-availability-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateCheckPowerAvailability
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:ConfigBios
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring BIOS Defaults on server
[serverld](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:ConfigBios)

Explanation
None set.

Cisco FXOS Faults and Error Messages, 2.2(2)
| g 5210 ]



Chapter3  FSM Faults |

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-bios-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateConfigBios
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:ConfigFlexFlashScrub

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring FlexFlash Scrub on server
[serverld](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:ConfigFlexFlashScrub)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-flex-flash-scrub-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateConfigFlexFlashScrub
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalDisassociate:ConfigkvmMgmtDefaultSetting
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Configure KVM Mgmt to default before
ConfigPnuOs(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:ConfigKvmMgmtDefaultSetting)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: config-kvm-mgmt-default-setting-failed
mibFaultCode: 16974
mibFaultName: fsmStFailComputePhysicalDisassociateConfigKvmMgmtDefaultSetting
moClass: compute:Physical
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:ConfigUserAccess
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring external user
access(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:ConfigUserAccess)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-user-access-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateConfigUserAccess
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:DeassertResetBypass

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: deassert
reset-bypass(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:DeassertResetBypass)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: deassert-reset-bypass-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateDeassertResetBypass
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:HandlePooling

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRYT]: Apply post-disassociation policies to
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:HandlePooling)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: handle-pooling-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateHandlePooling
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:NicConfigPnuOSLocal

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Configure adapter for pre-boot environment on
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:NicConfigPnuOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-pnuoslocal-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateNicConfigPnuOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:NicConfigPnuOSPeer

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Configure adapter for pre-boot environment on
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:NicConfigPnuOSPeer)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-pnuospeer-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateNicConfigPnuOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:NicUnconfigHostOSLocal
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure host OS connectivity from server
adapter(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:NicUnconfigHostOSLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-unconfig-hostoslocal-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateNicUnconfigHostOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalDisassociate:NicUnconfigHostOSPeer
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure host OS connectivity from server
adapter(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:NicUnconfigHostOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: nic-unconfig-hostospeer-failed
mibFaultCode: 16974
mibFaultName: fsmStFailComputePhysicalDisassociateNicUnconfigHostOSPeer
moClass: compute:Physical
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:NicUnconfigPnuOSLocal
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure adapter of server pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:NicUnconfigPnuOSLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-unconfig-pnuoslocal-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateNicUnconfigPnuOSLocal
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:NicUnconfigPnuOSPeer

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure adapter of server pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:NicUnconfigPnuOSPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-unconfig-pnuospeer-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateNicUnconfigPnuOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:NicUnconfigServicelnfraLocal

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure service infra connectivity from server
adapter(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:NicUnconfigServicelnfraLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: nic-unconfig-service-infra-local-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateNicUnconfigServiceInfralocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:NicUnconfigServicelnfraPeer

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure service infra connectivity from server
adapter(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:NicUnconfigServicelnfraPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-unconfig-service-infra-peer-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateNicUnconfigServiceInfraPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:PnuOSCatalog

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Populate pre-boot catalog to
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:PnuOSCatalog)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuoscatalog-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociatePnuOSCatalog
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:Pnu0Sident
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Identify pre-boot environment agent on
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:PnuOSIdent)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosident-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociatePnuOSIdent
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalDisassociate:PnuOSPolicy

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Populate pre-boot environment behavior policy to
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:PnuOSPolicy)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuospolicy-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociatePnuOSPolicy
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:Pnu0SScrub

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Scrub
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:PnuOSScrub)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosscrub-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociatePnuOSScrub
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:Pnu0SSelfTest

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Trigger self-test of server pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:PnuOSSelfTest)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosself-test-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociatePnuOSSelfTest
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:PnuOSUnconfig

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure server from service profile [assignedToDn] pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:PnuOSUnconfig)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: pnuosunconfig-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociatePnuOSUnconfig
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:PnuOSValidate

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Pre-boot environment validate server for disassociation with service
profile [assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:PnuOSValidate)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuosvalidate-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociatePnuOSValidate
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:PowerDeployWait

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for power allocation to server
[serverld](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:PowerDeploy Wait)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: power-deploy-wait-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociatePowerDeployWait
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:PowerOn
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Power on server for unconfiguration of service profile
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:PowerOn)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: power-on-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociatePowerOn
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

[l Cisco FXOS Faults and Error Messages, 2.2(2)



| Chapter3

FSM Faults

fsmStFailComputePhysicalDisassociate:PreSanitize

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Preparing to check hardware configuration
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:PreSanitize)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pre-sanitize-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociatePreSanitize
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:ResetSecureBootConfig

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure secure boot
configuration(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:ResetSecureBootConfig)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: reset-secure-boot-config-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateResetSecureBootConfig
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:Sanitize

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Checking hardware configuration
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:Sanitize)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sanitize-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSanitize
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:Shutdown

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Shutdown
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:Shutdown)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: shutdown-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateShutdown
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:SolRedirectDisable

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Disable Sol redirection on server
[serverId](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:SolRedirectDisable)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sol-redirect-disable-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSolRedirectDisable
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:SolRedirectEnable

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: set up bios token for server [serverld] for Sol
redirect(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:SolRedirectEnable)

Explanation
None set.

Cisco FXOS Faults and Error Messages, 2.2(2) g



Chapter3  FSM Faults |

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sol-redirect-enable-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSolRedirectEnable
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:SwConfigPnuOSLocal
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Configure primary fabric interconnect for pre-boot environment on
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:SwConfigPnuOSLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-pnuoslocal-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSwConfigPnuOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalDisassociate:SwConfigPnuOSPeer

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Configure secondary fabric interconnect for pre-boot environment on
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:SwConfigPnuOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-pnuospeer-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSwConfigPnuOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:SwConfigPortNivLocal

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: configuring primary fabric interconnect access to
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:SwConfigPortNivLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-config-port-niv-local-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSwConfigPortNivLocal
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:SwConfigPortNivPeer
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: configuring secondary fabric interconnect access to
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:SwConfigPortNivPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details
Severity: warning
Cause: sw-config-port-niv-peer-failed
mibFaultCode: 16974
mibFaultName: fsmStFailComputePhysicalDisassociateSwConfigPortNivPeer
moClass: compute:Physical
Type: fsm
Callhome: none
Auto Cleared: true
Is Implemented: true
Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:SwUnconfigHostOSLocal
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure host OS connectivity from server to primary fabric
interconnect(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:SwUnconfigHostOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: sw-unconfig-hostoslocal-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSwUnconfigHostOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:SwUnconfigHostOSPeer
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure host OS connectivity from server to secondary fabric
interconnect(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:SwUnconfigHostOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-unconfig-hostospeer-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSwUnconfigHostOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:SwUnconfigPnuOSLocal
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure primary fabric interconnect for server pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:SwUnconfigPnuOSLocal)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-unconfig-pnuoslocal-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSwUnconfigPnuOSLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:SwUnconfigPnuOSPeer
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfigure secondary fabric interconnect for server pre-boot
environment(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:SwUnconfigPnuOSPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sw-unconfig-pnuospeer-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSwUnconfigPnuOSPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalDisassociate:UnconfigBios

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfiguring BIOS Settings and Boot Order of server [serverld]
(service profile [assignedToDn])(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:UnconfigBios)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-bios-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateUnconfigBios
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:UnconfigCimcVMedia

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all mappings for
vmedia(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:UnconfigCimcVMedia)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-cimcvmedia-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateUnconfigCimcVMedia
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:UnconfigExtMgmtGw

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all ext mgmt gateway for
vmedia(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:UnconfigExtMgmtGw)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-ext-mgmt-gw-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateUnconfigExtMgmtGw
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:UnconfigExtMgmtRules

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all ext mgmt rules for
vmedia(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:UnconfigExtMgmtRules)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: unconfig-ext-mgmt-rules-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateUnconfigExtMgmtRules
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:UnconfigFlexFlash

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Unconfiguring
FlexFlash(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:UnconfigFlexFlash)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-flex-flash-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateUnconfigFlexFlash
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:UnconfigSolL

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Removing SoL configuration from
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:UnconfigSoL)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-so-1lfailed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateUnconfigSoL
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:UnconfigUuid
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Restore original UUID for server (service profile:
[assignedToDn])(FSM-STAGE:sam:dme:ComputePhysicalDisassociate: UnconfigUuid)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-uuid-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateUnconfigUuid
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

[l Cisco FXOS Faults and Error Messages, 2.2(2)



| Chapter3

FSM Faults

fsmStFailComputePhysicalDisassociate:VerifyFcZoneConfig

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Verifying Storage(FC Zones)
Connectivity(FSM-STAGE:sam:dme:ComputePhysicalDisassociate: VerifyFcZoneConfig)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: verify-fc-zone-config-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateVerifyFcZoneConfig
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:hagPnu0SConnect

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Connect to pre-boot environment agent on server for disassociation
with service profile
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:hagPnuOSConnect)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hag-pnuosconnect-failed

mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateHagPnuOSConnect
moClass: compute:Physical
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Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:hagPnuOSDisconnect

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Disconnect pre-boot environment agent for
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:hagPnuOSDisconnect)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: hag-pnuosdisconnect-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateHagPnuOSDisconnect
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:serialDebugPnu0SConnect

Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Connect to pre-boot environment agent on server for disassociation
with service profile
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalDisassociate:serialDebugPnuOSConnect)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: serial-debug-pnuosconnect-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSerialDebugPnuOSConnect
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDisassociate:serialDebugPnu0SDisconnect
Fault Code: F16974

Message

[FSM:STAGE:FAILEDIRETRY]: Disconnect pre-boot environment agent for
server(FSM-STAGE:sam:dme:ComputePhysicalDisassociate:serialDebugPnuOSDisconnect)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: serial-debug-pnuosdisconnect-failed
mibFaultCode: 16974

mibFaultName: fsmStFailComputePhysicalDisassociateSerialDebugPnuOSDisconnect
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalPowerCap:Config
Fault Code: F16975

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring power cap of server
[dn](FSM-STAGE:sam:dme:ComputePhysicalPowerCap:Config)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-failed

mibFaultCode: 16975

mibFaultName: fsmStFailComputePhysicalPowerCapConfig
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDecommission:CleanupCIMC
Fault Code: F16976

Message

[FSM:STAGE:FAILEDIRETRY]: Cleaning up CIMC configuration for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalDecommission:CleanupCIMC)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: cleanupcimc-failed

mibFaultCode: 16976

mibFaultName: fsmStFailComputePhysicalDecommissionCleanupCIMC
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalDecommission:CleanupPortConfigLocal
Fault Code: F16976

Message

[FSM:STAGE:FAILEDIRETRY]: Cleaning up local port config for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalDecommission:CleanupPortConfigLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: cleanup-port-config-local-failed
mibFaultCode: 16976

mibFaultName: fsmStFailComputePhysicalDecommissionCleanupPortConfigLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDecommission:CleanupPortConfigPeer
Fault Code: F16976

Message

[FSM:STAGE:FAILEDIRETRY]: Cleaning up peer port config for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalDecommission:CleanupPortConfigPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: cleanup-port-config-peer-failed

mibFaultCode: 16976

mibFaultName: fsmStFailComputePhysicalDecommissionCleanupPortConfigPeer
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDecommission:Execute

Fault Code: F16976

Message

[FSM:STAGE:FAILEDIRETRY]: Decommissioning server
[dn](FSM-STAGE:sam:dme:ComputePhysicalDecommission:Execute)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16976

mibFaultName: fsmStFailComputePhysicalDecommissionExecute
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDecommission:StopVMedialocal

Fault Code: F16976

Message

[FSM:STAGE:FAILEDIRETRY]: Unprovisioning the V-Media bootable device for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalDecommission:StopVMedialLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning
Cause: stopvmedia-local-failed
mibFaultCode: 16976

mibFaultName: fsmStFailComputePhysicalDecommissionStopVMediaLocal

moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDecommission:StopVMediaPeer
Fault Code: F16976

Message

[FSM:STAGE:FAILEDIRETRY]: Unprovisioning the V-Media bootable device for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalDecommission:StopVMediaPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: stopvmedia-peer-failed
mibFaultCode: 16976

mibFaultName: fsmStFailComputePhysicalDecommissionStopVMediaPeer

moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDecommission:UnconfigExtMgmtGw
Fault Code: F16976

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all ext mgmt gateway for
vmedia(FSM-STAGE:sam:dme:ComputePhysicalDecommission:UnconfigExtMgmtGw)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-ext-mgmt-gw-failed
mibFaultCode: 16976

mibFaultName: fsmStFailComputePhysicalDecommissionUnconfigExtMgmtGw
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalDecommission:UnconfigExtMgmtRules
Fault Code: F16976

Message

[FSM:STAGE:FAILEDIRETRY]: cleaning all ext mgmt rules for
vmedia(FSM-STAGE:sam:dme:ComputePhysicalDecommission:UnconfigExtMgmtRules)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: unconfig-ext-mgmt-rules-failed
mibFaultCode: 16976

mibFaultName: fsmStFailComputePhysicalDecommissionUnconfigExtMgmtRules
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalSoftShutdown:Execute
Fault Code: F16977

Message

[FSM:STAGE:FAILEDIRETRY]: Soft shutdown of server
[dn](FSM-STAGE:sam:dme:ComputePhysicalSoftShutdown:Execute)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: execute-failed
mibFaultCode: 16977

mibFaultName: fsmStFailComputePhysicalSoftShutdownExecute

moClass: compute:Physical
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalHardShutdown:Execute

Fault Code: F16978

Message

[FSM:STAGE:FAILEDIRETRY]: Hard shutdown of server
[dn](FSM-STAGE:sam:dme:ComputePhysicalHardShutdown:Execute)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: execute-failed
mibFaultCode: 16978

mibFaultName: fsmStFailComputePhysicalHardShutdownExecute

moClass: compute:Physical
Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalTurnup:Execute

Fault Code: F16979

Message

[FSM:STAGE:FAILEDIRETRY]: Power-on server
[dn](FSM-STAGE:sam:dme:ComputePhysical Turnup:Execute)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16979

mibFaultName: fsmStFailComputePhysicalTurnupExecute
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalPowercycle:Execute

Fault Code: F16980

Message

[FSM:STAGE:FAILEDIRETRY]: Power-cycle server
[dn](FSM-STAGE:sam:dme:ComputePhysicalPowercycle:Execute)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16980

mibFaultName: fsmStFailComputePhysicalPowercycleExecute
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalPowercycle:PreSanitize
Fault Code: F16980

Message

[FSM:STAGE:FAILEDIRETRY]: Preparing to check hardware configuration server
[dn](FSM-STAGE:sam:dme:ComputePhysicalPowercycle:PreSanitize)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pre-sanitize-failed

mibFaultCode: 16980

mibFaultName: fsmStFailComputePhysicalPowercyclePreSanitize
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalPowercycle:Sanitize
Fault Code: F16980

Message

[FSM:STAGE:FAILEDIRETRY]: Checking hardware configuration server
[dn](FSM-STAGE:sam:dme:ComputePhysicalPowercycle:Sanitize)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sanitize-failed

mibFaultCode: 16980

mibFaultName: fsmStFailComputePhysicalPowercycleSanitize
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalHardreset:Execute

Fault Code: F16981

Message

[FSM:STAGE:FAILEDIRETRY]: Hard-reset server
[dn](FSM-STAGE:sam:dme:ComputePhysicalHardreset: Execute)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16981

mibFaultName: fsmStFailComputePhysicalHardresetExecute
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalHardreset:PreSanitize
Fault Code: F16981

Message

[FSM:STAGE:FAILEDIRETRY]: Preparing to check hardware configuration server
[dn](FSM-STAGE:sam:dme:ComputePhysicalHardreset:PreSanitize)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: pre-sanitize-failed
mibFaultCode: 16981

mibFaultName: fsmStFailComputePhysicalHardresetPreSanitize

moClass: compute:Physical
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]

Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalHardreset:Sanitize
Fault Code: F16981

Message

[FSM:STAGE:FAILEDIRETRY]: Checking hardware configuration server
[dn](FSM-STAGE:sam:dme:ComputePhysicalHardreset: Sanitize)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: sanitize-failed
mibFaultCode: 16981

mibFaultName: fsmStFailComputePhysicalHardresetSanitize

moClass: compute:Physical
Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalSoftreset:Execute

Fault Code: F16982

Message

[FSM:STAGE:FAILEDIRETRY]: Soft-reset server
[dn](FSM-STAGE:sam:dme:ComputePhysicalSoftreset:Execute)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16982

mibFaultName: fsmStFailComputePhysicalSoftresetExecute
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalSoftreset:PreSanitize

Fault Code: F16982

Message

[FSM:STAGE:FAILEDIRETRY]: Preparing to check hardware configuration server
[dn](FSM-STAGE:sam:dme:ComputePhysicalSoftreset:PreSanitize)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: pre-sanitize-failed

mibFaultCode: 16982

mibFaultName: fsmStFailComputePhysicalSoftresetPreSanitize
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalSoftreset:Sanitize

Fault Code: F16982

Message

[FSM:STAGE:FAILEDIRETRY]: Checking hardware configuration server
[dn](FSM-STAGE:sam:dme:ComputePhysicalSoftreset:Sanitize)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sanitize-failed

mibFaultCode: 16982

mibFaultName: fsmStFailComputePhysicalSoftresetSanitize
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalSwConnUpd:A

Fault Code: F16983

Message

[FSM:STAGE:FAILEDIRETRY]: Updating fabric A for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalSwConnUpd:A)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: a-failed

mibFaultCode: 16983

mibFaultName: fsmStFailComputePhysicalSwConnUpdA
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalSwConnUpd:B

Fault Code: F16983

Message

[FSM:STAGE:FAILEDIRETRY]: Updating fabric B for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalSwConnUpd:B)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: b-failed

mibFaultCode: 16983

mibFaultName: fsmStFailComputePhysicalSwConnUpdB
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalBiosRecovery:Cleanup

Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Completing BIOS recovery mode for server [dn], and shutting it
down(FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:Cleanup)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: cleanup-failed

mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoveryCleanup
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery:PreSanitize

Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Preparing to check hardware configuration server
[dn](FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:PreSanitize)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pre-sanitize-failed

mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoveryPreSanitize
moClass: compute:Physical

Type: fsm

Cisco FXOS Faults and Error Messages, 2.2(2) g



Chapter 3

FSM Faults |

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery:Reset
Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Resetting server [dn] power state after BIOS
recovery(FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:Reset)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: reset-failed

mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoveryReset
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery:Sanitize
Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Checking hardware configuration server
[dn](FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:Sanitize)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: sanitize-failed

mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoverySanitize
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery:SetupVmedialocal

Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRYT: Provisioning a V-Media device with a bootable BIOS image for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:SetupVmedialLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: setup-vmedia-local-failed
mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoverySetupVmediaLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery:SetupVmediaPeer

Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Provisioning a V-Media device with a bootable BIOS image for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:SetupVmediaPeer)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: setup-vmedia-peer-failed
mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoverySetupVmediaPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery:Shutdown
Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Shutting down server [dn] to prepare for BIOS
recovery(FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:Shutdown)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: shutdown-failed

mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoveryShutdown
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalBiosRecovery:Start

Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Running BIOS recovery on server
[dn](FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:Start)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: start-failed

mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoveryStart
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery:StopVMediaLocal

Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Unprovisioning the V-Media bootable device for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:StopVMediaLocal)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: stopvmedia-local-failed

mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoveryStopVMediaLocal
moClass: compute:Physical

Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery:StopVMediaPeer
Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Unprovisioning the V-Media bootable device for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:StopVMediaPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: stopvmedia-peer-failed

mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoveryStopVMediaPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery.TeardownVmedialocal
Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Unprovisioning the V-Media bootable device for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:TeardownVmedial.ocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: teardown-vmedia-local-failed
mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoveryTeardownVmediaLocal
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery:.TeardownVmediaPeer
Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Unprovisioning the V-Media bootable device for server
[dn](FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery:TeardownVmediaPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: teardown-vmedia-peer-failed
mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoveryTeardownVmediaPeer
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalBiosRecovery:Wait
Fault Code: F16984

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for completion of BIOS recovery for server [dn] (up to 15
min)(FSM-STAGE:sam:dme:ComputePhysicalBiosRecovery: Wait)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: wait-failed

mibFaultCode: 16984

mibFaultName: fsmStFailComputePhysicalBiosRecoveryWait
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalCmosReset:BladePowerOn

Fault Code: F16986

Message

[FSM:STAGE:FAILEDIRETRY]: Power on server
[serverld](FSM-STAGE:sam:dme:ComputePhysicalCmosReset:BladePowerOn)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: blade-power-on-failed

mibFaultCode: 16986

mibFaultName: fsmStFailComputePhysicalCmosResetBladePowerOn
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]
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fsmStFailComputePhysicalCmosReset:Execute
Fault Code: F16986

Message

[FSM:STAGE:FAILEDIRETRY]: Resetting CMOS for server
[serverld](FSM-STAGE:sam:dme:ComputePhysicalCmosReset:Execute)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: execute-failed
mibFaultCode: 16986

mibFaultName: fsmStFailComputePhysicalCmosResetExecute

moClass: compute:Physical
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalCmosReset:PreSanitize

Fault Code: F16986

Message

[FSM:STAGE:FAILEDIRETRY]: Preparing to check hardware configuration server
[serverld](FSM-STAGE:sam:dme:ComputePhysicalCmosReset:PreSanitize)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: pre-sanitize-failed
mibFaultCode: 16986

mibFaultName: fsmStFailComputePhysicalCmosResetPreSanitize

moClass: compute:Physical
Type: fsm
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Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalCmosReset:ReconfigBios

Fault Code: F16986

Message

[FSM:STAGE:FAILEDIRETRY]: Reconfiguring BIOS Settings and Boot Order of server [serverld] for
service profile [assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalCmosReset:ReconfigBios)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: reconfig-bios-failed

mibFaultCode: 16986

mibFaultName: fsmStFailComputePhysicalCmosResetReconfigBios
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalCmosReset:ReconfigUuid

Fault Code: F16986

Message

[FSM:STAGE:FAILEDIRETRY]: Reconfiguring logical UUID of server [serverld] for service profile
[assignedToDn](FSM-STAGE:sam:dme:ComputePhysicalCmosReset:ReconfigUuid)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: reconfig-uuid-failed

mibFaultCode: 16986

mibFaultName: fsmStFailComputePhysicalCmosResetReconfigUuid
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalCmosReset:Sanitize
Fault Code: F16986

Message

[FSM:STAGE:FAILEDIRETRY]: Checking hardware configuration server
[serverId](FSM-STAGE:sam:dme:ComputePhysicalCmosReset:Sanitize)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: sanitize-failed

mibFaultCode: 16986

mibFaultName: fsmStFailComputePhysicalCmosResetSanitize
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailComputePhysicalResetBmc:Execute
Fault Code: F16987

Message

[FSM:STAGE:FAILEDIRETRY]: Resetting Management Controller on server
[dn](FSM-STAGE:sam:dme:ComputePhysicalResetBmc:Execute)

Explanation
None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16987

mibFaultName: fsmStFailComputePhysicalResetBmcExecute
moClass: compute:Physical

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/blade-[slotId]
Affected MO: sys/rack-unit-[id]

fsmStFailEquipmentlOCardResetlom:Execute

Fault Code: F16988

Message

[FSM:STAGE:FAILEDIRETRY]: Reset IOM [id] on Fex
[chassisId](FSM-STAGE:sam:dme:Equipment]OCardResetlom:Execute)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: execute-failed

mibFaultCode: 16988

mibFaultName: fsmStFailEquipmentIOCardResetIomExecute
moClass: equipment:IOCard

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/chassis-[id]/slot-[id]
Affected MO: sys/fex-[id]/slot-[id]
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fsmStFailComputeRackUnitDiscover:BiosPostCompletion

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for BIOS POST completion from CIMC on server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BiosPostCompletion)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bios-post-completion-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBiosPostCompletion
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:BladePowerOff

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: power on server [id] for
discovery(FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BladePowerOff)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: blade-power-off-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBladePowerOff
moClass: compute:RackUnit

Type: fsm

Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:BmcConfigPnu0S

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: provisioning a bootable device with a bootable pre-boot image for
server [id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BmcConfigPnuOS)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-config-pnuos-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBmcConfigPnuOS
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:BmcConfigureConnLocal

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring connectivity on CIMC of server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BmcConfigureConnLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: bmc-configure-conn-local-failed
mibFaultCode: 16994
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mibFaultName: fsmStFailComputeRackUnitDiscoverBmcConfigureConnLocal
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:BmcConfigureConnPeer

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring connectivity on CIMC of server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BmcConfigureConnPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-configure-conn-peer-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBmcConfigureConnPeer
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:Bmclnventory

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: getting inventory of server [id] via
CIMC(FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BmcInventory)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: bmc-inventory-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBmcInventory
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:-BmcPreconfigPnuOSLocal

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: prepare configuration for preboot
environment(FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BmcPreconfigPnuOSLocal)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-preconfig-pnuoslocal-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBmcPreconfigPnuOSLocal
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:.BmcPreconfigPnuOSPeer

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: prepare configuration for preboot
environment(FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BmcPreconfigPnuOSPeer)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-preconfig-pnuospeer-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBmcPreconfigPnuOSPeer
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:.BmcPresence
Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRYT: checking CIMC of server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BmcPresence)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-presence-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBmcPresence
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:BmcShutdownDiscovered
Fault Code: F16994
Message

[FSM:STAGE:FAILEDIRETRY]: Shutdown the server [id]; deep discovery
completed(FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BmcShutdownDiscovered)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-shutdown-discovered-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBmcShutdownDiscovered
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:BmcUnconfigPnuQS

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: unprovisioning the bootable device for server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BmcUnconfigPnuOS)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: bmc-unconfig-pnuos-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBmcUnconfigPnuOS
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

[l Cisco FXOS Faults and Error Messages, 2.2(2)



| Chapter3 FSM Faults

fsmStFailComputeRackUnitDiscover:BootPnuos

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: power server [id] on with pre-boot
environment(FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BootPnuos)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: boot-pnuos-failed
mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBootPnuos

moClass: compute:RackUnit
Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:BootWait
Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: Waiting for system reset on server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:BootWait)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: boot-wait-failed
mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverBootWait

moClass: compute:RackUnit
Type: fsm
Callhome: none
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Auto Cleared: true
Is Implemented: true
Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:ConfigDiscoveryMode

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: setting adapter mode to discovery for server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:ConfigDiscoveryMode)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-discovery-mode-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverConfigDiscoveryMode
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover.ConfigFlexFlashScrub

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: Configuring FlexFlash Scrub on server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:ConfigFlexFlashScrub)

Explanation

None set.

Recommended Action
Copy the message exactly as it appears on the console or in the system log. Research and attempt to

resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning
Cause: config-flex-flash-scrub-failed
mibFaultCode: 16994

[l Cisco FXOS Faults and Error Messages, 2.2(2)



| Chapter3 FSM Faults

mibFaultName: fsmStFailComputeRackUnitDiscoverConfigFlexFlashScrub
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:.ConfigNivMode
Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: setting adapter mode to NIV for server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:ConfigNivMode)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: config-niv-mode-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverConfigNivMode
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:ConfigUserAccess

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: configuring external user access to server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:ConfigUserAccess)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.
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Fault Details

Severity: warning

Cause: config-user-access-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverConfigUserAccess
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:HandlePooling
Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: Invoke post-discovery policies on server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:HandlePooling)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: handle-pooling-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverHandlePooling
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:NicConfigPnuOSLocal

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: configure primary adapter in server [id] for pre-boot
environment(FSM-STAGE:sam:dme:ComputeRackUnitDiscover:NicConfigPnuOSLocal)

Explanation

None set.
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Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-pnuoslocal-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverNicConfigPnuOSLocal
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:NicConfigPnuOSPeer

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRYT: configure secondary adapter in server [id] for pre-boot
environment(FSM-STAGE:sam:dme:ComputeRackUnitDiscover:NicConfigPnuOSPeer)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-config-pnuospeer-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverNicConfigPnuOSPeer
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:NiclnventoryLocal

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRYT: detect and get mezz cards information from
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:NicInventoryLocal)
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Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-inventory-local-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverNicInventoryLocal
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:NiclnventoryPeer

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: detect and get mezz cards information from
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:NicInventoryPeer)

Explanation
None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: nic-inventory-peer-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverNicInventoryPeer
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]
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fsmStFailComputeRackUnitDiscover:0obStoragelnventory

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRY]: getting oob storage inventory of server [id] via
CIMC(FSM-STAGE:sam:dme:ComputeRackUnitDiscover:OobStoragelnventory)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: oob-storage-inventory-failed

mibFaultCode: 16994

mibFaultName: fsmStFailComputeRackUnitDiscoverOobStorageInventory
moClass: compute:RackUnit

Type: fsm

Callhome: none

Auto Cleared: true

Is Implemented: true

Affected MO: sys/rack-unit-[id]

fsmStFailComputeRackUnitDiscover:PnuQSCatalog

Fault Code: F16994

Message

[FSM:STAGE:FAILEDIRETRYT]: Populate pre-boot catalog to server
[id](FSM-STAGE:sam:dme:ComputeRackUnitDiscover:PnuOSCatalog)

Explanation

None set.

Recommended Action

Copy the message exactly as it appears on the console or in the system log. Research and attempt to
resolve the issue using the tools and utilities provided at http://www.cisco.com/tac. If you cannot
resolve the issue, create a show tech-support file and contact Cisco Technical Support.

Fault Details

Severity: warning

Cause: pnuoscatalog-failed

mibFaultCode: 16994

mibFaultName: fsmStFailCom