Cisco VIM

Installing Cisco VIM

The following topics tell you how to configure and install Cisco VIM:

« Cisco VIM Installation Overview, on page 1

« Installing Cisco VIM, on page 2

« Cisco VIM Client Details, on page 4

« Re-installing Pod with same Image version, on page 7
« Cisco VIM Configuration Overview, on page 8

Installation Overview

Before you can install Cisco Virtual Infrastructure Manager, complete the procedures in Preparing for Cisco
NFVI Installation. If your management node does not have Internet access, complete the Preparing to Install
Cisco NFVI on Management Nodes Without Internet Access procedure. The Cisco VIM installation procedure
provides two methods for downloading and installing the Cisco VIM installation files, from USB stick prepared
for installation, or from the Internet.

Completing these procedures ensures the Cisco NFVI network infrastructure is set up before the Cisco VIM
installation. The bootstrap script is then kicked off, which downloads installer repository, installs Docker and
dependencies and starts installer web service,

The Cisco VIM installer can then be launched. It validates the testbed configuration file (setup_data.yaml),
creates new VNICs on the controller, compute, and dedicated storage nodes based on the configuration provided
in the setup_data.yaml file. This is followed by the Pxeboot Execution Environment (PXE) boot of RHEL
onto the target nodes (control, compute and storage) through the Cobbler server set up on the management
node. After the installation, the Cisco VIM installer performs common steps across all the Cisco NFVI nodes.

Next, Ceph related packages required for managing the cluster and creating OSD and monitor nodes are
installed on the control and storage nodes. By default, the minimum three Ceph monitor nodes are installed
at the host level on the control nodes. These serve as management nodes and have the administration keyring.
Ceph configurations, such as ceph.conf and Ceph client keyrings files, are stored under /etc/ceph on each
controller. Each Ceph storage node associates an Object Storage Daemon (OSD) to a physical hard drive with
a write journal on a separate SSD to support small block random 1/O.

The following illustration provides an overview to the Cisco VIM installation.
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Figure 1: Cisco VIM Installation Flow

| suid nodenstanl |

.
[ Prep for Install ]

[ Execute :lnneq'.pv }

'{ Your OpenStack is
uPIl

If you have Cisco Unified Management, complete only part of the Cisco VIM installation procedure and
proceed to the Installing Cisco VIM Insight on page procedure followed by Installing Cisco VIM through
Cisco VIM Unified Management to complete the configuration and setup of Cisco VIM using the Cisco VIM
Insight. If you do not have Cisco VIM UM, configure Cisco VIM by editing the data_setup.yaml as described
in the Cisco VIM installation.

Installing Cisco VIM

This procedure allows you to install the Cisco VIM on a Cisco NFVI management node:

Before you begin

* You need to get Cisco NFVI installation file download site credentials from your Cisco account
representative.

. Installing Cisco VIM



| Installing Cisco VIM

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6
Step 7

Step 8

Installing Cisco VIM .

« For management nodes with no Internet access, you need a USB stick containing the Cisco NFVI
installation files. To prepare the USB stick, see Preparing to Install Cisco NFVI on Management Nodes
Without Internet Access

« The private networks 192.168.1.0/24 and 192.168.2.0/24 are internally reserved for testing the cloud
from a control and data plane point of view. Cisco recommends that you do not use these reserved
networks while preparing network layouts.

« You need to provide a valid certificate signed by a trusted certificate authority, for the Cisco VIM
deployment. It needs to be a server certificate with a common name matching the IP address and DNS
name specified in the setup data file under "external_Ib_vip_address" and “external_Ib_vip_fqdn™. To
ensure security, use only the valid certificate signed by a trusted certificate authority in a production
environment. For details on generating self-signed certificate, see Setting Up Cisco VIM OpenStack
Configuration, on page 28

If your management node does not have Internet access, use the prepared USB stick and complete the following steps:
a) Insert the USB stick into the management node drive.
b) Run the import_artifacts.sh script to copy all artifacts onto the management node, for example:

cd ~/installer-<tag_id>/tools
Jimport_artifacts.sh

All the installation artifacts are copied to /var/cisco/artifacts/ on the management node

If you are installing Cisco VIM Insight, navigate to Installing Cisco VIM Unified Management and complete the Cisco
VIM Insight installation.

If you are not installing Cisco VIM Insight, complete the following steps.

Change to the installer directory by running the following command:

cd ~/installer-<tag_id>

Create a dir (for example, ~/Save/) to contain a copy of the setup_data.yaml file, the file that configures the Cisco NFVI
for your particular implementation.

Change to the openstack-configs directory and copy the example Cisco VIM setup_data.yaml file into the directory you
just created:

cd openstack-configs/
cp setup_data.yaml._.<C_or_B>_ Series_EXAMPLE setup_data.yaml
~/Save/setup_data.yaml

Note Only the CPU and MEM allocation ratio needs to be changed for the target pod. Update the following to your
target value:

NOVA_RAM_ALLOCATION_RATIO: 1.5 # range of 1.0 to 4.0
NOVA_CPU_ALLOCATION_RATIO: 16.0 # range of 1.0 to 16.0

With a yaml editor, modify the copied example setup_data.yaml file as the data setup file for your implementation. This
includes both Cisco NFVI data and OpenStack parameters.

If you intend to run the cloud over TLS, see Setting Up Cisco VIM OpenStack Configuration, on page 28 for TLS
certificate generation.

Run the installation:
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ciscovim --setupfile ~/Save/setup_data.yaml run

After the installation is complete, you can view the installation logs at /var/log/mercury.

Cisco VIM Client Detalils

\}

Cisco VIM combines the CLI and API so that you can use the CLI or API installer transparently.

Note

For a complete list of Cisco VIM REST APl commands, see the Cisco NFVI Administrator Guide.

Before you use the Cisco VIM CLI, check that the API server is up and pointing to the right installer directory.
You can execute the following command to validate the state of the API server and the installer directory it
is referencing:

# cd installer-<tagid>/tools

#._./restapi.py -a status

Status of the REST API Server: active (running) since Thu 2016-08-18 09:15:39 UTC; 9h ago
REST APl launch directory: /root/installer-<tagid>/

Verify the server status is active and the restapi launch directory is the same the directory from where the
installation is launched. If the installer directory, or the REST API state is not correct, go to the target installer
directory and execute the following:

# cd new-installer-<tagid>/tools
#._./restapi.py -a setup

Check if the REST API server is running from the correct target directory

#._./restapi.py -a status

Status of the REST API Server: active (running) since Thu 2016-08-18 09:15:39 UTC; 9h ago
REST APl launch directory: /root/new-installer-<tagid>/

The REST API tool also provides the options to restart, tear down and reset password for the REST API server
as listed:

# _/restapi.py -—-h
usage: restapi.py [-h] --action ACTION [--yes] [--verbose]
REST APl setup helper

optional arguments:

-h, --help show this help message and exit

--action ACTION, -a ACTION
setup - Install and Start the REST APl server.
teardown - Stop and Uninstall the REST APl server.
restart - Restart the REST APl server.
regenerate-password - Regenerate the password for REST APl server.
reconfigure-tls - Reconfigure SSL certificates and key.
upgrade - Upgrade to new workspace.
reset-password - Reset the REST APl password with user given

password.
status - Check the status of the REST APl server.
--yes, -y Skip the dialog. Yes to the action.
--verbose, -v Perform the action in verbose mode.
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If the REST API server is not running, executing ciscovim shows the following error message:

# ciscovim —setupfile ~/Save/<setup_data.yaml> run

If the installer directory, or the REST API state is not correct or it is pointing to an incorrect REST API launch
directory, go to the installer-<tagid>/tools dir and execute:

# _/restapi.py -—action setup

To confirm that the Rest API server state and launch directory is correct, execute:

# _./restapi.py -—action status

If you ran the REST API recovery step on an existing pod, run the following command to ensure that the
REST API server continues to manage the existing pod:

# ciscovim --setup_file <setup_data_file_path> --perform 7 -y

For an overview to the commands you can execute from the CLI, enter the following command:

ciscovim --help
usage: ciscovim [--setupfile <setupdata_file>] <subcommand> ...

Command-line interface to the Cisco Virtualized manager

Positional arguments:

<subcommand>
run
install-status
list-steps
add-computes
add-storage
list-nodes
remove-computes
remove-storage
replace-controller
list-openstack-configs

list-password-keys

reconfigure
cluster-recovery

mgmtnode-health
commit

rolIback

update
update-status
upgrade
check-fernet-keys

NFVbench

nfvimon
resync-fernet-keys
rotate-fernet-keys
client-version

version

help

Perform/terminate an install operation

Status of installation of the Openstack cloud
List steps

Add compute-nodes to the Openstack cloud

Add a storage-node to the Openstack cloud

List the nodes in the Openstack cloud

Remove compute-nodes from the Openstack cloud
Remove a storage-node from the Openstack cloud
Replace a controller in the Openstack cloud
List of Openstack configs that can be changed
using reconfigure

List of password keys that can be changed
using reconfigure

Reconfigure the Openstack cloud

Recover the Openstack cluster after a network
partition or power outage

Show health of the Management node

Commit an update

Rollback an update

Update the Openstack cloud

Status of the update operation

Upgrade the Openstack cloud

Check whether the fernet keys are successfully
synchronized across keystone nodes

Launch NFVbench Flows

NFVI Monitoring / Zenoss management operations
Resynchronize the fernet keys across all the
keystone nodes

Trigger rotation of the fernet keys on

keystone
Show Virtualized Infrastructure Manager
Version
Show Virtualized Infrastructure Manager
Version

Display help about this program or one of its

Installing Cisco VIM .
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subcommands.

Optional arguments:
--setupfile <setupdata_file>

See ''ciscovim help COMMAND'" for help on a specific command.

To look at the help for a sub-command (e.g. run) execute the following:

# ciscovim help run

usage: ciscovim run [--join] [--perform <perform>] [--skip <skip>] [-y] Perform a install
operation

Optional arguments:

—-—join Join the installation process

--perform <perform> Perform the following steps.

--skip <skip> Skip the following steps.

-y, —--yes Yes option to skip steps without prompt [root@MercRegTB1l installer]#

You can also run the installer in multiple smaller steps. To understand the steps involved
during installation

execute the following command:

# ciscovim list-steps

Virtualized Infrastructure Manager:

______________ +
Operation 1D |

| INPUT_VALIDATION
| MGMTNODE_ORCHESTRATION
| VALIDATION
| BAREMETAL

| COMMONSETUP
| CEPH

| ORCHESTRATION
| wMTP

o ——— — — — — — o —

To execute the installer in steps, include specific steps from above. For example:

$ ciscovim run --perform 1,3 -y

Similarly, you can execute the installation using the skip option, where you explicitly indicate which options
to skip. For example

$ ciscovim run --skip 1,3 -y

Note

When using the step-by-step installation, keep a track of what steps are already completed, or unpredictable
results might occur.

While the install time varies from pod to pod, typical installation times through the Internet for a UCS C-series
with three controller, nine compute, and three storage are listed in the following table.

Table 1:

Operation ID Operation Estimated Time
1 Input validation 6 minutes

2 Management node orchestration |40 minutes
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Re-installing Pod with same Image version

Step 1
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Step 4
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Step 6

Re-installing Pod with same Image version .

Operation ID Operation Estimated Time
3 Run time Validation 30 seconds

4 Bare metal 60 minutes

5 Host setup 10 minutes

6 Ceph 5 minutes

7 Orchestration 25 minutes

8 VMTP (external and provider 14 minutes

networks)

In unforeseen circumstances there might be a need to reinstall the pod with the same image version. To alleviate
the need of a reimaging of the management node, followed by re-install, you can take the following steps to
re-install the pod on assuming that the management node is compatible to the same tag. Ensure that you use
the same servers for re-installation. If a different set of servers are used for the re-installation, the servers from
the previous install which are no longer participating in the new install must be powered off to avoid the

duplicate IP floating in the network.

Listed below are the steps to reinstall the pod without reimaging the management node.

Copy the setup_data.yaml from /root/openstack-configs/ directory to ~/Save/

cd ~/installer-<3.2.0>
-/unbootstrap.sh -k

Verify that no docker containers are running

docker ps -a

Verify that no docker images are present

docker images

Setup RestAPI

cd ~/installer-3.2.0/tools
./restapi -a setup

Regenerate TLS certificate, if needed or TLS is enabled.

cd ~/installer-3.2.0
tools/tls_cert_gen.sh -f ~/Save/setup_data.yanml

Re-run Cisco VIM installation

Installing Cisco VIM .
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ciscovim run --setupfile ~/Save/setup_data.yaml

Cisco VIM Configuration Overview

The following topics provide a list of Cisco NFVI configurations you must enter in setup_data.yaml with a
yaml editor. These configurations has to be performed prior to running the Cisco VIM installation. If you are
installing Cisco Insight, you have to complete the Cisco VIM data and OpenStack configurations using VIM
Insight as described in Installing Cisco VIM through Cisco VIM Unified Management .

Configuring ToR Automatically

Cisco VIM provides a complete automation of the cloud deployment. It automates day-0 configuration of
N9xxx series Top of Rack (ToR) switches. This feature is optional and applicable only to the Pods that are
running without ACI. For ToR switch details related to ACI, see Enabling ACI in Cisco VIM.

It automates Power-On Auto Provisioning (post-POAP) configuration on ToR with one or more pair of
identical Cisco N9300 series switches. The day-0 ToR automation configures the interfaces that are connected
to the management (br_mgmt), control, compute, and storage nodes of the pod. In addition, it configures the
VPC peer link interfaces for ToR pairs. The automation handles both B and C-series pods. The automation
includes configuration of the edge ports in the leaf switches off which the hosts hang-out and the VPC peer
link between the switches.

Auto-configuration feature does not include the configuration of the spine switches and the connectivity
between the leaf and the spine; that is the upstream link of the spine switches that carry the external VLAN
connectivity.

As the feature is a post-POAP automation provisioning, ensure that the management interface, vrf, and admin
user are pre-provisioned on each ToR switch. Also, you must enable ssh in each ToR.

The recommended N9K switch software versions are 7.0(3)14(6) and 7.0(3)16(1). Bootstraping the ToR image
is still a manual process. Ensure that the installer API interface (br_api) is up and running on the management
node with SSH. You can access each ToR through its management interface from the Cisco VIM management
node using SSH.

Setting Up Cisco VIM Data Configuration

)

You can install and configure the Cisco VIM deployment using the Cisco VIM configuration file
(setup_data.yaml). Ensure that you take extreme care while creating the configuration file, as any change in
the configuration after deployment, with the exception (example: NFVIMON, of adding and removing nodes
and so on) causes a stack redeployment.

Note

Any change done to the pod networking layout plan configured in setup_data.yaml requires the pod to be
reinstalled.

If your configuration is correct, the installation goes smoothly. Cisco recommends using a YAML editor on
Linux (PyCharm, Komodo or vi/vim with YAML plugin) to edit this file. Items shown in brown must be
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Setting up ToR Configurations for B-series and C-series .

changed to your specific testbed. Do not copy the examples shown below into your YAML file, as your
browser might render the characters differently.

If you are using the Cisco VIM installer, you cannot update the OpenStack config files (for example,
ml2_conf.ini, and other files) directly. All OpenStack configurations must be in the setup_data.yaml file. This
ensures that the installer has a view of the OpenStack deployment, so that it can reliably perform software
updates and upgrades. This ensures a consistent and repeatable installation. Key setup file parts are shown in
the following sections.

Setting up ToR Configurations for B-series and C-series

The ToR configuration is driven through the mercury setup_data.yaml configuration. The information for
automated TOR configuration is provided in two parts in the setup_data.yaml file. The common information
is inthe TORSWITCHINFO section, whereas the information on individual switch ports connected to specific
nodes are under SERVERS section for C-seires, and UCSM-COMMON section for B-series. If the
TORSWITCHINFO section is not provided or CONFIGURE_TORS attribute under TORSWITCHINFO
then all the ToR provisioning related steps are skipped. The ToR section contains attributes related to ToR
connection, configuration for the management interface for the management node, and vPC peer details in
case of ToR pairs.

Note

The port-channel number for the vPC peer link interfaces, is derived from the Vpc domain. The ToRs are
paired with each other based on their corresponding vpc_peer_link addresses.

TORSWITCHINFO:
CONFIGURE_TORS: True
SWITCHDETAILS:
hostname: K09-n9k-a # mandatory for NFVbench
username: admin # mandatory for NFVbench
password: <redacted> # mandatory for NFVbench
ssh_ip: <a.b.c.d> # mandatory for NFVbench
ssn_num: <xyz>
vpc_peer_keepalive: <f.g.h.i>
vpc_domain: <int>
vpc_peer_port_info: <"ethl/45,ethl/46,ethl/47°>
vpc_peer_vlan_info: <”NNNN, NNNN-NNNN”>
br_mgmt_port_info: “"ethl/19"
br_mgmt_po_info: <"NN">
hostname: K09-n9k-b # mandatory for NFVbench
username: admin # mandatory for NFVbench
password: <redacted> # mandatory for NFVbench
ssh_ip: <f.g.h.i> # mandatory for NFVbench
ssn_num: < xyz>
vpc_peer_keepalive: < a.b.c.d>
vpc_domain: <int>
vpc_peer_port_info: <"ethl/45,ethl/46,ethl/47°>
vpc_peer_vlan_info: <”NNNN, NNNN-NNNN”>
br_mgmt_port_info: “"ethl/19"
br_mgmt_po_info: <"NN">

The attributes for vpc peer vlan info, vpc domain and br_mgmt_po_info have to match across the ToRs, and
should only be defined in only two of the TORs, where the management node is hanging off. The attribute
for vpc_peer_vlan_info is optional. If it is not specified, it derives a list of VLAN ids from the host/FI facing

Installing Cisco VIM .
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interfaces and br_mgmt interface. Also, the attribute for ssn_num which represents the chassis serial number
is optional.

The chassis serial number can be obtained by executing the following command on each of the ToRs:
show license host-id

In the case of B-series, Cisco VIM configures the UCSMCOMMON section to declare the interface
configuration under tor_info_fi and tor_info_fi_redundant for the FI.

Note  ToR names need to match with names provided in the TORSWITCHINFO section.

UCSMCOMMON :
ucsm_ip: <p.qg-.r.s>,
ucsm_password: <redacted>,
ucsm_resource_prefix: c43b,
ucsm_username: admin,
tor_info_fi: {po: 18, KO09-n9k-a: ethl/17, K09-n9k-b: ethl/17}
tor_info_fi_redundant: {po: 19, K09-n9k-a: ethl/19, K09-n9k-b: ethl/19}

In this example of B-Series, tor_info is not declared in the SERVERS section as all connectivity is through
the FI (controller, compute, and storage) declared in the UCSCOMMON section. VLANSs for the FI facing
interfaces are derived from the NETWORK segment ROLES for controller, compute, and storage nodes.

The SERVERS section declares the interface configurations for each of the controller, compute, and storage
nodes under tor_info.

SERVERS:
controller-1:
rack_info: {rack_id: rack43X}
cimc_info: {cimc_ip: <ip_addr>}
tor_info: {po: 5, B9-TOR-9K-1: ethl/5, B9-TOR-9K-2: ethl/5}
controller-2:
rack_info: {rack_id: rack43Y}
cimc_info: {cimc_ip: <ip_addr>}
tor_info: {po: 7, B9-TOR-9K-1: ethl/7, B9-TOR-9K-2: ethl/7}
controller-3:
rack_info: {rack_id: rack43z}
cimc_info: {cimc_ip: <ip_addr>}
tor_info: {po: 9, B9-TOR-9K-1: ethl/9, B9-TOR-9K-2: ethl/9}
compute-1:
rack_info: {rack_id: rack43}
cimc_info: {cimc_ip: <ip_addr>}
tor_info: {po: 11, B9-TOR-9K-1: ethl/11, B9-TOR-9K-2: ethl/11}
compute-2:
rack_info: {rack_id: rack43}
cimc_info: {cimc_ip: <ip_addr>}
tor_info: {po: 13, B9-TOR-9K-1: ethl/13, B9-TOR-9K-2: ethl/13}
storage-1:
rack_info: {rack_id: rack43}
cimc_info: {cimc_ip: <ip_addr>}
tor_info: {po: 14, B9-TOR-9K-1: ethl/14, B9-TOR-9K-2: ethl/14}
storage-2:
rack_info: {rack_id: rack43}
cimc_info: {cimc_ip: <ip_addr>}
tor_info: {po: 15, B9-TOR-9K-1: ethl/15, B9-TOR-9K-2: ethl/15}
storage-3:
rack_info: {rack_id: rack43}
cimc_info: {cimc_ip: <ip_addr>}
tor_info: {po: 16, B9-TOR-9K-1: ethl/16, B9-TOR-9K-2: ethl/16}
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VLANS for host facing interfaces are derived from NETWORK section based on the server ROLES definition
of each of the servers and their corresponding network profile roles assigned for each of the segments.

Server Level Setup_data info for C-series with Intel NIC

When the C-series pod is configured to run in a complete Intel NIC environment, the ToR have an additional
configuration that is dp_tor_info section. Control plane and data plane traffic are broken out into two separate
interfaces with VLAN limiting applied on each of the interfaces facing the controller and compute nodes.

c43b-control-1:

rack_info: {rack_id: rack43}

cimc_info: {cimc_ip: <ip_addr>}
tor_info: {po: 9, KO9-n9k-a: “ethl/9, ethl/12°}
dp_tor_info: {po: 12, K09-n9k-a: “ethl/12, ethl/12°}

c43b-compute-1:
rack_info: {rack_id: rack43}

cimc_info: {cimc_ip: <ip_addr>}

tor_info: {po: 10, KO9-n9k-a: “ethl/10, ethl/13°}
dp_tor_info: {po: 13, K09-n9k-a: “ethl/13, ethl/13°}

Server Level Setup_data info for C-series with Intel NIC with SRIOV

When the C-series pod is configured to support SRIOV with Intel NIC, a third interface is configured to allow
SRIQV traffic for the compute nodes. Switchports configured for SRIOV are not placed in a port-channel.
VLAN limiting is applied to this interface for all the data plane related VLAN IDs.

c43b-compute-1:
rack_info: {rack_id: rack43}
cimc_info: {cimc_ip: <ip_addr>}
tor_info: {po: 10, KO9-n9k-a: “ethl/10, ethl/13°}
dp_tor_info: {po: 13, K09-n9k-a: “ethl/13, ethl/13°}
sriov_tor_info: { K09-n9k-a: ethl/33, K09-n9k-b: ethl1l/33}

Support for Custom Configuration

Custom Configuration is an optional procedure. The setup_data.yaml file has a section called
CUSTOM_CONFIG to support custom configuration. Under the CUSTOM_CONFIG section, raw CLI
commands can be provided at the global, port channel, and switchport level. CUSTOM_CONFIG is applied
at the time of bootstrap and add-interfaces workflow steps.

For example: setup_data.yaml

TORSWITCHINFO:
CONFIGURE_TORS: true
CUSTOM_CONFIG:

GLOBAL:
[<’cli line 17>,
<’cli line 27>,]
PORTCHANNEL :
[<’cli line 17>]
SWITCHPORT :
[<’cli line 17>,
<’cli line 27>,]
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Setting Up ToR Configurations for NCS-5500

\}

Note In Cisco VIM, the following caveats apply to a Cisco VIM deployment with NCS:

» BGP: For a fresh install of Cisco VIM, assure no BGP configuration is present on the NCS, otherwise
the peering between the two NCS does not come up properly. Un-configure any existing BGP
configuration. If additional BGP complimentary configuration is needed, add it after a successful Cisco
VIM install.

« Segment-Routing: The global block of Segment Routing IDs have to be pre-defined by the admin. Make
sure that the prefix defined within the setup_data.yaml is within the Segment Routing global block range.

» NCS Interface Naming: There are a set of different Interface naming variations. We support the following:
[Te0/0/0/0, TenGigEO0/0/0/0, Gi0/0/0/0, Hu0/0/1/0, HundredGigE 0/0/1/0, FortyGigEQ0/0/0/0].

« Any manual adjustments to the ISIS, L2VPN sections (on top of the configuration provided by the CVIM
automation) causes subsequent Cisco VIM installs to fail.

For a Cisco VIM with NCS-5500 Auto-ToR is a must-have. You can use the Auto-ToR configuration feature
to setup NCS-5500. The mercury Cisco VIM setup_data.yaml configuration file is used as an input file for
the configuration.

The setup_data.yaml file contains the following three sections:

* TORSWITCHINFO: This section provides the general information.

* SERVERS section for C-series: This section provides the information on the switch ports that are
connected to the specific nodes. When the micro pod is configured to run in a complete Intel NIC
environment with NCS-5500 as the ToR, the SERVER level configurations include tor_info (for control
plane) and dp_tor_info (data plane) section. Control plane and data plane traffic are broken out into two
separate interfaces with bridge domains applied on each of the control and data interfaces facing each
for the controller and compute nodes.

« MULTI_SEGMENT_ROUTING_INFO: This section provides the information related to routing.

NCS-5500 supports a micro-pod with additional computes running on Intel 710 NICs with no SR-IOV
with mechanism driver of VPP.

)

Note  The current release supports the use of two NCS-5500 within a single pod.

The following snippet shows an example of the mercury setup_data.yaml configuration file for NCS-5500

TORSWITCHINFO:
CONFIGURE_TORS: true # Mandatory
TOR_TYPE: NCS-5500 # Mandatory

SWITCHDETAILS:

hostname: <NCS-5500-1> # hostname of NCS-5500-1

username: admin

password: <ssh_password of NCS-5500-1>

ssh_ip: <ssh_ip_address of NCS-5500-1>

vpc_peer_keepalive: <ssh IP address of the peer NCS-5500-2>
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br_mgmt_port_info: <interface of which br_mgmt of management node is hanging of
NCS-5500-1>
br_mgmt_po_info: <int; bundle Ethernet interface to pxe the management node>
vpc_peer_port_info: <local interface to which peer NCS-5500 is connected, “,” separated,
max of 2 entries>’ >
vpc_peer_port_address: <local address with mask for vpc_peer_port_info, “,” separated,
max of 2 entries>” can have a mask of /31>
isis_loopback_addr: <local isis loopback interface address without mask> # assumes
/32
isis_net_entity_title: <isis network_entity_title>
isis_prefix_sid: <int between 16000-1048575> # has to be unique in the ISIS domain
and depends on the
global segment routing block define by the admin
hostname: <NCS-5500-2> # hostname of NCS-5500-2
username: admin
password: <ssh_password of NCS-5500-2>
ssh_ip: <ssh_ip_address of NCS-5500-2>
vpc_peer_keepalive: <ssh IP address of the peer NCS-5500-1>
br_mgmt_port_info: <interface of which br_mgmt of management node is hanging of
NCS-5500-2>
br_mgmt_po_info: <int; bundle Ethernet interface to pxe the management node>
vpc_peer_port_info: <local interface to which peer NCS-5500 is connected>,"," seperated,
max of two entries
vpc_peer_port_address: <local address with mask for vpc_peer_port_info>,"," seperated,
max of two entries
isis_loopback_addr: <local isis loopback interface address without mask> # assumes
/32
isis_net_entity_title: <isis network_entity_title>
isis_prefix_sid: <int between 16000-1048575> has to be unique in the ISIS domain and
depends on the global segment routing block defined by the admin.
Not allowed when ESI_PREFIX is defined
splitter_opt_4_10: "FortyGigE<C/D/X/Y>,HundredGigE<E/F/A/B>" # Optional for NCS-5500,
only when splitter is needed on per switch basis (that is, the peer switch may or maynot
have the entry)

SERVER SECTION FOR C SERIES:
a27-fretta-micro-1:
cimc_info: {cimc_ip: 172.28.121.172%}
dp_tor_info: {NCS-5500-1: TenGigEO0/0/0/1, NCS-5500-2: TenGigEO/0/0/1, po: 1}
hardware_info: {VIC_slot: MLOM}
rack_info: {rack_id: RackA}
tor_info: {NCS-5500-1: TenGigEO0/0/0/0, NCS-5500-2: TenGigE0/0/0/0, po: 2}
# Optional
sriov_tor_info: {NCS-5500-1: TenGigE0/0/0/6, NCS-5500-2: TenGigE0/0/0/6} or
sriov_tor_info: {NCS-5500-1: “TenGigE0/0/0/6, TenGigEO0/0/0/7”, NCS-5500-2: “TenGigE0/0/0/6,
TenGigEO/0/0/77}

a27-fretta-micro-2:

cimc_info: {cimc_ip: 172.28.121.174}

dp_tor_info: {NCS-5500-1: TenGigE0/0/0/3, NCS-5500-2: TenGigE0/0/0/3, po: 3}
hardware_info: {VIC_slot: MLOM}

rack_info: {rack_id: RackB}

tor_info: {NCS-5500-1: TenGigEO0/0/0/2, NCS-5500-2: TenGigE0/0/0/2, po: 4}

a27-fretta-micro-3:
cimc_info: {cimc_ip: 172.28.121.175}%}
dp_tor_info: {NCS-5500-1: TenGigE0/0/0/5, NCS-5500-2: TenGigE0/0/0/5, po: 5}
hardware_info: {VIC_slot: MLOM}
rack_info: {rack_id: RackC}
# optional
sriov_tor_info: {NCS-5500-1: “TenGigE0/0/0/8, TenGigE0/0/0/9”, NCS-5500-2: “TenGigE0/0/0/8,
TenGigEO/0/0/97}
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#Note: if sriov is defined, it need not be present on all servers; However, when present
on a given server, the number of SRIOV port need to be 4 and consistent across the servers;
Also, please set the INTEL_SRIOV_PHYS_PORTS to 4, when using SRIOV with NCS-5500 as ToR.
Please set the value of INTEL_SRIOV_VFS as per the settings of your VNF (see details later

for the default values, etc)

tor_info: {NCS-5500-1: TenGigE0/0/0/4, NCS-5500-2: TenGigE0/0/0/4, po: 6}

MULTI_SEGMENT_ROUTING_ INFO:

bgp_as_num: <1 to 65535>

isis_area_tag: <string>

loopback _name: <loopback<0-2147483647>>

api_bundle_id: <1 to 65535>

api_bridge_domain: <string> #Optional, only needed when br_api of mgmt node is also
going via NCS-5500; #this item and api_bundle_id are mutually exclusive

ext_bridge_domain: <string> # user pre-provisions physical, bundle interface,
subinterface and external BD” for external uplink and provides
external BD info in the setup_data

Customization of Cisco NCS 5500 Configurations for Ethernet Segment ID and Route-Target

Cisco VIM automatically generates the Ethernet Segment Identifier (ESI) for EVPN segments (as defined
under each Bundle-Ether interface) and route-targets during Cisco NCS 5500 ToR configuration.

You can set the ESI for EVPN segments only during day-0 configuration. To customize the configuration,
define the following in the setup_data as part of the day-0 configuration:

ESI1_PREFIX: 91.<Pod_number>.<pod_region_number>.00.00.00.00
Sample ESI

evpn
interface Bundle-Ether<BE#>
ethernet-segment
ethernet-segment identifier type O
91.<Pod_number>.<pod_region_number>.00.00.00.00.00.00.<BE#_in_hex>

Example:

evpn
interface Bundle-Etherl10
ethernet-segment
ethernet-segment identifier type 0 91.05.02.00.00.00.00.00.0a

If ESI defined in RFC 7432 is appended with the Bundle ID in hex, it will add up to a total of 9 octects, that
is, the ESI_PREFIX must have a max length of 7 octects.

Similar to ESI_PREFIX, Cisco VIM supports custom-defined route-targets for management, storage, and
tenant network segment when Cisco NCS 5500 is set as ToR switch. This configuration is optional on per
network segment basis, but Cisco VIM generates route-target automatically if not defined. To avail this
configuration, the pod administrator must define a rt_suffix and rt_prefix in each network segment as listed
below:

NETWORKING:
networks:
- gateway: 5.0.0.1
pool: [5.0.0.11 to 5.0.0.50]
segments: [management, provision]
subnet: 5.0.0.0/24
vlan_id: 200
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rt_prefix: <Local to POD>
rt_suffix: < Region>:< pod_region_number >

- gateway: 172.25.34.161
segments: [storage]
subnet: 172.25.34.160/28
vlan_id: 2438
rt_prefix: <Local to POD>
rt_suffix: < Region>:< pod_region_number >

Resultant Route-Target

<Local to POD>:<Region>< POD number in the region><vlan_id>
Example:
3000:10100214

Each route-target is unique with its respective vlan-id. Route targets associated to tenant vlans are generated
by appending each vlan id from TENANT_VLAN_RANGES to the rt_suffix and rt_prefix as defined in the
network segments.

Resulting route-targets (“rt_prefix”, plus “:”, plus “rt_suffix”, plus the VLAN ID) must not exceed the 6 octets
as per RFC 4360 for the Extended Communities. The maximum value is 8 octets with first 2 being reserved
for type information.

NCS Day-0 Configuration (Prior to starting Cisco VIM install)

\)

The following snippets have to be defined on the NCS before starting Cisco VIM installation:

SSH:

ssh server v2

ssh server vrf default

ssh server netconf port 831
ssh server netconf vrf default
ssh timeout 60

ssh server rate-limit 600

USERNAME :

username admin

group root-Ir

group cisco-support
secret 0 <password>

Note

For SSH to work generate a key using crypto key generate rsa.

Pre-requisites for Segment Routing Global Block and ISIS Prefix

The segment routing configuration has to be predefined by the admin.

The following snippet provides an example:

segment-routing
global-block 16000 20000

The prefix within the ISIS setup_data.yaml configuration has to be within the global-block
IDs. Example:

TORSWITCHINFO:
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CONFIGURE_TORS: true

SWITCHDETAILS:

- {br_mgmt_po_info: 1, br_mgmt_port_info: TenGigE0/0/0/10, hostname: a25-ncs5500-1-ru30,
isis_loopback_addr: 10.10.10.10, isis_net_entity_title: 49.0001.1720.1625.5011.00,
isis_prefix_sid: 16001, password: CT01234!, ssh_ip: 172.28.123.176, username: admin,
vpc_peer_keepalive: 172.28.123.177, vpc_peer_port_address:

"100.100.100.2/29,100.100.101.2/29",
vpc_peer_port_info: "HundredGigE0/0/1/4,HundredGigE0/0/1/5"}

- {br_mgmt_po_info: 1, br_mgmt_port_info: TenGigE0/0/0/10, hostname: a25-ncs5500-2-ru29,
isis_loopback_addr: 20.20.20.20, isis_net_entity_title: 49.0001.1720.1625.4022.00,
isis_prefix_sid: 16002, password: CT01234!, ssh_ip: 172.28.123.177, username: admin,
vpc_peer_keepalive: 172.28.123.176, vpc_peer_port_address:

"100.100.100.3/29,100.100.101.3/29",
vpc_peer_port_info: “"HundredGigE0/0/1/2,HundredGigE0/0/1/3"}
TOR_TYPE: NCS-5500

Pre-requisites for APl and External Network Segments with NCS-5500 as TOR

Pre- Provision the NCS-5500 with the Bridge domains for API and External network segments.The configured
bridge domain names for api and external need to be the same as those defined in setup_data.yaml
(api_bridge_domain and ext_bridge_domain) under the MULTI_SEGMENT_ROUTING_INFO section
defined above.

A check on each of the NCS-5500 should show the following:

RP/0/RPO/CPU0:NCS-5500-2#sh run 12vpn bridge group cvim
12vpn
bridge group cvim
bridge-domain api
12vpn
bridge group cvim
bridge-domain external

During the deployment of NCS-5500 as TOR, we also support the workloads off the provider network along
with the tenant network.

Listed below are some of the assumptions under which this combination works.

* Provider network segment has to be in scope from day-0. Few of the PROVIDER_VLAN_RANGES
has to be defined.

* You can always expand the PROVIDER_VLAN_RANGES with additional VLAN range (minimum
starting VLAN range is 2)

« The maximum number of PROVIDER_VLAN_RANGES and TENANT_VLAN_RANGES should add
up to 200.

« Bridge domain for provider starts with prefix: provider VLANId. They are created manually on the
NCS-5500, before the VIM deployment begins; and upstream interfaces are stitched in.

Support and pre-requisites for Provider Network with NCS-Concept

In a deployment of NCS-5500 as TOR, along with the tenant network, we also support provider networks.
The following points are key to use provider_networks with a NCS TOR:

* Provider network segment has to be defined on day-0; also, a handful of PROVIDER_VLAN_RANGES
has to be defined in the setup_data.yaml.
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N

Note  You cannot add it after a Cisco VIM deployment!

» The PROVIDER_VLAN_RANGES can be extended after a Cisco VIM install by running reconfigure
with a updated setup_data.yaml (min starting VLAN range is 2, for example
PROVIDER_VLAN_RANGES: 3200:3202 (existing range),3204:3206 (newly added range))

» The maximum number of PROVIDER_VLAN_RANGES and TENANT_VLAN_RANGES should not
exceed 200.

* Bridge domain for provider starts with prefix: provider<VLANId> and are created manually on the
NCS-5500 before VIM deployment begins with necessary upstream interfaces configured accordingly.

Pre-requisites for Provider Network with NCS-5500 as TOR

Provider network support requires the following pre-requisites:

Step 1 Define the network and provider vlan ranges sections in setup_data.yaml.

NETWORKING:
- segments: [provider]
vlan_id: None
PROVIDER_VLAN_RANGES: 127,3406:3409

Step 2 Pre-provisioning the NCS with bridge-domains for corresponding VLANSs and plumbing the uplink configuration into
these bridge-domains.
RP/0/RPO/CPU0:NCS-5500-2#sh run 12vpn bridge group cvim
12vpn
bridge group cvim
bridge-domain providerl27

12vpn
bridge group cvim
bridge-domain provider3406

12vpn
bridge group cvim
bridge-domain provider3407

Note The Cisco VIM Automation will then configure all the host facing subinterfaces for these provider vlans, EVIs
and plumb them into each of the pre-provisioned provider bridge-domains.

Note When pre-provisioning bridge-domain, ensure that the BD names follow the naming convention of
"provider<vlan-id>".

Installing Cisco VIM with Cisco NCS 5500 as ToR

\}

Note  Cisco VIM does not support Jumbo Frame with Cisco NCS 5500.
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\}

Note  Currently there is an Intel X710 issue with the i40e driver version 1.6.27-k shipped with RHEL7.4, intermittent
traffic drop/not forward on one of the bonding member interface. This problem becomes more apparent when
the same traffic flow conversation is asymmetrically forwarded, that is the same traffic flow conversation
transmitting on bond member 1 and receiving back on bond member 2.

To resolve this issue, upgrade the official Intel driver version to 2.4.6 using the file downloaded from
https://downloadmirror.intel.com/27869/eng/i40e-2.4.6.tar.gz

The official Intel i40e version 2.4.6 is compiled at the time of the mercury’s hotfix repo build. This takes care
of the baremetal install of all the controller, storage, and compute nodes except management node. Ensure
that you do stepwise installation to incorporate the changes done to the management node.

Following are the steps to install Cisco VIM:

Step 1 Deploy the management node.
Step 2 Run the following command:

ciscovim --setupfile <setup_data_path> run --perform step 1,2

Step 3 Install the updated i40e driver.

yum install i40e

Step 4 Activate the new i40e driver.
modprobe -r i40e && modprobe i40e

Step 5 Check if the driver is correctly loaded.

ethtool -i enplsOf0

driver: i40e

version: 2.4.6

firmware-version: 5.05 0x80002a3c 0.385.33
expansion-rom-version:

bus-info: 0000:01:00.0
supports-statistics: yes

supports-test: yes

supports-eeprom-access: yes
supports-register-dump: yes
supports-priv-flags: yes

Step 6 Bring the MGMT interfaces back up
ifup bond0

Step 7 Resume the install from step 3 onwards

ciscovim --setupfile <setup_data_path> run --perform 3,4,5..
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Cisco VIM supports C-series pod running with either all Intel 720X NICs or Cisco VICs for control and data
plane. In the Intel NIC setup, M4 and M5 (Micropod) based pods need to have 2-4 port and 1 or 2 4 port X710
respectively, for control and data plane connectivity. The orchestrator identifies the NIC support based on the
following INTEL_NIC_SUPPORT values:

« False-This is the default value. The orchestrator assumes that all the servers have Cisco VIC

 True-The orchestrator assumes that all the servers have Intel NIC.

To define the value, run the following command
# INTEL_NIC_SUPPORT: <True or False>

The X710 based NIC redundancy is enabled by default for M4-based Intel NIC system, but not for M5-based
Intel NIC system. See Figure 7: UCS C-Series Intel NIC Details in UCS C-Series Network Topologies. To
bring in NIC redundancy across the X710s for M5-based Intel NIC systems, define the following global
parameter in the setup_data.

# NIC_LEVEL_REDUNDANCY: <True or False> # optional and only applies when INTEL_NIC_SUPPORT
is set to True

A C-series pod, running Intel NIC, also supports SRIOV as an option when defined in a setup_data. To enable
SRIQV as an option, define a value in the range 1-32 (32 is maximum number of INTEL_SRIOV_VFS:
<integer>.

By default, in the C-series pod running with 4 port Intel 710 card, 1 port (port #c) from each of the Intel NICs
are used for SRIOV. However, some VNFs needs additional SRIOV ports to function. To meet the requirement,
an additional variable has been introduced in the setup_data.yaml file by which you can include a second port
(port d) of the Intel NIC for SRIOV.

To adjust the number of SRIOV ports, set the following option in the setup_data.yaml file:
#INTEL_SRIOV_PHYS_PORTS: <2 or 4>

The parameter, INTEL_SRIOV_PHYS_PORTS is optional, and if nothing is defined a value of 2 is used.
The only values the parameter takes is 2 or 4. For NCS-5500, the only value supported for
INTEL_SRIOV_PHYS_PORTS is 4, and has to be defined for SRIOV support on NCS-5500. As the M5
Micropod environment is based on X710 for control and data plane and an additional XL710 or 2 port X710
for SRIOV only INTEL_SRIOV_PHYS _PORTS of 2 is supported.

SRIOV support on a Cisco VIC POD

Cisco VIM supports M4 based C-series pod running with one 2-port Cisco VIC for control plane and two
2-port Intel 520s or two 2-port XL710 for SRIOV (called VIC/NIC deployment). We also support M5 based
C-series pod running with one 2-port Cisco VIC for control plane and two 2-port XL710 for SRIOV.

The orchestrator identifies the VIC/NIC support based on the following CISCO_VIC_INTEL_SRIOV values:

« False-This is the default value. The orchestrator assumes that all the servers have Cisco VIC.

 True-The orchestrator assumes that all the servers have Intel NIC.

To define the value, run the following command:
# CISCO_VIC_INTEL_SRIOV: <True or False>

A C-series M4 pod, running Cisco VIC/Intel NIC (2x520 or 2xXL710), also supports SRIOV on the Intel
NIC. To enable,SRIOV define a value in the range 1-63 (63 is maximum) (for X520) or 1-32 (32 is maximum
for XL710) number of INTEL_SRIOV_VFS: <integer>
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By default in the C-series M4 pod running with Cisco VIC and Intel 520/XL710, the control plane runs on
the Cisco VIC ports, and all the 4 ports from the 2 Intel 520 NICs or 2 intel XL710 are used for SRIOV.

In C-Series M5 pods running with Cisco VIC and Intel XL710, the control plane runs on the Cisco VIC ports
and all the 4 or 8 ports from the 2 intel XL710 are used for SRIOV.

In M5-based VIC/NIC pods, define INTEL_SRIOV_PHYS_PORTS: <4 or 8>, with default value as 4, to
indicate the number of ports participating in SRIOV.

In the pods running with CISCO_VIC_INTEL_SRIOV option, some computes can run only with Cisco VIC
without SRIOV option if they do not have Intel NIC cards.

Define the following parameter in the setup_data yaml to setup the card type, in SRIOV (only for M4 based
pod).
#SRIOV_CARD_TYPE: <X520 or XL710>

Compute supports different types of the card. If SRIOV_CARD_TYPE is not provided, Cisco VIM chooses
the first 2 slots from all SRIOV compute nodes. If SRIOV_CARD_TYPE is provided, Cisco VIM chooses
the first 2 slots matching the target card type from each of the SRIOV compute nodes, so that a match between
intent and reality exist.

Note

From release Cisco VIM 2.4.4 onwards, some computes have XL710 while others have X520 for SRIOV in
an M4 settings. This is achieved by defining the SRIOV_CARD_TYPE at a per compute level (see the
SERVERS section of the setup_data in example file). From Cisco VIM 2.4.9 onwards, 40G based M5 computes
are supported.

Support of Third Party Compute in Hybrid Mode (HP DL360 Gen9)

Cisco VIM 2.4 introduces the first third-party compute. The first SKU chosen is HPE ProLiant DL360 Gen9.
With this support we were able to clearly demonstrate that the Cisco VIM software is flexible enough to be
enhanced to accommodate for other SKUs. In Cisco VIM 2.4, the supported deployment is a full-on pod, with
OVS as the mechanism driver, where the management, control, and storage nodes are based on existing Cisco
UCS ¢220/240M4 BOM, and the compute nodes are on HPE ProLiant DL360 Gen9 hardware. From Cisco
VIM 2.4.5 onwards, Cisco VIM supports the same HP SKU with the both “HP” and “HPE” brand.

To minimize the changes to the existing orchestration workflow and Insight Ul, we adopted to reuse the
existing Cisco VIC+NIC combo deployment scenario which minimize the changes needed for the hardware
topology and the "setup_data.yaml™ configuration file. Refer to the above section "Intel NIC Support for
SRIOV only", on the NIC settings that need to be passed. to enable HPE ProLiant DL360 Gen9 third-party
compute.

The following table shows the port type mapping between Cisco UCS C-Series compute and HPE ProLiant
DL360 compute:

Port Type

Cisco UCS c220/c240M4
Compute

HPE ProLiant DL360 Gen9
Compute

Quanta Server

Control and Data Plane

MLOM - Cisco UCS VIC
1227

FlexLOM - HP Ethernet
10Gb 2-port
560FLR-SFP+ Adapter

OCP 25G 2 port xxv710
based card

SRIOV

PCle - Intel X520-DA2 10
Gbps or Intel XL710 DA2
40 Gbps 2 port NIC

PCle - HP Ethernet 10Gb
2-port 560SFP+ Adapter

PCle - Intel xxv710 DA2
25 Ghps 2 port NIC
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Gbps or Intel XL710 DA2

Port Type Cisco UCS ¢220/c240M4 | HPE ProLiant DL360 Gen9 | Quanta Server
Compute Compute
SRIOV PCle - Intel X520-DA2 10 | PCle - HP Ethernet 10Gb | PCle - Intel xxv710 DA2

2-port 560SFP+ Adapter

25 Ghps 2 port NIC

40 Gbps 2 port NIC

As this deployment do not support Auto-ToR configuration, the TOR switch needs to have Trunk configuration
with native VLAN, jumbo MTU, and no LACP suspend-individual on the control and data plane switch ports.

Sample Nexus 9000 port-channel configuration is as follows:

interface port-channel30
description compute-server-hp-1 control and data plane
switchport mode trunk
switchport trunk native vlan 201
spanning-tree port type edge trunk
mtu 9216
no lacp suspend-individual
vpc 30
1
interface Ethernetl/30
description compute-server-hp-1 flexlom port 1
switchport mode trunk
switchport trunk native vlan 201
mtu 9216
channel-group 30 mode active

Once the physical connection to the top-of-rack switches and the switch ports' configuration have been
completed, enable/add the following additional variables in the VIM's "setup_data.yaml" configuration file:

CISCO_VIC_INTEL_SRIOV: True
INTEL_SRIOV_VFS: 63

Remote Registry Credentials

REGISTRY_USERNAME: "<username>"
REGISTRY_PASSWORD: "<password>"
REGISTRY_EMAIL: “<email@address.com>"

Common CIMC Access Information for C-series POD

CIMC-COMMON =
cimc_username: "admin"
cimc_password: <'"ciscol23">

UCSM Common Access Information for B-series POD

UCSMCOMMON :

ucsm_username: “‘admin®

ucsm_password: <'ciscol23">

ucsm_ip: <"a.b.c.d">

ucsm_resource_prefix: <"skull"> # max of 6 chars

ENABLE_UCSM_PLUGIN: <True> #optional; if True, Cisco-UCSM is used, if not defined, default
is False

MRAID_CARD: <True or False>

Note

In Cisco VIM 3.0, UCSM plugin support is not enabled.
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