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Appendix

* Cisco VIM Wiring Diagrams, on page 1

isco VIM Wiring Diagrams
Figure 1: M4-Micropod with Cisco VIC

M4-Micropod With Cisco VIC

Routing for External, APl and
Routing for External, APl and " Provider Nilwm
Provider Networky S8H access via 1G LOM  ssH/HTTPS 4
! br_api connectivity access to CIMC '
'
i 1
TOR-1: NgK! | | \JoR Nk
eed ssh acce!
Need ssh acc?s A Optional: for NFvBench
=" Intel X710, 520 or XL710 on Management Node
2 ports used
= s Cisco VIC on cloud hosts: carved into VNICs for:
nfvbench —

SAMX: Storage, Cloud API, management & provisioning
PET: Provider, external and tenant VM networks

Cisco VIC on management node:
br_mgmt: management network auta-configured
as part of buildnode.iso install

2:1GE Intel NIC (build in LAN on board) on management node
s br_api: CVIM api network auto-configured
as part of buildnode.iso install; has Cisco VIM deployment and
management APl

= === Dedicated CIMC MGMT port 1G

Routable IPs:

cloud_api (for talking to OpenStack)

br_api {for talking to VIM mgmt)

[plan for other IPs for Zenoss, etc as needed]

Cloud external network for Ms: continuous set of min 10 Ips

L3 IP connectivity between Server CIMCs and br_api of Mgmt. Node

If you use provider networking, you will want to address the networks with
subnets appropriate to their routing

All other networks can be private

Large MTU must be configured on the TORs
Pod size: Max of 16 compute nodes
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Figure 2: M4-Full-0On with Cisco VIC

nnnes - M4-Full-On With Gisco VIG Pt

o] SSH access via 1G LOM
TOR-1: Nsrq br_api r"rmvw SSH /HTTPS TOR-2: N9K

Need ssh access acceis o GG Need ssh acces
H

br_mgmt

b t
bkl Optional: for NFVBench
Intel X710, 520 or XL710 on Management Node

2 ports used

Cisco VIC on cloud hosts: carved into VNICs for:
Clo & i

PET: Provider, external and tenant VM networks

Cisco VIC on management node:
=== br_mgmt: management network auto-configured
as part of buildnode.iso install

2x1GE Intel NIC (build in LAN on board) on management node
br_api: CVIM api network auto-configured
as part of buildnode.iso install; has Cisco VIM deployment and management APls

==== Dedicated CIMC MGMT port 1G

Routable IPs:
cloud_api (for talking to OpenStack)

br_api (for talking to VIM mgmt)

[plan for other IPs for Zenoss, etc as needed]

L3 1P connectivity between Server CIMCs and br_api of Mgmt. Node

Routable Networks:

a network for i min 10 1Ps

1 you use provider networking, you will want to address the networks with
subnets appropriate to their routing

All other networks can be private
Large MTU must be configured on the TORs

POD size: 64 nodes (max of 20 ceph nades)

Figure 3: M4 Micropod with Intel NIC (X710) - NIC Redundancy

M4 Micropod With Intel NIC (X710)

NIC Redundancy ot o el AP 3nd
Routing for Extena, AP and 3 Provide Ngtwork
(Frorker feomd | SSH access via 1G LOM

o br_api connectivity

i
TOR-1: NOK/NCS!5500
Need ssh access

'
TOR-2: NSK/NCS15500
Need ssh access

SSH/HTTPS
access to CIMC.

Optional: for NFVBench
Intel X710, 520 or XL710 on Managemnent Node
2ports used

Intel NIC on Cloud Hosts; sub-interfaces for:
SAMIX on port A across the 2 cards: Storage, API, management 8 provision

PET on port B across the 2 cards: Provider, external and tenant networks

SRIOV: on port C and D across the 2 cards (for Provider Network); SRIOV is optional

s Cisco VIC/Intel NIC on management node:
br_memt: management network auto-configured
as part of buildnode o install

== 2GE Intel NIC (build in LAN on board) on management node
br_api: CVIM api network auto-configured
as part of buildnode.iso install; has Gisco VIM depl APls

=== Dedicated CIMC MGMT port 16

Routable I
cloud_api (for talking to Openstack)

br_api (for talking to VIM mgmt)

[plan for other IPs for Zenoss, etc as needed]

L3 1P connectivity between Server CIMCs and br_api of Mgmt. Node

Routable Networks:
Cloud external network for VMs: continuous set of min 10 1Ps
dldr with

you will
subnets appropriate to their routing

All other networks can be private
Large MTU must be configured on the TORs
Pod size; Max of 16 compute nodes

AIO: Allin One (Control, compute, Ceph)
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Figure 4: NGENA HC: M4-Full-On with Cisco VIC/NIC (1xX710) VPP based; no SRIOV

NGENA HC : M4-Full-On With Cisco VIC/NIC (1xX710)
VPP based; no SRIOV

Rovting for External, AP] and

Routingfor Eternal, APl and
Provider Network, ssh for mgmt node Provider Network, sh for memt node
Rowte to CIMG forsl servers e nm.uwocm.!cdan servers
f .
TOR-1: MoK S9H accessvia1G LOM & o CIME TOR-2: N9K | PO ——

r_api connec ; Needsshacces el (7100 520 N Management Node
Br_api - br_agi S et e

Needssh ECCESS: b

Cisco VIC on coud hosts: carved into WNICs for:
SANC: Storage, Cloud API, management & proviss
PET: Frovider, sxternal and tenant VM netwarks

Intel NIC; 2x 2-port 52001 2x2port 7100L
Frovider Network over SRICV

Computes that don't wish to have SRIOV,
needn't put the NIC cards in them

Cizco VIC on management node:
mm— br_mgmt: mansgement network auto-configured
as part of buildnode. iso install

2x1GE Inte! NIC {buikd in LAN on board) on management node
s BY_3pi: CVIM api network auto-configured

as part of buldnede.sa install; ssh connectvity

has Cisco VIM deployment and management AFls

CIMC of 3l servers have to be reachable from mzmt node

- Dedicated CIMC MGMT port 16

Routable IPs.

coud_api {for talking to Openstack)

br_api {for talking to VIM mzmt]

[pian for other 1Ps for Zenoss, enc as needed]

L3 IP connectivity berween server CIMCs and br_api of Mgmt. Node

Routable Networks:

Cloud extemal network for Vvs: continuous setaf min 10 1Ps

1f you use provider networking, you will want o 20dress the networks with
subnets appropriate to their routing

A1l ather networks can be private
Larze MTU must be configured on the TORS

Figure 5: M5-Micropod with Intel NIC (X710) - No NIC Redundancy

M5-Micropod With Intel NIC (X710)
No NIC Redundancy

Routing for External, APl and!
- Provider Ngviorc

SSH access via 1G LOM Optional: for NFVBench

Intel X710 or 520 on Management Node

Routing for Externsl APIand
Provider Network

' br_api connectivity

|

TOR-1: NSKINCS15500 SSH/HTIPS  TOR2: NIKINCSI5500 2 ports used
Need ssh accass R LY Need ssh acceps Intel X710 NIC on cloud hosts; subinterfaces for:

0 ——— SAMXon port A, B: Storage, API, management & provision

PET on port C, D: Provider, external and tenant networks
on port C and D over virtlo

Intel XL710 NIC on cloud hosts;
T SRIOV: on 2 pert XL710 or 2 port X710 (for Provider Network)

Ciseo VIC on MLOM;
= br_mgmt: management network auto-configured
as part of bulldnode.iso install

2X1GE Intel NIC
br_api: CVIM api netwark auto-configured
as part of buildnode.iso install

=== = Dedicated CIMC MGMT port 1G

Routable IPs:
cloud_api (for talking to OpenStack)

br_api (for talking to VIM mgmt)

plan for other IPs for Zenoss, etc as needed]

L3 IP connectivity between Server CIMCs and br_api of Mgmt. Node
Routable Networks:

Cloud external network for VMs: continuous set of min 10 IPs

1f you use provider networking. you will want o address the networks with
subnets appropriate to their routing

All other networks can be private
Large MTU must be configured on the TORs

Pod size: Max of 16 compute nodes
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Figure 6: M4/M5 Full-On with Intel NIC (X710) and with NIC Redundancy

M4/M5 Full-On With Intel NIC (X710)
With NIC Redundancy

S5H accessvia1G LOM
br_api
TOR-1: NIK SSH/ HTTPS TOR-2: N9K

Need ssh access: Booe= o Ol Meed ssh acces:

Pating o Biera, 4Pl 202
sravos neware

Rosting for Extarasl, 471 a0
Srouicar Hetwer

Optional: for NFVBench
Intel X710, X520 r KL710 on Manzgement Node
Zports used

nfvbench
2uInte! X710 NIC; subinterfaces for
o —_— ntroller- 3 s SAMICON POTT A 307055 the 2 cards: Storage, API, management & provision
PET on port B 2cross the 2 cards: Provider, extemal and tenant networks
for control and compute)
SRIDV: on port C, D 2eross the 2 carts (for Provider NETwork, on COMpUTE node any);
SRIOV is optional

Cisco VIC/Inte! NIC on management node:

s br_mzmt: management network auto-configured

inte] 710 e 1 as part of buidnode fso instal
Fotab

21GE Intel NIC [buld In LAN on board] on management rode

{D-COMP § s b_pi: CVII 2pi nEtwork 2ut-conTigured

Intel 3710 N 1. Z ELZLD e 2] 2 part of buikinode. 50 nstall;
Por 20

PR, has Cisco VIM depioyment and management ARis
Intel X710 Nic 1 - Dedicated CIMC MEMT port 16
Tors
Routable 1Ps:
ciowd_api {for talking to CpenStack)
| inte! 720 M 2 br_ai for taking to VIl mgmt}
Forta b [plan for other 1ps for 2enass, et as nesded]
L3 1P connectivity between Server CImcs and br_api of Mgmt. Node
Intel X710 Nic 1
B Fona,b Rowrable Networks:
Cloud external netwark for VMs: continuous set of min 10 1Ps
g el 2710 Nic 2 If you use provider netwarking, you will want 1o address the networks with
[ pt—" B subnets appropriate to their routing

All other networks can be private
Large MTU mst be configured on the TORs

POD size: 53 nodes [max of 20 ceph nodes)

Figure 7: M4/M5 Full-On with Cisco VIC/NIC (2xXL710/2x520)

M4/M5 Full-On With Cisco VIC/NIC
(2xXL710/2x520)

U e SSH access via 1G LOM
SSH/HTTPS L
TOR-1: NOK | br_api connectivity aceess 10 CINC TOR-2: N9K !
Need ssh access, Need ssh access) s

Routing for External, 481 and
Frovider Ngwork

Optional: for NFVBench
Intel X710, 520 or XL710 on Management Node
2 ports used

Cisco VIC on cloud hosts: carved into VNICs for:
= SAMX: Storage, Cloud API, management & provisioning
nfvbench PET: Provider, external and tenant VM networks

Intel NIC; 2+ 2-port 520 or 2x2port 740KL
Provider Network over SRIOV.

Computes that don’t wish to have SRIOV,
needn’t put the NIC cards in them

Cisco VIC on management node:
br_mgmt: management network auto-configured
as part of buildnode.iso install

2x1GE Intel NIC (build in LAN on board) on management node
br_api: CVIM api network auto-configured

as part of buildnode.iso install;

has Cisco VIM deployment and management APls

== == Dedicated CIMC MGMT port 1G

Routable IPs:

cloud_api (for talking to OpenStack)

br_apii (for talking to VIM mgmt)

[plan for other IPs for Zenoss, etc as needed]

L3 IP connectivity between Server CIMCs and br_api of Mgmt. Node

Routable Networks:

Cloud external network for VMs: continuous set of min 10 IPs
¥ you use provi ing, you v ddress the
subnets apprapriate to their routing

Al other networks can be private
Large MTU must be configured on the TORs

POD size: 64 nodes (max of 20 ceph nodes)
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Figure 8: M4/M5 Micropod with Cisco VIC/NIC (2xXL710/2x520)

M4/M5 Micropod With Cisco VIC/NIC (2xXL710/2x520)

Routing for External, AP1 and

Routing for External, API

i . Provider Nefwork Optional: for NFVBench
Provider Network EsH access via “'G LOM H =" Intel X710 on Management Node
! br_api connectivity SSH/HTTPS 2 ports used

|
TOR-2: N9K|
Need ssh access

access to CIMG

i
TOR-1: N9K!

Cisco VIC on cloud hosts: carved into VNICs for:
Need ssh access

SAMX; Storage, Cloud API, management & provisioning
PET: Provider, external and tenant VM networks

br_mgmt

Intel NIC on cloud hosts; 2x 2-port 520 or 2x2port 710XL
Provider Network over SRIOV

Cisco VIC on management node:
= br_mgmt: management network auto-configured
as part of buildnode.iso install

21GE Intel NIC (build in LAN on board) on management node
br_api: CVIM api network auto-configured

as part of buildnode.fso install;

has Cisco VIM deployment and management APls

===~ Dedicated CIMC MGMT port 1G

Routable
cloud_api (for talking to OpenStack)

br_api (for talking to VIM mgmt)

[plan for other IPs for Zenoss, etc as needed]

L3 IP connectivity between Server CIMCs and br_api of Mgmt. Node

Routable Networks:

Cloud external network for WMs: continuous set of min 10 IPs

1 you use provider networking, you will want to address the networks with
subnets appropriate to their routing

All other networks can be private
Large MTU must be configured on the TORs

POD size: Max of 16 compute Nodes

Figure 9: M4/M5-HC with Cisco VIC/NIC (2xXL710/2x520)

M4/M5-HC With Cisco VIC/NIC (2xXL710/2x520)

5 Erimmal 45 202
Seusing for Brnsrme, £ ans

=rwb=lne!wwbl
TOR-1: N9K
Need sshaccess,

88H accessvia 1G LOM
br_api connectivity
(dedicaledlmtre)

SSH/HTTPS
access to CIMC TOR-2: NOK

Gpfional: for NFVBench
Needsshaccess, S

Intel X710 or 520 on Management Node
2ports used

cisco vic on cloud hosts: carvedinto VhICs for:
SAWIX: Storage, Cloud AP|, manzgement & provisianing
PET: Provider, extemal and tenant Vi networks

Intel NIC; 2x 2-port 520 or 2x2port T1OKL
Provider Netwark over SRIOV

Computes that don't wish to have SRICV,
nesdn't put the NIC cards in them

Cisco VIC on management node
m=== br_mgmt: management network auto-configured
&2 pant of buikdnode iso install

20GE Intel NI (build in LaN on baard) on management node
br_api: CVIM api netwerk aute-configured
as part of buidnode.iso instal;

has Cisco VIM depioyment and management APIs

----- Dedicated CIME MGMT port 16

Routable 1Ps:

i (for talking o Cpenstack]

br_api [for talking T vin mgmt)

[pian for ather IPs for Zenoss, etc as needed]

13 1P connectvity between Server CIMCs and br_api of Mgmt. Node

Routable Networks:

Cloud extemal network for Viis: continuous se1of min 10195

1f you use provider networking, you wil want 1o address the networks with
subnets appropriste 10 their rauting

All other networks can be private
Large MTU must be configured on the TORS

POD size: 64 nodes max of 20 ceph nodes)
For s Ped only X710 supported
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