CHAPTER

Troubleshooting with Cisco Video Assurance
Management Solution 3.0

This chapter contains the following sections:
e Using the VAMS Dashboards, page 6-1
e Monitoring VAMS Events with the VAMS Service Dashboard, page 6-3
e Monitoring with the VAMS Event Views, page 6-9
e Monitoring ROSA NMS Events, page 6-12
e Monitoring CMM Events, page 6-22
¢ Monitoring VidMon Events, page 6-43
e Monitoring Video Events, page 6-51
e Viewing Network Fault Events, page 6-55
e Troubleshooting with Cisco ANA, page 6-57

Using the VAMS Dashboards

The VAMS components provide operational dashboards that give you a top-down view of video network
events. Cisco VAMS 3.0 provides:

e The TIP/TBSM Dashboard

e The Video Assurance Management Dashboard
e Cisco Multicast Manager

e The ROSA NMS

e Cisco ANA

TIP/TBSM Dashboard

The high-level interface for Cisco Video Assurance Management Solution 3.0 is the Tivoli Integrated
Portal (TIP) and the Tivoli Business Service Manager (TBSM). TIP allows you to launch TBSM and
customized event views for events in the video headend and video transport network.
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I Using the VAMS Dashboards

From the TIP dashboard, you can view all of the tasks provided with TIP/TBSM, or select specific tasks
provided for the VAMS application. You can select:

¢ Tivoli Netcool/OMNIbus Web GUI—A web-based application that processes network events from
one or more data sources and presents event data to TIP/TBSM users in various graphical formats.

¢ Tivoli Business Service Manager—Provides real-time service dashboards for the Cisco Info
Center applications.

¢ Video Assurance Management Dashboard—A customized dashboard for the Cisco VAMS
product.

These tasks are selectable from the drop-down list in the View menu at the top of the TIP dashboard.

Video Assurance Management Dashboard

The TIP/TBSM dashboard provides a menu for the Video Assurance Dashboard. The Video Assurance
Dashboard provides a view of all of the video services in your network that includes:

e A Service Availability directory that lists video services and associated devices.
e A Service Dashboard that includes:

— A Service Tree that shows a directory map of the devices in your video network.

— A Service Viewer that shows a topology map of the devices providing the service.

— A Service Details window that provides an event list showing the events for the selected service.
e Custom event views that show Video Fault event views and Network Fault event:

— The Video Fault event views include ROSA events, CMM events, Video Events, and VidMon
events.

— The Network Fault event views include ANA events and a view that shows all events.

The TIP/TBSM event lists show Cisco Info Center events that combine alerts received from all of the
components of VAMS 3.0 and present them in a consolidated event based on processing rules specified
in Cisco Info Center rules files.

You can launch the CMM home page from any CMM event with a right-click. You can also launch a
CMM flow trace with a right-click from any event that includes a Multicast Group Address and a Source
IP address. Currently, Digital Content Manager (DCM) events do not contain a Source IP address, so
only CMM cross-launch is available for DCM events.

Figure 6-4 on page 6-7 shows the VAMS Service Dashboard. Figure 6-7 shows the custom events menu.

For information on how to use the VAMS Service Dashboard and the custom event views to manage
video events, see:

e Monitoring ROSA NMS Events, page 6-12
e Monitoring CMM Events, page 6-22

e Monitoring VidMon Events, page 6-35

e Monitoring Video Events, page 6-37

e Viewing Network Fault Events, page 6-35

For information on using ANA to troubleshoot video events, see Troubleshooting with Cisco ANA,
page 6-43
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Cisco Multicast Manager

Cisco Multicast Manager provides a monitoring interface that allows you to monitor and manage video
devices, including VidMon devices and monitoring for video probes. For information on the Cisco
Multicast Manager interface, see the User Guide for Cisco Multicast Manager 3.1, viewable online at:

http://www.cisco.com/en/US/products/ps6337/products_user_guide_list.html

ROSA NMS

The ROSA NMS provides a user interface for monitoring and configuring the Digital Content Manager
(DCM) and associated video headend devices. For information on using the ROSA NMS, see the ROSA
Network Management System User's Guide, Version 3.0 Build 18. This document is provided in PDF
format on CD 1 of the ROSA NMS installation media.

Cisco ANA

Cisco Active Network Abstraction provides several applications for viewing network topology and
events. For information on the Cisco ANA components, see the user guides for Cisco ANA, viewable
online at:

http://www.cisco.com/en/US/products/ps6776/products_user_guide_list.html

Monitoring VAMS Events with the VAMS Service Dashboard

To monitor VAMS events for video services:

Step 1 Log in to IBM Tivoli Integrated Portal (TIP).
The TIP start page appears, as shown in Figure 6-1.
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Figure 6-1 TBSM Main Window
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Step2  Click the plus sign (+) next to Video Assurance Management.
The Video Assurance Management menu appears.

Step3  Click the plus sign (+) next to Video Fault.

Step4  Click the plus sign (+) next to Network Fault.

The TIP display now shows all of the Video Assurance Management menu items, as shown in Figure 6-2.
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Step 5

Step 6

Monitoring VAMS Events with the VAMS Service Dashhoard

Figure 6-2 Video Assurance Management Menu
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The Service Dashboard appears:

e The Service Tree shows a list of the configured video services in your network.

Left-click on a a service on the Service Tree directory browser at the left of the page

e The Service Viewer shows a network topology map of the currently selected service

e The Service Details window shows an event list for the events associated with the currently selected

service.

Figure 6-3 shows a Service Map for a service called BBC3, VIRGINI, BBC2, BBC1, BXB-NEWS,
EURONEWS. This service transmits a Multipoint Transmission Stream (MPTS) consisting of several

video channels.

[ oL-16498-03
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Figure 6-3 Service Tree and Service Map
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Note  Until you select a service, the Service Viewer and the Service Details window are empty.

Note  You can sort the service tree by clicking on either the State or Events column head.

Step 7 To view an event in the Service Details area, expand the Service Details area.

Step 8 To view details on an event, select the event and right-click.

Step9  To expand the Service Tree for a service, click the plus sign (+) next to the service.

Step10  To show a service view for a specific device providing the service, slick on the device in the service tree.

Figure 6-4 shows the service map for the RHE-BXB-MPTS-1 Primary device in the BBC3, VIRGINI,
BBC2, BBCI, BXB-NEWS, EURONEW service.

User Guide for Cisco Video Assurance Management Solution, 3.0



| Chapter6 Troubleshooting with Cisco Video Assurance Management Solution 3.0

Monitoring VAMS Events with the VAMS Service Dashhoard

Figure 6-4 Service Viewer and Service Details Window
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In the Service Viewer:
e Green indicates that there is no alarm or a cleared alarm for the service.
e All other colors are service alarms for the service:
— Red indicates the existence of critical alarms.
— Yellow indicates the existence of minor alarms.
Step11  To sort the events in the Service Tree by Severity, click State in the Service Tree area.

Clicking State changes the sort order between ascending order by severity and descending order. To see
the highest severity events, and any fault events, sort the list to show the highest severity events first.

Step12 To view the details of an event:
a. Expand the Service Details area for the device.

b. Double-click on the row for the event.
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A table giving detailed field information for the event appears.

Step13 For a CMM event, to launch the CMM application, first left-click on a CMM event to select it, then
right-click the event, and from the Alerts Menu, choose VAMS Tools > Region Name > Launch CMM.

Note The Region Name value is configurable from TBSM. For general information on configuring the Region
Name, see the IBM Tivoli TBSM documentation at the following URL:

http://publib.boulder.ibm.com/infocenter/tivihelp/v3r1/topic/com.ibm.tivoli.itbsm.doc/tbsm42custom.p
df

Note  For a CMM event, you can launch a real-time CMM flow trace or launch the CMM Latest Events page
for further troubleshooting. It is possible to have one or more CMM servers available to launch to. The
example in Figure 6-5 shows two regional CMM servers reporting events to a single Cisco Info Center
server.

Figure 6-5 shows the menu selections for starting CMM.

Figure 6-5 Launching CMM from a TBSM Event List
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The CMM application starts.
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For additional information on the Tivoli TBSM application, and information on how to adjust and
customize the TBSM window, see the IBM Tivoli TBSM documentation at the following URL:

http://publib.boulder.ibm.com/infocenter/tivihelp/v3r1/topic/com.ibm.tivoli.itbsm.doc/
tbsm42custom.pdf

Monitoring with the VAMS Event Views

The Video Assurance Management Dashboard provides custom event views that you can use to view
events related to the specific VAMS components.

The following event views are provided:
¢ Video Fault—Provides event views for video services, including:
— ROSA Events—Shows events from the Cisco ROSA application
See Viewing Events in the ROSA Event Views, page 6-21.
— CMM Events—Shows events from CMM.
See Viewing Events in the CMM Event View, page 6-34.
— Video Events—Shows events from video probes.
See Viewing Events in the Video Events View, page 6-38.
— VidMon Events—Shows IOS video monitoring events from VidMon devices.
See Viewing Events in the VidMon Event Views, page 6-36.
¢ Network Fault—Includes events from Cisco ANA and from all network devices, including:
— ANA Events—Shows events from Cisco ANA.
- All Events—Shows all network fault events.
See Viewing Events in the ANA Event Views, page 6-40 and Viewing All Events, page 6-41.

To access the VAMS event views:

Step 1 Log in to IBM TIP/TBSM.
The main TBSM window appears.
Step2  Click the plus sign (+) next to Video Assurance Management.

The Video Assurance Management menu appears.

User Guide for Cisco Video Assurance Management Solution, 3.0
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Step3  Click the plus sign (+) next to Video Fault.
Step4  Click the plus sign (+) next to Network Fault.

The TIP display now shows all of the Video Assurance Management menu items, as shown in Figure 6-6.

Figure 6-6 Video Assurance Management Menu
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Step5 To View a specific category of events, click the event selection. For example, click Video Events.

The Events Views page for the selected event category appears. Figure 6-7 shows the event views for
Video Events.
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Step 6

Step 7

Note

Monitoring with the VAMS Event Views Il

Figure 6-7 Video Events Views
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The left part of the display shows monitor boxes for the selected event type. Each monitor box shows a
bar graph indicating the number events in each severity level for the event category.

The Video Events views include:
¢ Cross Launch Events—Shows events indicating a video probe has been started.
e Probe Events—Shows events from video probes.

To view the details of an event, double-click on the row for the event.

A table giving detailed field information for the event appears.

To launch the CMM application, first left-click an event to select it, then right-click the event, and from
the Alerts Menu, choose VAMS Tools > Launch CMM. or choose VAMS Tools > Launch Flowtrace.

You can launch a real-time CMM flow trace or you can launch the CMM Latest Events page for further
troubleshooting.

It is possible to have one or more CMM servers available to launch to. The example in Figure 6-8 shows
two regional CMM servers reporting events to a single Cisco Info Center server.

Figure 6-8 shows the menu selections for starting CMM.
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Figure 6-8 Launching CMM from an Event Item
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Monitoring ROSA NMS Events

This section describes:
¢ Summary of ROSA NMS Events, page 6-12
e Viewing ROSA Alerts in the Service Dashboard, page 6-13
e Viewing Events in the ROSA Event Views, page 6-21

Summary of ROSA NMS Events

VAMS 3.0 allows you to monitor a variety of events from components in the video headend. These events
are collected by the ROSA NMS and forwarded to Cisco Info Center. Cisco Info Center correlates the
events with additional alerts received from the video network and consolidates the information into one
alert.

You can view the following categories of alerts in TBSM:

¢ Service Alerts—Indicate that a service loss has occurred, a service backup has occurred, or a
transport stream has been lost. For a complete list, see Viewing ROSA Alerts in the Service
Dashboard, page 6-13.

e ETR-290 First Priority Alarms—Indicate various fault conditions, such as TS Sync Loss, CC
Error, Sync Byte Error, PAT Error, PMT Error, or PID Error. For a complete list, see ETR-290 First
Priority Alarms, page 1-17.
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e Video Transport Events—Indicate errors in video transport, such as UDP Stream Loss, Bandwidth
Exceeded, or Destination IP Unresolved. For a complete list, see Video Transport Events, page 1-18.

e Additional Video Quality Measurements—Includes additional events that measure video quality,
such as Unreferenced PID Error, PMT Section Exceeds 1K, Missing FEC Stream, or Payload Bit
Rate Too Low. For a complete list, see Additional Video Quality Measurements, page 1-18.

Viewing ROSA Alerts in the Service Dashboard

By using the VAMS Service Dashboard you can view service alerts. Service alerts indicate the loss of a
video service. Cisco VAMS reports four types of service alert:

¢ Service Loss—For each incoming service, one or more alarms can be defined to trigger a Service
Loss alarm. A Transport Stream Loss alarm is triggered when a Service Loss alarm occurs.

¢ Service in Backup (Service Loss)—This alarm is generated when a service is in backup state
triggered by a Service Loss alarm.

e Service Loss at Qutput—This alarm is generated for an outgoing service for which the
corresponding incoming service and incoming backup services are in Service Loss state.

e Service in Backup (TS Loss)—This alarm is generated when a service is in backup state triggered
by a TS Loss alarm.

Viewing a Service Loss Event

Step 1
Step 2

Step 3

Step 4

Step 5

To monitor Service Loss events with Cisco Info Center, bring up an event list using Cisco Info
Center/TBSM:

Log in to TIP/TBSM.
On the Video Assurance Management menu, click Service Dashboard.
The Service Dashboard appears.
The Service Tree shows a list of the configured video services in your network.
Left-click on a a service on the Service Tree directory browser at the left of the page
e The Service Viewer shows a service map for the elected service.
e The Service Details window shows an event list for the service.

To see the devices associated with the selected video service, click on the plus sign (+) next to the service
name.

The devices in the service topology are listed in the Service Tree directory.
Click on a device to see the service map for the device.

The Service Viewer shows a service map for the service. If there are faults, such as service loss alarms,
the device is highlighted in red. In the event list in the Service Details area, fault events are highlighted
in red.

The Service Viewer displays the network topology and the Service Details window shows an event list
for the service.

Figure 6-9 shows a Cisco Info Center/TBSM display that includes a Service Loss event and associated
events.

[ oL-16498-03
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Step 6

Figure 6-9 Viewing a Service Loss Event
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The Service Loss Event summary indicates:
¢ Board Number—The board on which the service loss occurred on the indicated device.
e Port Number—The port number on which the video stream was transmitted.
e TS—A number identifying the Transport Stream affected by the service loss.

e IP Address—The IP address of the port.

Additional Events Related to the Service Loss
The TBSM event list shown in Figure 6-9 indicates several additional events related to the service loss.

e PAT Error—Occurs when the PMT reference in the Program Association Table (PAT) for the
service is missing. A Service Loss alarm is also triggered.

¢ PMT Error—Occurs when the Program Map Table (PM) for the service is not available within a
particular time interval or contains errors. A Service Loss alarm is also triggered.

e No TS Sync—Indicates a ROSA NMS event that identifies a Transport Stream (TS) from the DCM.

When a service loss occurs, you might see additional ETR-290 First Priority events related to the service
loss; for example, you might see a CC error event indicating a discontinuity error in the MPEG TS
structure for a program transmitted in the TS.

To launch Cisco Multicast Manager to view additional monitoring information related to the service loss
event:

a. Right-click on the event in the event list.

b. From the pull-down menu, choose VAMS Tools > Region_Name > Launch CMM, where
Region_Name is the name of a region or entity that you have set up in your network.

Figure 6-10 shows how to launch CMM to view additional monitoring information for service events.
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Figure 6-10

J Service Das... |

Launching CMM to View Service Loss Information

Al tasks v

- Select Action - -

Save | [ Cancel

Service ¥iewer #o-a-B
Everts - Time \l:‘ L\)
slmemorldoae

Relatianships

Service Tree AR

File Edit View
Tervice

EREC
Q BBC1 CHE Frimany
@® cre
Q CHE-RHE-MPTS-1 Primary
Q BBC1 CHE Badup
(® RHEBOS
(%) RHE-BXB

(@[] BBC1.EURONEWS Channel
C.BBCZ,Channel
B8,BBCZ,NEWS, Channel AVIRGINT

=[] oeez

@=L eecs

@ channel &

@ channel B

@ channel ¢

5] Channel o Channel A.channel
B,NEWS

#ol
State Everts
160

B0
20

80
oo
00
oo

000 o

120

a0
B0
50
50

20 Launch CMM b2

e
Status refresh in 7 seconds... Chri+a

> De-acknowledgs CHD
Service Details i P

80 Launch Flowtrace

Acknowledge

(1] EURONEWS.VIRGIN1BECE,BE
@ L news

@ L] viomon

@ wrein

211 BBcavRGINg BBz, BBC1 B3
NEW EURONEWS

® cHE

(%) RHE-BOS

(%) RHE-BXB

[ RHE-BXE-MPTS1 BB
Ad Zone

[ RHE-BXB-MPTS.1 BXB-2
AdZone

[ RHEBXBMPTE-1 BXB2
Ad Zone

[ RHE-BXB-MPTS-1 BxB-4

AdZane
s‘

Note

a0

6.0
SLa | Events | Rules Prioritize y

100 > . Take: cwnership

210 =
Fle Edt View Alerts Tools Help User Assign 4

LO0EDh Q

Node BSM_|dentity
CcHEDCM | ue
" BridgeTechProge...| e T §
CHE-7B06 Failed to Hecewe [P Mumticast Heartheat at Router CHE-7B06 far ...

65 Group Assign

»
£l ] G RawEvents [ [l

Shift+1  IMMary
ctri3 01, TS 238.16.41.1:45001

-,
2% | 8 Rawkvents_z44 Delete

oo
Alertiey
|23921E42CHE-DCM o
| 23921913BridgeTechProb
cistolpMRouteHeartBeatE|

00 Information. .

) Joumnal

oo

0o

£ »

ki e = |

oo

IDDODONNDNDG6660066666 0 IDDO66E66
DD D OONNDDNO©O0C6C O 666606 0 IDIOGE6

208580

0o

In this example, the event highlighted in grey has been right-clicked to bring up the cross-launch
menu. The cross-launch is based on the information in the event that has been selected above,
which is highlighted in white.

Viewing Service Loss on Backup Events

Step 1

Typically, video content is sourced from the central headend (CHE) to regional headends (RHEs), where
local ads are inserted into the video stream. Regional and local content is also inserted into the video
stream the resulting streams are sent out to divisions in the multicast network. Each content stream
designated for a division is transmitted in a different multicast group.

Using the ROSA NMS, you can set up the DCM to fail over from the primary video source to a backup
video source. For example, if the video transmission from a terrestrial antenna is interrupted, you can
program the DCM to automatically switch to a secondary video source, for example, a satellite receiver
dish.

When a service backup occurs, the ROSA NMS receives alerts from the DCM at the CHE and generates
a Service Loss event, a Service Loss on Backup, and additional events, such as a TS Loss event.

Downstream, the RHE DCM detects ETR-290 alerts on the CHE and also reports a temporary Service
Loss on Output event due to the CHE service cutover.

To view Service Loss on Backup Events.

From the Service Tree in the Service Dashboard, click on a service that has a high priority (red) alert.
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Step 2

TBSM displays the service tree for the event and the associated Cisco Info Center event list. Figure 6-11
shows a service tree and event list for the BBC Three service:

Figure 6-11 Viewing a Service Loss Event Resulting from a Service Backup
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The service tree shown in Figure 6-11 shows that the primary video signal has been lost by highlighting
it in red and indicates that the secondary video signal is active by highlighting it in green.

The event list in Figure 6-11 shows the following events:

Below Low Threshold Event—This is received from CMM, indicating that the Layer 3 Multicast
Rate is under the configured threshold value.

Failed to Receive IP Multicast Router Heartbeat—This event is received from the router
connected the DCM at the CHE, indicating that the multicast heartbeat is no longer detected.

UDP Stream Loss—Indicates that the UDP port on the router communicating with the DCM no
longer detects a TS from the DCM.

To view the Service Loss in Backup event and associated events, in the service directory at the left of
the TBSM display, click on the service that shows an alert.

TBSM displays a service tree and event list for the selected device, as shown in Figure 6-12
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Figure 6-12 Viewing a Service Loss in Backup Event
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The event list in Figure 6-12 correlates the events on the CHE DCM that was receiving the TS from the
primary video source to the events indicating the error conditions on the Multiple Program Transport
Stream (MPTS) generated at the CHE. The event list includes:

¢ Service Loss—A service loss event from the DCM at the RHE indicates the loss of the primary
video stream from the CHE.

e Service in Backup (Service Loss)—A service in backup event from the DCM at the CHE indicates
that a service backup has occurred: the primary video source has been replaced by the secondary
video source.

e ETR-290 Alerts—The DCM at the RHE reports:

— PID Error—Occurs when components referenced in the Program Map Table (PMT) are not
found within a specified time interval.

— CC Error—Indicates a discontinuity error in the MPEG TS structure for a program transmitted
in the TS.

— Video Probe Media Loss Rate Error—A video probe in the core transport network reports a
Media Delivery Index/Media Loss Rate (MDI/MDR) event from CMM that indicates a MLR
above the configured threshold.

You can also view Service Loss at Output events at the CHE and at the RHE downstream from the CHE
that is affected by the video service loss and backup.

Step3  To view the Service Loss at Output and Related events at the CHE, in the service directory at the left of
the TBSM display, click the icon for the CHE service that has a moderate (yellow) alert condition.

TBSM displays the service tree and event list for the CHE device, as shown in Figure 6-13:
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Figure 6-13

Viewing a Service Loss at Output Event and Related Events at the CHE
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Figure 6-13 shows the following CHE and related events:

¢ Service Loss at Qutput—Indicates the Service Loss at Output condition at the CHE DCM.

¢ Service Loss—Indicates the service loss event at the RHE affected by the service loss.

e ETR-290 Alerts—The DCM at the RHE reports:

= PID Error—Occurs when components referenced in the Program Map Table (PMT) are not
found within a specified time interval.

— TS Loss—The first byte of a Transport Stream packet header is the synchronization byte (0x47).
A TS Loss error occurs when the synchronization byte in a sequence of at least two Transport

Stream packets are not detected.

Step 4

To view the Service Loss at Output event and related events at the RHE downstream from the CHE, in

the service directory, click the icon for the RHE service that has a moderate (yellow) alert condition.

TBSM displays the service tree and event list for the selected RHE device, as shown in Figure 6-14:
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Figure 6-14 Viewing a Service Loss at Output Event at the RHE
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Step 5

The event list in Figure 6-14 shows the Service Loss at Output event reported by the DCM at the RHE.

To launch Cisco Multicast Manager to view additional monitoring information related to the service loss

event:
a. Left-click on the event in the event list and then right-click to bring up the cross-launch menu.

b. From the pull-down menu, choose VAMS Tools > Region_Name > Launch CMM, where
Region_Name is the name of a region or entity that you have set up in your network.

Figure 6-15 shows how to launch CMM to view additional monitoring information for service events.
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Figure 6-15 Launching CMM to View Service Loss Information
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Note In this example, the event highlighted in blue has been right-clicked to bring up the cross-launch
menu. This cross-launch is based on the information in the selected event above, which is
highlighted in white.

Viewing ETR-290 First Priority Alarms and Additional Events Related to a Service Loss
By selecting the services and devices associated with service loss events, you can view Video Transport
Events and Additional Video Quality Measurement Events associated with the service loss events.

For examples of the TS Loss, PID Error, CC Error, and UDP Stream loss events, see Viewing a Service
Loss Event, page 6-13 and Viewing Service Loss on Backup Events, page 6-15.
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Viewing Events in the ROSA Event Views

Step 1

Step 2

Step 3
Step 4

Step 5

To view the custom event views for ROSA events:

Log in to IBM TIP/TBSM.

The main TBSM window appears.

Click the plus sign (+) next to Video Assurance Management.

The Video Assurance Management menu appears.

Click the plus sign (+) next to Video Fault.

Click ROSA Events.

The Events Views page for ROSA events appears. Figure 6-16 shows the event views for ROSA Events.

Figure 6-16 ROSA Events Views
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The left part of the display shows monitor boxes for the selected event type. Each monitor box shows a
bar graph indicating the number events in each severity level for the event category.

The ROSA Events views include:
¢ All ROSA Events—Includes events with a severity level of critical
e Service Loss—Shows service loss events.

To view the details of an event, double-click on the row for the event.
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A table giving detailed field information for the event appears

Monitoring CMM Events

This section describes:
¢ Advanced Troubleshooting with the Service Dashboard and CMM, page 6-22
e Viewing Events in the CMM Event View, page 6-34

Advanced Troubleshooting with the Service Dashboard and CMM

CMM provides a diagnostics tool that gives you a multicast global view and a router-specific view of
your network. CIC events that you can view using TBSM allow you to see additional details about the
network.

Table 6-1 lists important areas of the CMM that you can use to troubleshoot a multicast video
distribution network using Cisco VAMS:

Table 6-1 Cisco Multicast Manager

Troubleshooting

Area Task and Reference

Viewing View the status of all devices in the current multicast domain. See “The Devices Tab” in the User Guide for

network status

Cisco Multicast Manager, 3.1 at:

http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_diag.html#wp
1054772

Viewing RP View all routers in the database, their RPs, and the active groups. See “RP Summary” in the User Guide for

status Cisco Multicast Manager, 3.1 at:
http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_diag.html#wp
1054769

IGMP View the interfaces that have joined a particular group. See “IGMP Diagnostics” in the User Guide for Cisco

diagnostics Multicast Manager, 3.1 at:
http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_diag.html#wp
1054775

Layer 2 View Layer 2 multicast information and host IPs. The table shows, from a Layer 2 perspective, which

switches multicast groups are being forwarded out which interfaces. See “L2 Diagnostics” in the User Guide for
Cisco Multicast Manager, 3.1 at:
http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_diag.html#wp
1054764

Cisco Gather accurate packet-forwarding statistics and other information. See “6500/7600 Troubleshooting” in the

6500/7600 User Guide for Cisco Multicast Manager, 3.1 at:

troubleshooting

http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_diag.html#wp
1058009
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Table 6-1 Cisco Multicast Manager (continued)

Troubleshooting
Area

Task and Reference

Top-20 video
flows

View the top-20 video flows. The top-20 video flows are dynamically updated at every polling interval. See
“Cisco Multicast Manager Dashboard” in the User Guide for Cisco Multicast Manager, 3.1 at:

http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_gs.html#wp1
239864

Video probe
status

View diagnostic information about video probes and the flows that they are monitoring. See Monitoring
Video Probe Status with CMM, page 6-35.

VidMon flow View VidMon flows, VidMon reports view historical graphs of VidMon performance, and view real-time
status graphs showing VidMon performance. See Monitoring VidMon Status with CMM, page 6-37.

Video Flow Video flows can be traced through the network. All routers participating in the transport of the multicast
Tracing flow are listed. A graphical representation of the flow path is provided which includes IneoQuest probes and
their status for a given flow. See Monitoring Video Probe Status with CMM, page 6-35.

PPS/BPS PPS/BPS threshold monitoring allows you to set and monitor thresholds on Cisco routers and switches for
Threshold high or low BPS or PPS rates on a per flow basis. See Monitoring Multicast Tree Changes (Tree Polling),
Monitoring page 6-23 for details on PPS/BPS threshold monitoring.

Monitoring View changes to multicast trees, which might affect video quality immediately, or at some time in the future.

Multicast Tree
Changes (Tree
Polling)

Tree polling allows you to monitor the multicast distribution tree of a video service and receive an alert when
changes to the distribution tree occur. See:

e Monitoring Multicast Tree Changes (Tree Polling), page 6-23
e “Tree Reports” in the User Guide for Cisco Multicast Manager 3.1 at the following location:

http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_pc.html#
wpl1096257

Health Checks

You can perform health checks to check and report on the critical components of your network. For example,
you can check on the status of Rendezvous Points (RPs), Multicast Source Discovery Protocol (MSDP)
peering, the presence of sources and groups, and the status of multicast trees. See:

e Performing Health Checks, page 6-30

e The “Health Check” section in the User Guide for Cisco Multicast Manager 3.1 at the following
location:

http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_diag.html
#wpl1054777

Monitoring IP
Multicast
Heartbeat

You can configure IP multicast heartbeat monitoring on Cisco routers and switches to verify that data is
flowing on the monitored multicast flow(s). See Monitoring IP Multicast Heartbeat, page 6-27.

Monitoring Multicast Tree Changes (Tree Polling)

You can monitor multicast tree changes with Cisco Multicast Manager and receive the alert in Cisco Info
Center. From Cisco Info Center you can then launch CMM for advanced troubleshooting of the tree
changes.

Monitoring Multicast Tree Changes with Cisco Info Center

To monitor multicast tree changes with Cisco Info Center, bring up an event list using Cisco Info
Center/TBSM:

[ oL-16498-03
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Step 1

Step 2

Step 3

From the service tree directory browser at the left of the Cisco Info Center/TBSM display, click on a

service.

The service tree for the selected service appears.

Click on a specific device address.

The Service Viewer displays the network topology an the Service Details window shows an event list for

the service.

Figure 6-17 shows a Cisco Info Center/TBSM display and an event indicating that a Multicast
Forwarding Tree has changed from its baseline.

Figure 6-17

Viewing a Tree Change Event in TBSM
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all Events (1)

A table giving detailed field information for the tree change event appears. Figure 6-18 shows a sample
Alerts Status page with tree change event details.
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Figure 6-18 Detailed Tree Change Event Information

lert Status for Serial Number 60350

Fields | Detail | Journal

Field EVa\ue

Identifier 10.86.1 64 Baseline: DiscoveryHD_Mational_239-0-1-31_172-16-1-246 frace Multicast Forwarding Tree Baseline Status 1 Cisco-Multicast Management Tool MTTrapd Probe on SW-WAMS-NC 10 | +|
Serial 60350 =
MNode 10.86.1 64

NodeAlias 10.86.1 64

Manager WTTrapd Probe on SVW-vAMS-NC

Agent Cisto-Multicast Management Tool

AlertGroup Multicast Forwarding Tree Baseline Status

Alertkey Baseline: DiscoveryHD_Mational_238-0-1-31_172-16-1-246 frace

Severity Critical =
4] 1l | ]
identifier : 10.86.1.64 Baseline: DiscoveryHD_National_239-0-1-31_172-16-1-246 frace Multicast Forwarding Tree Baseline Status 1 Cisco-Multicast Management Tool MTTrapd Probe on SW-VAMS-NC 10
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<< Previous

Step4  To launch the CMM application and monitor additional information about the tree change event,
highlight an event, and then from the Alerts Menu, choose VAMS Tools > Launch CMM.

Step5  Go to the Monitoring Multicast Tree Changes with CMM, page 6-25 for information on monitoring tree
change events with CMM.

Monitoring Multicast Tree Changes with CMM

Using CMM, you can:
e View the latest tree change events.
e View a Tree Changed Report that shows details about the changes in the tree
When you launch CMM from TBSM/Cisco Info Center, the CMM Latest Events list appears.

To view Tree Change events, click the Tree Events tab. Figure 6-19 shows a Latest Events list from
CMM that includes tree change events.

Figure 6-19 CMM Tiree Change Events

[t ot JLimcs o o

LatestEvents  SGEvents  Bandwidth Events MUPN Events  RP Events  WVideo Events  CRM Events Summary Graphs
Tree Bolling Events [TOP 10]
Tree Events
Date Domain Group Baseline thange
Fri Jun 25 12:04:11 2010 WAMS 232,1,1.11 (BBGL for CHE-MPTS-2 232.1,1.11 trace &
changed
Fri Jun 25 12:04:09 2010 WAMS 232,1,1.11 (BBEL For CHE-MPTS-2 RHE-BHB-MPTS-1.brace
changed
Wed Jun 23 15:10:04 2010 WAMS 232.1.1.11 (BBCL for CHE-MPTS-2 232.1.1.11 traca
changed
wed Jun 23 15:10:04 2010 wamMS 232.1.1.11 (BBCL for CHE-MPTS-2 RHE-BXB-MPTS-1.trace
changed =
Tue Jun 22 14:53:05 2010 VAMS 232.1,1.11 (BBCL for CHE-MPTS-2 2321111 trace
5 reverted
Tue Jun 22 14:53:05 2010 VAMS 232.1,1.11 (BBCL for CHE-MPTS-2 RHE-BHB-MPTS 1 trace
reverted
Tue Jun 22 14:50:22 2010 vamE 222,1,1.11 (BBCL for CHE-MPTS-2 RHE-BXB-MPTS-1trace
changed
-
Tue Jun 22 14:50:22 2010 vamE 222,1,1.11 (BBCL For CHE-MPTS-2 232.1.1.11 trace
changed
2
Tue Jun 22 05:22:06 2010 VAMS 232.1,1.11 (BBCI for CHE-MPTS-2 RHE-BXB-MPTS-1 trace — w0
reverted ~ o
-0
o

I =
The event list in the figure shows two events:

e The first event to come in is a Tree Changed event indicating that a tree has been changed.
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The Tree Changed event indicates the name of the trace file that was used as the baseline to compare
the current distribution tree against. The format of the trace filename shown in the event is the same
format that you use to specify the trace filename when during Tree Polling configuration for the
domain.

The trace filename has this format:

<channel name>_<ad zone>_<Mcast-Group>_<source-IP>

where channel_name is the name of the channel, ad_zone is the name of the Ad zone, Mcast-Group
is the address of the multicast group, and source-IP is the IP address of the source. For example:
PBS_National_232-0-1-32_12-101-2-18

The second event to come in is a Tree Reverted event that indicates that the tree reverted back to its

previous state. This trap has the same format as the Tree Changed event (indicates the filename of
the trace file was used as the baseline to compare against).

Viewing a Tree Changed Report

To view a Tree Changed Report:

Step 1 If you are in the TBSM/Cisco Info Center interface, highlight an event, and then from the Alerts Menu,
choose VAMS Tools > Launch CMM.
The CMM Latest Events page appears.

Step2  Click the Switch to Main button.

Step3  From the CMM Main Menu, select Polling Configuration & Reports > Tree Polling & Reports> Tree.

The Multicast Tree Report page appears, as shown in Figure 6-20.

Figure 6-20 Selecting a Tree Change Report
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Fri Jun 25 12:04:11 2010

FriJun 25 12:04:09 2010

Wed Jun 23 15:10:04 2010

Wed Jun 23 15:10:04 2010

Tue Jun 22 14:53:05 2010

Tue Jun 22 14:53:05 2010

Tue Jun 22 14:50:22 2010

Group

232.1.1.11 (BBCL for CHE-

MPTS-2 )

232.1.1.11 (BBC1 for CHE-

MPTS-2 )

232.1.1.11 (BBC1 for CHE-

MPTS-2 )

232.1.1.11 (BBCL for CHE-

MPTS-2 )
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RHE-BXB-MPTS-1.trace

RHE-BiXB-MPTS-1 trace

Baseline

The Tree Change Report page shows a list of Multicast Tree Change reports.
Step4  Click a changed link to view a Tree Changed Report.
The selected Tree Changed Report appears, as shown in Figure 6-21.

Change

changed

changed

changed

changed

reverted

reverted

changed
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Figure 6-21 Multicast Tree Change Report

~
232.1.1.11.trace Fri Jun 25 12:04:11 2010: Traced multicast group 232.1.1.11 (BBC1 for CHE-MPTS-2 ) from source 11.1.0.2 (CHE-DCM 3-3 )
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The report shows:

¢ A table containing detailed information about the routers and interfaces in the tree

The baseline tree.

e The current tree (changed tree).

Routers and interfaces that are no longer part of the multicast tree are highlighted in red. Routers and
interfaces that have been added to the distribution tree are highlighted in green.

Step5  If you want to view a Tree Reverted report, click the reverted link next to a report name.

A Tree Reverted report shows the baseline distribution tree in tabular and in graphical format.
Figure 6-22 shows a sample Tree Changed Report.

User Guide for Cisco Video Assurance Management Solution, 3.0
| oL-16498-03 .m



Chapter 6 Troubleshooting with Cisco Video Assurance Management Solution 3.0 |

Bl Monitoring CMM Events

Figure 6-22 Tree Changed Report
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Monitoring IP Multicast Heartheat

You can monitor the multicast data plane of multicast video flows on Cisco routers and switches that
utilize the IP Multicast Heartbeat feature to confirm that the routers and switches are receiving the
monitored multicast video flows. You can view heartbeat events with Cisco Info Center, and from Cisco
Info Center, launch CMM for advanced troubleshooting of the heartbeat events.
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Monitoring Heartbeat Events with Cisco Info Center/TBSM

To view heartbeat events in TIP/TBSM:

Step1  From the service tree directory browser at the left of the TBSM display, click on a service.
The service tree for the selected service appears.
Step2  Click on a specific device address.

The Service Viewer displays the network topology and the Service Details window shows an event list
for the service.

Figure 6-23 shows a TBSM display with a heartbeat event (Failed to Receive IP Multicast Heartbeat
event) from a Cisco 7606 router.

Figure 6-23 Viewing a Heartbeat Event in TBSM
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Step3  To view additional details about the event, double click on the event in the event list display.

Figure 6-24 shows a sample Alerts Status page with heartbeat event details.
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Step 4

Step 5

Figure 6-24 TBSM: Viewing Heartbeat Event Details

[[- [B[x]

[ Fields | Detail | Journal

Field Yalue

|dentifiar 10.86.1.64 ciscolpMRouteHeartBeatEntry. 235.0.1.31 IPM Heartbeat Status 1 Cisco-IP Multicast Routing MTTrapd Probe on SWW-WAMS-MC 1 | =~
Serial 60363 =
Mode 10.86.1.64

Modeslias 10.86.1.64

Manager MTTrapd Probe on SWW-WAMS- MG

Agent Cisco-IP Multicast Routing

AlertGroup IPM Heartheat Status

Alertkey ciscolpMRouteHeartBealEntry 239.0.1. 31
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Summany Failed to Receive IP Multicast Router Heartheat (From: 172.16.1.246) E
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The event summary for the service details includes the baseline trace filename, which includes the
Service Name, Ad Zone, Multicast Group, and Source Address.

To launch the CMM application and monitor additional information about the heartbeat event, left-click
an event to select it, then right-click the event, and from the Alerts Menu, choose VAMS Tools Launch
CMM.

Go to Monitoring Heartbeat Events with CMM, page 6-29 for information on monitoring heartbeat
events with CMM.

Monitoring Heartbheat Events with CMM

Step 1

Step 2

To view IP Multicast heartbeat events with CMM:

If you are in the TBSM/Cisco Info Center interface, highlight an event, and then from the Alerts Menu,
choose VAMS Tools > Launch CMM.

The CMM home page shows the Latest Events list, which includes any heartbeat events that have come
in.

Figure 6-25 shows a Latest Events list with a heartbeat event.

Figure 6-25 Viewing a Heartbeat Event in CMIM

0

BT Multicast Manager v i nt Domain: R Licensed

Reparting

Home Topology Dizgnostics Help
Latest Events 2]
- |2
e P <]
| 3 Type | Device | Details B
@  wed Nov 26 17:36:48 2008 Notification Trap SHE-VDR-2 Trap Type:CISCO-1PMROUTE-MIB::Missing HeartBeats &

The heartbeat event includes the name of the SNMP MIB used to forward the event and the name of the
event; however, CMM 3.1 does not indicate the name of the Multicast Group or the Channel Name on
the Latest Events page for heartbeat events.

To view additional information about the heartbeat event click the URL link in the Details column.
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A Trap Details list appears for the heartbeat event, as shown in Figure 6-26.

Figure 6-26 Trap Details List for a Heartbeat Event
Trap Details List :
This Notification is sent if a multicast router failed to receive configured number of heartbeat packets from heartbeat SNMPv2- |

sources within a configured time interval SMI::enterprises.9.10.2.3.1.0.1

enterprises.9.10.2,1,1.4.1.2.239.1.1.77 0.0.0.0
enterprises.9.10.2,1,1.4.1,3.239.1.1.77 10
enterprises.9.10.2,1,1.4.14.239.1.1.77 1
enterprises.9.10.2.1.1.4.1,5.239.1.1.77 ]
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Source IP : 172,16.4.2
UpTime : 18:5:55:27.33

The Trap Details list displays the full description of the heartbeat event, the SNMP version used to
generate the event, and the OIDs from the reporting router.

The last four octets of the OID indicate the Multicast Group. The Source IP address at the bottom of the
Trap Details page is the IP address of the reporting router.

To determine the video service affected by the event, select Diagnostics > Show All Groups and find
the corresponding Multicast Group in the list that matches the heartbeat event. Note that Cisco Info
Center/TBSM parses the heartbeat event to and matches the Multicast Group to the corresponding video
service directly.

Performing Health Checks

Step 1

Step 2

Using the Health Check page, you can run a health check on a multicast domain.

To run a health check:

On the Multicast Manager tool, select Diagnostics > Health Check.
The Select Health Check page appears.
Select a health check from the list of health checks and click Run.

Figure 6-27 shows a sample health check display.

[ oL-16498-03
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Figure 6-27 Health Check
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The color of the displayed text on the Health Check display indicates the status of the monitored
condition:

e  White = normal

e Red = error condition

Monitoring PPS/BPS Thresholds

When a PPS/BPS threshold is exceeded or fails to reach a minimum value, an event is generated and the
event is displayed in Cisco Info Center event lists. From the event list, you can launch CMM to view
enhanced monitoring information about the threshold event.

Monitoring PPS/BPS Thresholds in the Service Dashhoard

To view PPS/BPS threshold events in the TBSM Service Dashboard:

Step1  From the service tree directory browser at the left of the TBSM display, click on a service.
The service tree for the selected service appears.
Step2  Click on a specific device address.

The Service Viewer displays the network topology and the Service Details window shows an event list
for the service.

Figure 6-28 shows a Service Dashboard with threshold events indicating that a Layer 3 multicast PPS
rate is below the configured threshold level.

Related VidMon events show that VidMon delay thresholds in the service tree for the VidMon TS have
been exceeded.
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Figure 6-28 Viewing a Threshold Event in TBSM
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The event summary for threshold events includes the measured value and the configured threshold.
To view additional details about the event, double-click on the event in the event list.

To launch the CMM application and monitor additional information about the threshold events, highlight
an event, and then from the Alerts Menu, choose VAMS Tools > Launch CMM.

Go to the Monitoring Threshold Events with CMM, page 6-32 for information on monitoring threshold
events with CMM.

Monitoring Threshold Events with CMM

Step 1

Step 2
Step 3

To view threshold events with CMM:

If you are in the TBSM/Cisco Info Center interface, highlight an event, and then from the Alerts Menu,
choose VAMS Tools > Launch CMM.

The CMM home page shows the Latest Events list.

Click SG Events.

The SG Events page appears, which includes any BPS/PPS threshold events that have come in.
Figure 6-29 shows a SG Events page with BPS/PPS threshold events.

[ oL-16498-03
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Step 1
Step 2

Step 3

Step 1
Step 2

Step 3

Figure 6-29 Viewing BPS/PPS Threshold Events in CMIM

=] Quick Links Switch to Main

Latast Events _ Bandwidth Events  Tree Events MVPN Events  RP Events  Video Events  CRM Events Summary  Graphs

SE Polling Events [TOP 10]
SG Threshold Events

Date Domain Source Group value Thresheld

11.1.0.2 232.1.1.37 (8BCT ForCit... | 1715 pps 19000 pps

10.1.0.42

Fri Jun 25 21:10:01 2010 VAMS

Fri Jun 25 21:10:01 2010 WAMS 0pps 13480 pps

Fri Jun 25 21:10:00 2010 VAMS 10.1.0.42 0 pps 13480 pps

Fri Jun 25 21:09:03 2010 WAME 11.1.0.2 1713 pps 13000 pps

FriJun 25 21:09:01 2010 WAMS ranc dzca. o m 10.1.0.42 0 pps 13480 pps
Fri Jun 25 21:05:00 2010 WAME WID-ASRIK 10.1.0,42 0 pps 13480 pps
Fri Jun 25 21:08:01 2010 WAMS ranc dzca.ca m 11.1.0.2 1709 pps 19000 pps
Fri Jun 25 21:08:01 2010 VaME mane disco, Lcom 10.1.0.42 0 pps 12480 pps

Fri Jun 25 21:08:00 2010 WAMS WID-ASRIK 10.1.0.42 0 pps 12480 pps

Fri Jun 25 21:07:01 2010 VAME manc cisco, com 11.1.0.2 232.1.1.17 (BBCT For CH... | 1716 pps 19000 pps
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The Value column for BPS/PPS threshold events includes the measured value and the Threshold field
indicates the configured threshold.

~

Note CMM 3.1 does not reflect the BPS/PPS flow status on CMM flow traces, as it does for video
probe status. Therefore, you will have to manually correlate the devices reporting BPS/PPS
events from either Cisco Info Center/TBSM or the CMM Latest Events page, to the CMM flow
trace, to isolate where in the distribution tree the problem is occurring.

Running Threshold Reports
CMM provides two threshold reports that you can use to monitor threshold events:

e S, G Threshold Report—Shows threshold events for a specified source and group.
e Layer 2 PPS Threshold Report—Shows threshold events for a specified port on a specified switch.
To run an S, G Threshold report:

In the CMM Multicast Manager tool, click Reporting.

Select S, G Threshold Report.

A list of groups appears.

Select a group from the list and then click Report.

CMM displays an S,G Threshold Report listing any events that have occurred in the last 24 hours.

To run a Layer 2 PPS Threshold report:

In the CMM Multicast Manager tool, click Reporting.
Select Layer 2 PPS Threshold Report.

A list of groups appears.

Select a group from the list and then click Report.

[l User Guide for Cisco Video Assurance Management Solution, 3.0
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CMM displays a Layer 2 PPS Threshold Report listing any events that have occurred in the last 24 hours.

Monitoring Video Probe Status with CMM

Using CMM, you can:
e View video probe flows.
See Viewing Video Probe Flows, page 6-35.
e View Video Probe Reports
See Viewing Video Probe Reports, page 6-35.
e View a historical graph of video probe performance
See Viewing a Historical Graph of Video Probe Performance, page 6-36.
e View a graph of video probe performance

See Viewing Video Probe Performance Graphs, page 6-37.

Viewing Video Probe Flows

Step 1
Step 2
Step 3
Step 4

To view video probe status:

Right-click on a CMM event and from the Alerts Menu, choose VAMS Tools > Launch CMM.
From the Cisco Multicast Manager menu, select Diagnostics.

Select Video Diagnostics.

Select Video Probe Status.

The Video Probe Status page opens. The Video Probe Status page shows the currently monitored video
probes, the number of flows monitored by each probe, and a status indicator for the probe.

For detailed information, see the User Guide for Cisco Multicast Manager, 3.1 at this location:

http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_diag.html
#wp1061409

Viewing Video Probe Reports

Step 1
Step 2
Step 3
Step 4

To view video probe reports in CMM:

Right-click on a CMM event and from the Alerts Menu, choose VAMS Tools > Launch CMM.
From the Multicast Manager menu, select Polling Configuration & Reports.

Select Miscellaneous Polling & Reports.

Select Video Probe.

For additional information, see “Video Probe Report” in the User Guide for Cisco Multicast Manager,
3.1 at this location:

[ oL-16498-03
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http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_pc.html#
wp1074979

Viewing a Historical Graph of Video Probe Performance

Cisco Multicast Manager 3.1 allows you to view a historical graph showing performance of a specified
video probe over time.

To view a historical graph of video probe performance:

Step 1 Right-click on a CMM event and from the Alerts Menu, choose VAMS Tools > Launch CMM.
Step2  From the Multicast Manager menu, select Polling Configuration & Reports.

Step3  Select Miscellaneous Polling & Reports.

Step4  Select Video Probe.

Step5  Select Historical Report. The Historical Graphs page for video probe reports appears, as shown in
Figure 6-30.

Figure 6-30 Historical Graphs Page for Video Probes

;!;él", Cisco Multicast Manager 3.1 User: [admin] ) ashboarc ut | About | Help
Polling Actions : [Restart Jtpolling Daeron is Running : Wed Mar 03 085045 EST 2010) Domain: | Yidmon_2ethFeb_bld +
» Getting Startsd Polling Configuration & Report: deo Probe

» [ System Configuration

¥ideo Probe Report | Historical Report | Confia Video Probe Polling

.2 Polling Configuration &
From ke 201070005 1 5 2 [
Domain Trap/Email Topats | |[-] (Show Repart_]
B Traffic Polling & Reports
s Historical Graphs Iterns 1-10 of 80 | Rows per page: | 10+ [Go
Lz
| e page [ Z]ors [ (4) (1]
B Tree Polling & Reports
i Tree Add Filter
SG by Branch a Group Source videa Probe
B Miscellaneaus Polling & Reports
F— 239.0141 172.16.1,250 1Q-CHE-59-@-CHE-6506-2
iRPF O 2390041 172.16.1.250 1Q-CORE-63-@-CRS-WEST
i Selective Source Monitaring
i 239.0.141 172,16.1,250 1Q@7606-E-121
+Health Check
;-Wideo Probe O 2390141 172,161,250 IQ@ASRIK-120
{widmon O 2390142 172.16.1.250 1Q-CORE-63-@-CRS-WEST
L MVPN
= CRM Polling [0 239.0142 172.16.1.250 IQ@7606-E-121
iBaseling Raute Falling [0 239.0142 172.16.1.250 I0@ASRIK-120
i Specific Route Poll
ERC R S [0 239.0.143 172.16.1,250 10@7606-E-121
[0 239.0.143 172.16.1,250 I0@ASRIK-120
O 2350144 172.16.1.250 IQ@7606-E-121 =
o
Select ane/more repart(s) from the table and click the "Show Repart” button to view report, Page of e 144 ()P 5

Step6  From the drop-down list in the Units field, select the units for the report:

DF Display delay factor data.
MLR Display Media Loss Rate data.

Step7  Click the calendar item (...) for From Date and from the calendar that appears, select the From Date.
Step 8 Click the calendar item (...) for To Date and from the calendar that appears, select the To Date,
Step9  On the list of Video Probes, check the check boxes for up to three video probes.

Step10  Click the Show Report button.
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A graph showing the statistics for the selected video probes appears, as shown in Figure 6-31.

Figure 6-31 Historical Report Showing DF for Two Video Probes
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Viewing Video Probe Performance Graphs
From the CMM Event Dashboard, you can view a graph showing real-time DF or MLR for a specified
video probe.

To view a video probe performance graph:

Step1  Right-click on a CMM event and from the Alerts Menu, choose VAMS Tools > Launch CMM.
Step2  From the CMM Dashboard, click the Graphs tab.

For detailed information, see “Viewing Performance Graphs from the Dashboard” in the User Guide for
Cisco Multicast Manager, 3.1 at this location:

http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_gs.html#
wp1253283

Monitoring VidMon Status with CMM

Using CMM, you can:
e View VidMon Flows
See Viewing VidMon Flows, page 6-38.
e View Vidmon reports
See Viewing VidMon Reports, page 6-40.
e View historical graphs of VidMon performance
See Viewing VidMon Historical Reports, page 6-40.
e View a graph of video probe performance

See Viewing VidMon Performance Graphs, page 6-41.

User Guide for Cisco Video Assurance Management Solution, 3.0
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Viewing VidMon Flows

Step 1
Step 2
Step 3
Step 4

Step 5

Step 6

To view VidMon flows from CMM:

Right-click on a CMM event and from the Alerts Menu, choose VAMS Tools > Launch CMM.
From the Cisco Multicast Manager menu, select Diagnostics.

Select Video Diagnostics.

Select Vidmon Flow Status

The Vidmon Flow Status page appears. The Video Flow Status page shows the status of the Vidmon
devices in the CMM network topology.

To view more detailed status for the interfaces on the Vidmon device, click a device name on the Video
Flow Status page.

The Vidmon Flows Status page appears. The Vidmon Flows Status page shows the status of the current
video flow on each interface on the device.

To view detailed statistics on the current video flow on the interface, click on an interface name in the
list.

The Vidmon Interface Flows page appears. The Vidmon Interface Flows page shows detailed statistics
for the current flows on the interface.

To refresh monitoring data, click the Monitor Flows button.

Figure 6-32 shows the Vidmon Interface Flows page.

Figure 6-32 Vidmon Interface Flows Page

Yidmon Interface Flows for manc.cisco.com Interface Name TenGigabitEthernetd /2

Monitar Widmon Interface Flows status: Monitar Flows...

Yidmon Interface Flows status for manc.cisco.com Interface Name TenGigabitEthernet4 /2

Min Max

Last Updated SourceiPort Destination:iPort Description Status  MLR  MRW MRV ok Direction  o'e
fae e Satzii
(%6) (%)
23/08/2010 08:56:00 PM 11.1.0.2:49152 232.1.4.14:5001 {CH4 for CHE-MPTS- O 0.0 0.246 0.246 15.004 Qutbound  More..
2)

23/08/2010 08:58:00 PM 11.1.0.2:49152 232.1.1.11:5001 [BEC1 for CHE- O 0.0 0.036 0036 2258 Outbound  Mare..
MPTS-2 )

23/08/2010 0&:58:00 PM 11.1.0.2:49152 232.1.1.1:5001 (CHE 3 3 Active ta @ 0.0 - e 104,937 Outbound  Mare..

Reg_mpts_Mpeg2z_3SD

Mational )

23/08/2010 08:56:00 PM 11.1.0.2:49152 2321.4.12:5001 (BBC2 for CHE- . 0.0 ° e 172,588 Outbound More..
MPTS-Z )

23/08/2010 05:568:00 PM i0.1.0.10:0 232.1.2.2:5001 (CRYPT-ESPNZ . 0.0 o & 518,672 OQutbound More..

netcrypt vbr )
23/08/2010 08:56:00 PM 11.1.0.2:49152 232.1.4.15:5001 {CH5-HD,CHE-MPTS- O 0.0 0.048 0.05 272z Qutbound  More..
2}
23/08/2010 08:56:00 PM 11.1.0.2:49152 232.1.4.20:5001 {CHE-MPTS-2 with O 0.0 0.00%90 0.01 1191 Qutbound  More..
BBC1 BBCZ ITY CH4
CHS HD )
£3/08/2010 08:55:00 PM 11.1.0.26:3885 10.1.12.30:5001 {(WOD source ) O 0.0 0.0 0.01z ERE2E] Cutbound  More.. §
23/08/2010 08:58:00 PM 10.1.0.42:49152 232.1501.1:5001  (uncompressed video @ 0.0 8.694 8702 435079 Outbound  Mare.. §

The Vidmon Interface Flows Page shows the following information for the video flows:

e The IP address of the Source port.
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e The IP address of the Destination port.

e The status of the flow:
— Green indicates that the flow is being transmitted with no errors.
— Yellow indicates a minor fault in the TS.
— Red indicates a major fault in the TS.

e For Cisco 76xx devices, the Media Loss Rate (MLR)

~

Note  MLR is not monitored for Cisco ASR 9000 devices.

e The minimum Media Rate Variation (MRV).
e The maximum MRV.
e The direction of the flow (outbound or inbound).
Step 7 To clear yellow indicators, click the Clear button.
Step 8 To perform a multicast trace for the flow, click on the IP address of the Destination Port for the flow.

Step9  To view additional details regarding the flow, such as the number of intervals and metrics for the flow,
click on the More link in the More Details column.

The Vidmon Interface Flows page for the interface appears, as shown in Figure 6-33.
Figure 6-33 Vidmon Interface Flows Page for a 76xx Device

Yidmon Interface Flows for YAMS-7606-EDGE

GigabitEthernet4/1
Man-Interval(sec): 30, History(intvls): 10
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The Vidmon Interface Flows Page shown in Figure 6-33 indicates flow information for a Cisco 76xx
device.

The Vidmon Interface Flow for a Cisco 76xx devices shows

¢ Type—The flow table maintained for Cisco 76xx is an MDI table.

e MLR—Indicates the MLR for the flow.

e DF—Indicates the DF for the flow.

e MDC—Indicates the Medic Discontinuity Counter (MDC) value for the flow.
Figure 6-34 shows a Vidmon Interface Flows page for an ASR 9000 device.
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Figure 6-34 Vidmon Interface Flows Page for an ASR 9000 Device.
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The Vidmon Interface Flows page shows the following information:
¢ Type—The flow table maintained for Cisco ASR 9000 series devices is a CBR table.
¢ MRV %—The MRV value in millisecond percentage.
e DF—The delay factor.

Viewing VidMon Reports

To view VidMon reports in CMM:

Step 1 Right-click on a CMM event and from the Alerts Menu, choose VAMS Tools > Launch CMM.
Step2  From the Multicast Manager menu, select Polling Configuration & Reports.

Step3  Select Miscellaneous Polling & Reports.

Stepd  Select VidMon.

For additional information, see “Viewing a VidMon Report” in the User Guide for Cisco Multicast
Manager, 3.1 at this location:

http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_pc.html#
wpl116936

Viewing VidMon Historical Reports

To view a historical graph of VidMon performance in CMM:

Step 1 Right-click on a CMM event and from the Alerts Menu, choose VAMS Tools > Launch CMM.
Step2  From the Multicast Manager menu, select Polling Configuration & Reports.

Step3  Select Miscellaneous Polling & Reports.

Step4  Select Vidmon.

Step5  Select Historical Report. The Historical Graphs page for video probe reports appears.
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From the drop-down list in the Units field, select the units for the report:

DF Display delay factor data.
MLR Display Media Loss Rate data.
MRV Display Media Rate Variation data.

Click the calendar item (...) for From Date and from the calendar that appears, select the From Date.
Click the calendar item (...) for To Date and from the calendar that appears, select the To Date,

On the list of interfaces on Vidmon devices, check the check boxes for up to three interfaces.

Click the Show Report button.

A graph showing the statistics for the selected Vidmon devices appears.

Viewing VidMon Performance Graphs

Step 1
Step 2

From the CMM Event Dashboard, you can view a graph showing real-time DF, MLR, or MRV for a
specified VidMon device.

To view a VidMon performance graph:

Right-click on a CMM event and from the Alerts Menu, choose VAMS Tools > Launch CMM.
From the CMM Dashboard, click the Graphs tab.

For detailed information, see “Viewing Performance Graphs from the Dashboard” in the User Guide for
Cisco Multicast Manager, 3.1 at this location:

http://www.cisco.com/en/US/docs/net_mgmt/cisco_multicast_manager/3.1/user/guide/cmm_gs.html#
wpl1253283

Viewing Events in the CMM Event View

To view the custom CMM event views:

Step 1 Log in to IBM TIP/TBSM.
The main TBSM window appears.
Step2  Click the plus sign (+) next to Video Assurance Management.
The Video Assurance Management menu appears.
Step3  Click the plus sign (+) next to Video Fault.
Step4  Click CMM Events.
The Events Views page for the CMM events appears.Figure 6-35 shows the event views for CMM
Events.
User Guide for Cisco Video Assurance Management Solution, 3.0
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Figure 6-35 CMM Events Views
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The left part of the display shows monitor boxes for the selected event type. Each monitor box shows a
bar graph indicating the number events in each severity level for the event category.

The CMM Events views include:
e All CMM Events—Shows all CMM events.
e Heart Beats—Shows heartbeat events from CMM.
¢ Tree Change—Shows tree change events.
e PIM Neighbor Loss—Shows events from video probes.
¢ S,G Threshold—Shows S,G threshold events (above threshold and below threshold events)
¢ Interface Bandwidth—Shows events indicating a video probe has been started.
e Health Check—Shows events from video probes.
e Group Gone—Shows video events for the last 24 hours,
¢ Unicast Events—Shows events indicating a video probe has been started.
¢ Multicast Events—Shows events from video probes.
Step 5 To see the events in a CMM event view, click the monitor box for the event class.
For example, click the monitor box for S,G Threshold events to see all S,G Threshold events from CMM.
Step 6 To view the details of an event, double-click on the row for the event.

A table giving detailed field information for the event appears.

User Guide for Cisco Video Assurance Management Solution, 3.0



| Chapter6 Troubleshooting with Cisco Video Assurance Management Solution 3.0

Monitoring VidMon Events W

Step 7 To troubleshoot the event in CMM, right-click the event, and from the Alerts menu, choose VAMS Tools
> Launch CMM.

Monitoring VidMon Events

This section describes:
® Monitoring VidMon Events in the Service Dashboard, page 6-35
e Viewing Events in the VidMon Event Views, page 6-36

Monitoring VidMon Events in the Service Dashboard

To monitor VidMon events in the service dashboard:

Step 1 On the Video Assurance Management menu, click Service Dashboard.
The Service Dashboard appears:
The Service Tree shows a list of the configured video services in your network.
Step2  Left-click on a a service on the Service Tree directory browser at the left of the page
e The Service Viewer shows a service map for the elected service.
e The Service Details window shows an event list for the service.

Figure 6-36 shows the Service Tree, Service Viewer, and Service Details window for a service called
BB(C?2.
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Step 3

Step 4

Figure 6-36

VidMon Events Service Das... |

Service Dashboard for a High Level Service

--- Select Action --- “

Service Dashboard

Service Tree

#

?

=

Service Yiewer

Save | | Cancel

AT -0

Service

= ] BB

=L escz

# L] cha

=[] cHs HE

@ [ cHE-ESPNZ.CLEAR
= [ cHE-MPTS-1
# ] cHE-MPTS-2
® ] GRYPT-ESPNZ-NETCRYPT
= ] pEwTEC
=] EsPN A

# ] sz
=] EsPN 4

# ] EsPus
=] veo

# ] veoz
] nearm
] Heo LA

w ] neaz
L] v

@ max

= L] max acTion
= ] max cine
= ] max more
@ ] maswesT
= L Ran

] raz

L ras

] RaiMed

& ] Raiseusla
L] senate

[ ] showtime west

= Slor Srnck HRY

»

CIIDINENNNENECCONNNENNEEEEEEERBED &

e
Everts

7.0
4.0
4.0
5.0
4.0
4.0
4.0
4.0
1.0
20
0o
0.0
0o
0.0
2.0
1.0
0o
0.0
4.0
1.0
0o
0.0
0o

oo
0o
oo
0o
o0

0o

£

~

File Edit View |

2l@J JLjea &aanid
Relationships : |Duwn SEUD 1%

Status refresh in 26 seconds..

Service Details

SLA Events Rules

File

Edit View Alerts

O @ © Q3 [ & rasevens seos

Tools  Help

|+

A | D |i| RawEvents

MNode
Mane.cisco.cam
AN Cisco.com

RHE-2-12
RHE-5-1Q

BSM_ldentity

Summary
Widmon Delay Factor 668,371 000 Exceeded Threshold 30
Vidmon Media Loss Rate 2 Exceeded Threshold 0 [63040]
Wideo Probe Media Loss Rate, 160, Exceeds 1 ( Source: 1
video Probe Media Loss Rate, 134, Exceeds 1 { Source: 1

S

y 4

0 rows inserted, O rows updated, and O rows deleted,

208611

Data Source{s): NCOMS  QuickFilker: Mone  Auto refresh in: 12 sec,

To see the devices associated with the selected video service, click on the plus sign (+) next to the service

name.

The devices in the service topology are listed in the Service Tree directory.

Click on a device or service component to see the service map for the device or component.

The Service Viewer shows a service map for the device. If there are faults, such as VidMon alarms, the
device is highlighted in red or in yellow. In the event list in the Service Details area, fault events are
highlighted in yellow or red.

Figure 6-37 shows a Service Map and fault events for a device called BBC2-c, which is associated with

the BBC?2 service.
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Figure 6-37 Viewing VidMon Events in the Service Dashboard
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The event list shown in Figure 6-36 shows several VidMon events:

¢ Vidmon Delay Factor Exceeded Threshold—SNMP trap generated by CMM indicating that a
VidMon DF threshold has been exceeded on a Cisco 7600 device (Cisco 76006).

¢ Vidmon Media Loss Rate Exceeded Threshold—SNMP trap generated by CMM and forwarded
by the MTTrapd probe, indicating that a configured MLR threshold has been exceeded on a Cisco

7600 device.
Step5  To view details about an event, highlight the event and right click on it.

Step 6 To launch CMM to troubleshoot the event, right-click on the event and choose VAMS Tools > Launch

CMM or VAMS Tools > Launch Flowtrace.

Figure 6-38 shows the menu selections for launching CMM.

[ oL-16498-03

User Guide for Cisco Video Assurance Management Solution, 3.0 gy



Chapter 6

Troubleshooting with Cisco Video Assurance Management Solution 3.0 |

M Monitoring VidMon Events

Figure 6-38
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The CMM login screen appears.
Log in to CMM.
The CMM Dashboard appears, shown in Figure 6-39.

Step 7

Data Source(s); MCOMS  QuickFilker: Mone  Auto refresh in; 47 sec,

208574
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Figure 6-39 CMM Dashboard Showing Video Flows
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18151150 Fri Jun 25 18:20:05 2010 MAMS WIDMON MLR HIGH rmane. ciseo. cam inati 1.1.25:500 D), Source:17.1.0
18151149 Fri Jun 25 18:20:03 2010 VAMS WIDMON DF HIGH rmane ciseo. cam inati 1.1.25:500 -HD), Source: 11. 1.0
18151148 Fri Jun 25 18:20,03 2010 WAMS WIDMON MRV LOW manc diseo.com instion:10. T 12.30:5001, Sourca11. 1.0. :
18151147 Fri Jun 25 18:20,03 2010 WAMS WIDMON MLR HIGH manc diseo,com instion:10. I 12.30:5001, Sourca:11. 1.0.

18151146 Fri Jun 25 18:20:03 2010 VAMS VIDMON DF HIGH manc diseo,com inati 1.12.30:5001, Source:11. 1.0. '
18151145 Fri Jun 25 18120103 2010 VAMS VIDMON MLR HIGH manc diseo,com inati L1 33 Active to Req mpt..
18151144 Fri Jun 25 18:20:03 2010 VAMS VIDMON DF HIGH rmanc, disco,com inati L1 23 Active to Req mpt...
18151143 Fri Jun 25 18:20:03 2010 VAMS VIDMON MR LOW rnane ciseo,cam inati 1.1.13:5003(ITV for CHE-MPTS-2

18151142 Fri Jun 25 18:20:03 2010 MAMS VIDMON DF HIGH rnane ciseo,cam inati 1.1.43:500 1 (TTV for CHE-MPTS-2

Traps
Event Id Date Device Details
18116828 FriJun 25 11:14:25 2010 rane.dzca.com PIM-MIBi:Neighbor toss
18103564 Fri Jun 25 08:03:56 2010 popl.cisca.cam PIM-MIBiNeiqhbor Loss
18084631 Fri Jun 25 03:30:40 2010 popl.cizco.cam PIM-MIB::Naiqhbor Loss
18089752 Thu Jun 24 23:56:107 2010 popl.cisco.cam PIM-MIB::Neiqhbor toss
18086999 Thu Jun 24 23:16:146 2010 popl.cisco.cam PIM-MIB::Neighbor toss
18081322 Thu Jun 24 22:01:14% 2010 popl.cisco,cam PIM-MIB::Neighbor toss E
18058585 Thu Jun 24 21:14:30 2010 manc dsca,com BIM-MIB::Neighbor Loss §

Step8 From the CMM Dashboard:

¢ To launch a trace for the flow, locate the entry for the fault indicated in the TIP/TBSM message, for
example, the DF high event on BBC2, and then click on the underlined link for the flow.

e To perform other troubleshooting tasks, click the Switch to Main button and then go to the
appropriate CMM menu and task to perform a task.

If you click on a link to trace a flow, CMM launches a multicast trace for the flow and a multicast trace
for the flow appears.

The top part of the Multicast Trace page presents a trace table, as shown in Figure 6-40. The bottom part
of the page shows a topology map of the devices involved in the trace, as shown in Figure 6-40.
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Figure 6-40

CMM Multicast Flow Trace: Trace Data Table
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238.16.42.2 (CHE BBCZ fram Encoderi?,Raw Feed,CHEA22)
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The trace data shown in Figure 6-40 shows the following information:

Flow Description—The flow description at the top of the page indicates the unicast Group, Channel
Name, Transport Description, Source IP and Source description, as configured in the CMM for the
flow.

Trace Data Table—Lists the routers, interfaces, and PIM neighbors that transport the multicast
flow.

Video Probe Data Table—Lists all video probes known to CMM that are present on the distribution
tree. This table shows the router/interface to which the probe is connected, and MDI metrics like DF
and MLR.

VidMon Data Table—Lists all the VidMon-enabled routers present in the distribution tree. The
table includes the router, interface, direction, status, and VidMon metrics like DF, MLR, and MRV.

Channel Data Table—Displays the related multicast groups for each of the video channels carried
in the traced multicast flow. The table shows the channels, related multicast groups for each channel,
and additional video format information.

If any DF or MLR thresholds have been exceeded, The Vidmon data area indicates these with a red
circle in the Status column. If the DF and MLR values are within the defined thresholds, the Status
column shows green circles.

The bottom of the trace display shows a topology map of the devices involved in the flow, as shown in
Figure 6-41.
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Figure 6-41 CMM Multicast Flow Trace: Topology Map
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Monitoring VidMon Events

208612

Viewing Events in the VidMon Event Views

Step 1

To view custom VidMon event views:

From the Video Assurance Management menu, click the plus sign (+) next to Video Assurance

Management.

The Video Assurance Management menu appears.

[ oL-16498-03
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Step2  Click the plus sign (+) next to Video Fault.

Step3  Click VidMon Events.

The Events Views page for the VidMon events appears. Figure 6-42 shows the event views for Video

Events.

Figure 6-42
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The left part of the display shows monitor boxes for the selected event type. Each monitor box shows a

bar graph indicating the number events in each severity level for the event category.

The CMM Events views include:
e All VidMon Events—Shows all VidMon events.
¢ MDI-DF—Shows Delay Factor (DF) events.

e MDI-MLR—Shows Media Loss Rate (MLR) events.

e MDI-MDC—Shows Media Discontinuity Counter (MDC) events.

e MRV—Shows Media Rate Variation (MRV) events.
e MSE—Shows Media Stop Events (MSE).

e VidMon Multicast—Shows VidMon events from multicast VidMon flows.

¢ VidMon Unicast—Shows VidMon events from unicast VidMon flows.

Step 4 To see the events in a CMM event view, click the monitor box for the event class.

For example, click the monitor box for MDI-DF to see DF events.

Step5  To view the details of an event, double-click on the row for the event.

A table giving detailed field information for the event appears.

Step 6 To troubleshoot the event in CMM, right-click the event, and from the Alerts menu, choose VAMS Tools

> Launch CMM or choose VAMS Tools > Launch Flowtrace.
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To view the details of an event, double-click on the row for the event.

A table giving detailed field information for the event appears.

Monitoring Video Events

This section describes:
e Monitoring Video Events in the Service Dashboard, page 6-38
e Viewing Events in the Video Events View, page 6-38

Monitoring Video Events in the Service Dashhoard

Step 1

Step 2

Step 3

To view video events in the service dashboard.

On the Video Assurance Management menu, click Service Dashboard.

The Service Dashboard appears:

The Service Tree shows a list of the configured video services in your network.

Left-click on a a service on the Service Tree directory browser at the left of the page
e The Service Viewer shows a service map for the elected service.
e The Service Details window shows an event list for the service.

The devices in the service topology are listed in the Service Tree directory.

Click on a device or service component to see the service map for the device.

The Service Viewer shows a service map for the service. If there are faults, such as video alarms, the
device is highlighted in red. In the event list in the Service Details area, fault events are highlighted in
red.

Figure 6-36 shows the Service Tree, Service Viewer, and Service Details window for a service called
MAX.

[ oL-16498-03
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Figure 6-43
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To see the devices associated with the selected video service, click on the plus sign (+) next to the service

The devices in the service topology are listed in the Service Tree directory.
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Step 4
name.
Step 5

service map for the device.

Click on a device or service component, such as a channel associated with a video service, to see the

The Service Viewer shows a service map for the device. If there are faults, such as VidMon alarms, the
device is highlighted in red or in yellow. In the event list in the Service Details area, fault events are

highlighted in red.

Figure 6-37 shows a Service Map and fault events for a channel called MAX-c, which is associated with

the MAX service.
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Figure 6-44 Viewing VidMon Events in the Service Dashboard
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The event list shown in Figure 6-44 shows several video events from a BridgeTech video probe:

¢ Video Probe Monitored Media Flow Lost—SNMP trap from video probe configured on CMM and
forwarded by the MTTrapd probe, indicating that the media flow monitored by a BridgeTech video
probe has been lost.

IDDDODDNODEEFOEEPPOODODNDOEEEREEEEREERER %

¢ No Signal —SNMP event from the Copernicus MIB (ROSA NMS) indicating there is no signal on
the channel.

Step6  To view details about an event, highlight the event and right click on it.

Step7  To launch CMM to troubleshoot the event, right click on the event and choose VAMS Tools > Launch
CMM or VAMS Tools > Launch Flowtrace.

The CMM login screen appears.
Step8 Login to CMM and go to the appropriate menu to troubleshoot the event.
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Viewing Events in the Video Events View

To view custom video event views:

Step1  From the Video Assurance Management menu, click the plus sign (+) next to Video Assurance
Management.

The Video Assurance Management menu appears.

Step2  Click the plus sign (+) next to Video Fault.

Step3  Click Video Events.

The Events Views page for the VidMon events appears.Figure 6-45 shows the event views for Video

Events.
Figure 6-45 Video Events Views
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The left part of the display shows monitor boxes for the selected event type. Each monitor box shows a
bar graph indicating the number events in each severity level for the event category.

The Video Events views include:
e Critical Events—Includes events with a severity level of critical
e Last 24 Hours—Shows video events for the last 24 hours,
¢ Cross Launch Events—Shows events indicating a video probe has been started.
e Probe Events—Shows events from video probes.
Step 4 To see the events in a video event view, click the monitor box for the event class.

For example, click the monitor box for Probe Events to see video probe events.
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Step 5

Step 6

Step 7

Step 8

Viewing Network Fault Events

To view the details of an event, double-click on the row for the event.
A table giving detailed field information for the event appears.

To troubleshoot the event in CMM, right-click the event, and from the Alerts menu, choose VAMS Tools
> Launch CMM or choose VAMS Tools > Launch Flowtrace.

To view the details of an event, double-click on the row for the event.
A table giving detailed field information for the event appears.
To view the details of an event, double-click on the row for the event.

A table giving detailed field information for the event appears.

Viewing Network Fault Events

This section describes how to view network fault events.

Viewing Events in the ANA Event Views

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Log in to IBM TIP/TBSM.

The main TBSM window appears.

Click the plus sign (+) next to Video Assurance Management.
The Video Assurance Management menu appears.

Click the plus sign (+) next to Network Fault.

The Network Fault menu appears.

Click ANA Events.

The Events Views page for ANA events appears.

The left part of the display shows monitor boxes for the selected event type. Each monitor box shows a
bar graph indicating the number events in each severity level for the event category.

The ANA Events views include:

e All Events—Shows all ANA events.

¢ ANA Tickets—Shows ANA tickets.

¢ Status Events—ANA status events.
To see the events in a video event view, click the monitor box for the event class.
For example, click the monitor box for ANA Tickets to see ANA ticket events.
To view the details of an event, double-click on the row for the event.

A table giving detailed field information for the event appears.

[ oL-16498-03
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Viewing All Events

Step1  Log in to IBM TIP/TBSM.

The main TBSM window appears.
Step2  Click the plus sign (+) next to Video Assurance Management.
Step3  Click the plus sign (+) next to Network Fault.

The Network Fault menu appears.

Stepd  Click All Events.

The Events Views page for all events appears. Figure 6-46 shows the event views for all events.

Figure 6-46 All Events Views
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The left part of the display shows monitor boxes for the selected event type. Each monitor box shows a
bar graph indicating the number events in each severity level for the event category.

The All Events views include:
e All Events—Includes all network events.
¢ Critical Events—Includes events with a severity level of critical.

e Last 24 Hours—Shows network events for the last 24 hours,
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e Netcool Status—Shows Netcool Probewatch events, events indicating that a process has connected
from a Netcool device, and so on.

Step 5 To see the events in a specific event view, click the monitor box for the event class.
For example, click the monitor box for Netcool Status to see Netcool status events.
Step 6 To view the details of an event, double-click on the row for the event.
A table giving detailed field information for the event appears.

Step 7 To troubleshoot the event in CMM, right-click the event, and from the Alerts menu, choose VAMS Tools
> Launch CMM or choose VAMS Tools > Launch Flowtrace.

Step 8 To view the details of an event, double-click on the row for the event.

A table giving detailed field information for the event appears.

Troubleshooting with Cisco ANA

Troubleshooting with Cisco ANA requires an understanding of the Cisco ANA fault-management
system. You should also understand how to use ANA NetworkVision and ANA EventVision.

This section contains:
e Fault Management, page 6-43
e ANA NetworkVision, page 6-44
¢ ANA EventVision, page 6-44

Fault Management

Table 6-2 highlights important aspects of the fault management system in Cisco ANA.

User Guide for Cisco Video Assurance Management Solution, 3.0
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Table 6-2 Cisco ANA Fault Management

Troubleshooting Area

Description and Reference

Fault detection and
isolation

Describes:
e How the various VNEs use reachability to check connectivity with the NEs.
e Basic alarm sources that indicate problems in the network.
e What happens when a VNE with associated open alarms shuts down.
e The integrity service tests that run on the gateway and the units.

For detailed information about working with fault detection and isolation, see the Cisco Active
Network Abstraction User Guide, 3.7, viewable online at:

http://www.cisco.com/en/US/docs/net_mgmt/active_network_abstraction/3.7/user/guide/User_Guide_3_7.ht
ml

Casualty correlation and
root-cause analysis

Describes:
¢ Enabling or disabling port-down, port-up, link-down, and link-up alarms.
e The root-cause correlation concept.
e The root-cause alarm and weights concepts.
e Correlation by flow and correlation by key.

For detailed information about working with casualty correlation and root-cause analysis, see the
Cisco Active Network Abstraction User Guide, 3.7, viewable online at:

http://www.cisco.com/en/US/docs/net_mgmt/active_network_abstraction/3.7/user/guide/User_Guide_3_7.ht
ml

Advanced correlation
scenarios

Describes alarms that use advanced correlation logic on top of the root cause analysis flow.

For detailed information about working with advanced correlation scenarios, see the Cisco Active
Network Abstraction User Guide, 3.7, viewable online at:

http://www.cisco.com/en/US/docs/net_mgmt/active_network_abstraction/3.7/user/guide/User_Guide_3_7.ht
ml
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ANA NetworkVision

Table 6-3

Network administrators use Cisco ANA NetworkVision to manage, fulfill, plan, and assure the integrity
of network resources. Table 6-3 lists important aspects of using Cisco ANA NetworkVision for
troubleshooting.

Cisco ANA NetworkVision

Troubleshooting
Area

Description and Reference

Working with
ANA tickets

Cisco ANA NetworkVision:

e Correlates alarms, and enables you to view tickets and ticket properties, including correlated alarms, active
alarms, and alarm history.

e Describes ticket management and the different ways in which a ticket displays in the ticket pane, depending
on the status or severity of the alarm.

For detailed information about working with tickets, see the Cisco Active Network Abstraction User Guide, 3.7,
viewable online at:

http://www.cisco.com/en/US/docs/net_mgmt/active_network_abstraction/3.7/user/guide/User_Guide_3_7.html

Working with
ANA PathTracer

You use the Cisco ANA PathTracer to view a network path between two network objects in packet-switched
networks such as Ethernet and IP.

For detailed information about working with the Cisco ANA PathTracer, see the Cisco Active Network
Abstraction User Guide, 3.7, viewable online at:

http://www.cisco.com/en/US/docs/net_mgmt/active_network_abstraction/3.7/user/guide/User_Guide_3_7.html

ANA EventVision

Table 6-4

You use Cisco ANA EventVision to view, filter, and display the properties of specific events. Table 6-4
lists important aspects of using Cisco ANA EventVision for troubleshooting.

Cisco ANA EventVision

Troubleshooting
Area

Description and Reference

Viewing events

Events appear in different event categories in the ANA EventVision.

For detailed information about displaying events, see the Cisco Active Network Abstraction User Guide, 3.7,
viewable online at:

http://www.cisco.com/en/US/docs/net_mgmt/active_network_abstraction/3.7/user/guide/User_Guide_3_7.html

Working with
EventVision

For detailed information about working with EventVision, see the Cisco Active Network Abstraction User
Guide, 3.7, viewable online at:

http://www.cisco.com/en/US/docs/net_mgmt/active_network_abstraction/3.7/user/guide/User_Guide_3_7.html
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