Hosting Applications on 10S XR

This section explains the different kinds of application hosting, and demonstrates how a simple application
can be hosted natively or in athird-party container on |OS XR.

* Types of Application Hosting, on page 1
» Docker-Based Container Application Hosting, on page 1

Types of Application Hosting

Application hosting on |OS XR is offered in two variants:

* Native—You can host applications inside the container provided by 10S XR. Applications must be built
with a Cisco-specified Linux distribution (Wind River Linux 7), which usesRPM asthe package manager.
The applicationsusethelibrariesfoundin the|OS XR root file system. Configuration management tools,
such as Chef and Puppet, can be used to automate the installation of the application.

* Container—You can create your own container on |OS XR using docker, and host applications within
the container. The applications can be developed using any Linux distribution. Thisiswell suited for
applicationsthat use system librariesthat are different from that provided by the IOS XR root file system.
Containers can be of two types:

* LXC based
* Docker based—Cisco NCS 540 supports only docker based application hosting.

Docker-Based Container Application Hosting

This section introduces the concept of container application hosting and describes its workflow.

Container application hosting makes it possible for applications to be hosted in their own environment and
process space (namespace) within aLinux container on Cisco |OS XR. The application developer has complete
control over the application devel opment environment, and can use a Linux distribution of choice. The
applications areisolated from the IOS XR control plane processes; yet, they can connect to networks outside
XR through the XR GigE interfaces. The applications can also easily access local file systems on |0OS XR.
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Likean LXC, docker isacontainer used for hosting applications on Cisco |0S XR. Docker providesisolation
for application processes from the underlying host processes on XR by using Linux network namespaces.

Need for Docker on Cisco 10S XR

Docker isbecoming theindustry-preferred packaging model for applicationsin the virtualization space. Docker

provides the foundation for automating application life cycle management.

Docker follows alayered approach that consists of abase image at the bottom that supports layers of
applicationson top. The baseimages are available publicly in arepository, depending on the type of application
you want to install on top. You can manipulate docker images by using the docker index and registry.

Docker provides a git-like workflow for devel oping container applications and supports the "thin update"
mechanism, where only the difference in source code is updated, leading to faster upgrades. Docker also
provides the "thin download" mechanism, where newer applications are downloaded faster because of the
sharing of common base docker layers between multiple docker containers. The sharing of docker layers
between multiple docker containers leads to lower footprint for docker containers on XR.

Docker Architecture on Cisco 10S XR

The following figure illustrates the docker architecture on 10S XR.

Figure 1: Docker Workflow for Updating Applications
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The application binaries for the applications to be hosted are installed inside the docker container.

Hosting Applications in Docker Containers

The following figure illustrates the workflow for hosting applicationsin Docker containers on 10S XR.
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Figure 2: Docker Workflow for Application Hosting
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1. Thedocker filein the source repository is used to build the application binary file on your (docker engine
build) host machine.

2. The application binary file is pushed into the docker image registry.

3. Theapplication binary file is pulled from the docker image registry and copied to the docker container
on XR (docker engine target host).

4. Theapplication is built and hosted in the docker container on XR.

Updating Applications in Docker Containers

The following figure illustrates the workflow for updating applications hosted in docker containers.

Figure 3: Docker Workflow for Updating Applications

1. Theapplication update is generated as a base libs update file (delta update file) and pushed to the docker
image registry.

2. Thedeltaupdate file (containing only the differencein application code) is pulled from the docker image
registry and copied to the docker containers on XR (docker engine target host).

3. The docker containers are restarted with the delta update file.
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Hosting and Seamless Activation of Third Party Applications Using Application
Manager

Table 1: Feature History Table

Feature Name Release Information Feature Description
On-Demand Docker Daemon Release 7.5.1 From this release onwards, the
Service Docker daemon service startson a

router only if you configure a
third-party hosting application
using theappmgr command. Such
an on-demand service optimizes
operating system resources such as
CPU, memory, and power.

In earlier releases, the Docker
daemon service automatically
started during the router boot up.

In previous rel eases, the applications were hosted and controlled by the Docker commands. These Docker
commands were executed in the bash shell of the Kernel that also hosted the Cisco |OS XR software. With
the introduction of Application Manager, it is now possible to manage third-party application hosting and
their functioning through Cisco |OS XR CLIs. With thisfeature, al the activated third party applications can
restart automatically after arouter reload or an RP switchover. Thisautomatic restart of the applications ensure
seamless functioning of the hosted applications.

Supported Commands on Application Manager

For every application manager command or configuration executed, the Application Manager performsthe
requested action by interfacing with the Docker daemon through the Docker socket.

The following table lists the Docker container functionalities, the generic Docker commands that were used
in the previous releases, and its equival ent application manager commands that can how be used:

Functionality | Generic Docker Commands Application Manager Commands

Install the NA Rout er #appngr package instal |
application rpm

RPM i rage_nane-0. 1. 0- XR 7. 3. 1. x86_64. r pm

] Hosting Applications on 10S XR


https://docs.docker.com/engine/reference/commandline/docker/

| Hosting Applications on 10S XR

Hosting and Seamless Activation of Third Party Applications Using Application Manager .

Functionality

Generic Docker Commands

Application Manager Commands

Configureand * Load image - Rout er #confi g
activate the [ xr-vm nodeO_RPO_CPUD: ~] $docker _
application load -i /tnp/image_name.tar |Router(config)#appryr
« Verify the image on the router - Rout er (conf i g- appngr) #appl i cati on
xr-vm node0_RPO_CPWD: ~] $docker |aPp_name
i mages |s Rout er (conf i g- appl i cat i on) #acti vat e
« Create container over theimage - type docker source inmage_nane
[ xr -vm node0_RPO_CPUD: ~] $docker |docker-run-opts "--net=host”
create i mage_name docker-run-cnd "iperf3 -s -d"
« Start container - Rout er (confi g- appl i cati on)#comm t
[ xr-vm node0_RPO_CPW0: ~] $docker
start ny_container_id
View thelist, * List images Rout er #show appngr
statistics, { xr-vmnodeO RPO_CPWD: ~] $docker |sour ce-t abl e
logs, and i mages |s . .
details of the Rout er #show appmgr application
application * List containers - nane app_nane i nfo summary
container [ xr-vm nodeQ_RPO_CPWD: ~] $docker ) )
ps Rout er #show appngr appl i cati on
nane app_name info detail
* Statistics ) )
{ xr-vm node0_RPO_CPLD: ~] $docker | Rout er #show appngr appl i cation
stats name app_nane stats
« Logs Rout er #show appngr
{ xr-vm node0_RPO_CPWD: ~] $docker |appl i cation-table
I ogs Rout er #show appngr appl i cation
nanme app_nane | ogs
Run anew * Execute - Rout er #appngr appl i cati on exec
command [ xr-vm node0_RPO_CPWO: ~] $docker |name app_nane docker - exec-cnd
insidea exec -it ny_container_id
running
container
Stop the * Stop container - Rout er #appmgr application stop
application [ xr-vmnode0_RPO_CPWO: ~] $docker |name app_namne
container stop ny_container _id
Kill the * Kill container - Rout er #appngr application kil l
application [ xr-vm node0_RPO_CPWO: ~] $docker |name app_namne
container kill my_container_id
Start the * Start container - Rout er #appngr application
application [ xr-vm node0 RPO_CPWO: ~] $docker |start name app_nane
container start ny_container_id
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Functionality

Generic Docker Commands

Application Manager Commands

Deactivate
the
application

* Stop container -
[ xr-vm node0_RPO_CPWO: ~] $docker
stop nmy_container _id

* Remove container -
[ xr-vm node0_RPO_CPW0: ~] $docker
rmmy_container_id

* Remove image -
[ xr-vm node0_RPO_CPWO: ~] $docker
rm inmage_nane

Rout er #confi gure

Rout er (confi g) #no appngr
application app_name

Rout er (confi g) #comm t

Uninstall the
application
image/RPM

* Uninstall image -
[ xr-vm node0_RPO_CPWO: ~] $docker
app uninstall inmage_nane

Rout er #appngr package
uni nstal | package
i mage_nane-0.1.0-XR 7. 3. 1. x86_64

\}

Note

The usage of the application manager commands are explained in the "Hosting iPerf in Docker Containersto

Monitor Network Performance using Application Manager" section.

Configuring a Docker with Multiple VRFs

This section describes how you can configure a Docker with multiple VRFson Cisco |OS XR. For information
on configuring multiple VRFs, see Configuring Multiple VRFs for Application Hosting.

Configuration

Use the following steps to create and deploy a multi-VRF Docker on XR.
1. Create amulti-VRF Docker with NET_ADMIN and SYS_ADMIN privileges.

The priviliges are required for Docker to switch namespaces and provide the Docker with all required
capabilities. In the following example a Docker containing three VRFs: yellow, blue, and green isloaded

on XR.

[ XR-vm node0_RPO_CPUW0: ~] $ docker run -td --net=host

-v /var/run/netns/yellow /var/run/netns/yell ow
-v /var/run/ netns/blue:/var/run/ netns/bl ue

-v /var/run/netns/green:/var/run/ netns/green
--cap-add NET_ADM N --cap-add SYS ADM N ubuntu /bi n/ bash
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Note

» Mounting the entire content of / var/ run/ net ns  from host to Docker is not recommended, because it
mounts the content of net ns corresponding to XR, the system admin plane, and a third-party Linux
container(LXC) into the Docker.

* You should not delete a VRF from Cisco |OS XR when it is used in a Docker. If one or more VRFs are
deleted from XR, the multi-VRF Docker cannot be launched.

Verify if the multi-VRF Docker has been successfully loaded.

[ XR-vm node0_RPO_CPUW0: ~] $ Docker ps

CONTAI NER | D | MAGE COWAND CREATED STATUS PORTS

NAMES

29c64bf 812f 9 ubuntu "/ bi n/ bash" 6 seconds ago Up 4 seconds
mul tivrfcontainerl

Run the multi-V RF Docker.
[ XR-vm node0_RPO_CPW0: ~] $ Docker exec -it nultivrfcontainerl /bin/bash

By default, the Docker isloaded in global-vrf namespace on Cisco |0S XR.

Verify if the multiple VRFs are accessible from the Docker.

root @ost:/# ifconfig

fwd_ew Li nk encap: Et hernet Hwaddr 00: 00: 00: 00: 00: Ob
inet6 addr: fe80::200:ff:fe00: b/ 64 Scope: Link
UP RUNNI NG NOARP MULTI CAST MrU: 1500 Metric:1
RX packets: 0 errors:0 dropped: 0 overruns: 0 frame:0
TX packets:2 errors: 0 dropped: 1 overruns:0 carrier:0
col l'i sions: 0 txqueuel en: 1000
RX bytes: 0 (0.0 B) TX bytes: 140 (140.0 B)

fwdi nt f Li nk encap: Et hernet HWaddr 00: 00: 00: 00: 00: Oa
inet6 addr: fe80::200:ff:fe00:a/ 64 Scope: Link
UP RUNNI NG NOARP MULTI CAST MrU: 1500 Metric:1
RX packets: 0 errors:0 dropped: 0 overruns: 0 frame:0
TX packets:2 errors: 0 dropped: 1 overruns:0 carrier:0
col l'i sions: 0 txqueuel en: 1000
RX bytes: 0 (0.0 B) TX bytes: 140 (140.0 B)

lo Li nk encap: Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope: Host
UP LOOPBACK RUNNI NG MrTU: 65536 Metric:1
RX packets: 0 errors:0 dropped: 0 overruns: 0 frame: 0
TX packets: 0 errors: 0 dropped: 0 overruns:0 carrier:0
col l'i sions: 0 txqueuel en: 0
RX bytes: 0 (0.0 B) TX bytes:0 (0.0 B)

root@ost:/# ip netns |ist
yel | ow

green

bl ue

root @ost:/# /sbin/ip netns exec green bash

root @ost:/# ifconfig -a

lo Li nk encap: Local Loopback
LOOPBACK MrU: 65536 Metric:1
RX packets: 0 errors:0 dropped: 0 overruns: 0 frame:0
TX packets: 0 errors: 0 dropped: 0 overruns:0 carrier:0
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collisions:0 txqueuel en: 0
RX bytes: 0 (0.0 B) TX bytes:0 (0.0 B)

root @ost:/# ifconfig lo up
root @ost:/# ifconfig lo 127.0.0.2/32
root @ost:/# ifconfig
lo Li nk encap: Local Loopback
inet addr:127.0.0.2 Mask:0.0.0.0
ineté addr: ::1/128 Scope: Host
UP LOOPBACK RUNNI NG Mru: 65536 Metric:1
RX packets: 0 errors: 0 dropped: 0 overruns: 0 franme: 0
TX packets: 0 errors: 0 dropped: 0 overruns:0 carrier:0
col l'isions: 0 txqueuel en: 0
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)

[host:/m sc/app_host]$ ip netns exec green bash
[host:/m sc/app_host]$ ifconfig
lo Li nk encap: Local Loopback
inet addr:127.0.0.2 Mask:0.0.0.0
inet6 addr: ::1/128 Scope: Host
UP LOOPBACK RUNNI NG Mru: 65536 Metric:1
RX packets: 0 errors:0 dropped: 0 overruns: 0 franme:0
TX packets: 0 errors: 0 dropped: 0 overruns:0 carrier:0
col l'isions:0 txqueuel en: 0
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)

You have successfully launched a multi-VRF Docker on Cisco 10S XR.
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