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CHAPTER 1

YANG Data Models for VPN Features

This chapter provides information about the YANG data models for L2ZVPN and Ethernet Services.
* Using YANG Data Models, on page 1

Using YANG Data Models

Cisco I0S XR supports a programmatic way of configuring and collecting operational data of a network
device using YANG data models. Although configurations using CLIs are easier and human-readable,
automating the configuration using model-driven programmability results in scalability.

The data models are available in the release image, and are also published in the Github repository. Navigate
to the release folder of interest to view the list of supported data models and their definitions. Each data model
defines a complete and cohesive model, or augments an existing data model with additional XPaths. To view
a comprehensive list of the data models supported in a release, navigate to the Available-Content.md file in
the repository.

You can also view the data model definitions using the YANG Data Models Navigator tool. This GUI-based
and easy-to-use tool helps you explore the nuances of the data model and view the dependencies between
various containers in the model. You can view the list of models supported across Cisco IOS XR releases and
platforms, locate a specific model, view the containers and their respective lists, leaves, and leaf lists presented
visually in a tree structure. This visual tree form helps you get insights into nodes that can help you automate
your network.

To get started with using the data models, see the Programmability Configuration Guide.
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CHAPTER 2

Configure Gigabit Ethernet for Layer 2 VPNs

This chapter introduces you to Layer 2 features and standards, and describes how you can configure L2ZVPN
features.

The distributed Gigabit Ethernet (including 10-Gigabit and 100-Gigabit) architecture and features deliver
network scalability and performance, while enabling service providers to offer high-density, high-bandwidth
networking solutions designed to interconnect the router with other systems in POPs, including core and edge
routers and Layer 2 and Layer 3 switches.

* Introduction to Layer 2 Virtual Private Networks, on page 3

* Introduction to Layer 2 VPNs on Gigabit Ethernet Interfaces, on page 3
* Configure Gigabit Ethernet Interfaces for Layer 2 Transport, on page 5
* Ethernet Data Plane Loopback, on page 6

Introduction to Layer 2 Virtual Private Networks

A Layer 2 Virtual Private Network (VPN) emulates a physical sub-network in an IP or MPLS network, by
creating private connections between two points. Building a L2VPN network requires coordination between
the service provider and customer. The service provider establishes Layer 2 connectivity. The customer builds
anetwork by using the data link resources obtained from the service provider. In a L2ZVPN service, the service
provider does not require information about the customer's network topology and other information. This
helps maintain customer privacy, while using the service provider resources to establish the network.

The service provider requires Provider Edge (PE) routers with the following capabilities:

* Encapsulation of L2 protocol data units (PDU) into Layer 3 (L3) packets.

* Interconnection of any-to-any L2 transports.

* Support for MPLS tunneling mechanism.

* Process databases that include all information related to circuits and their connections.

This section introduces Layer 2 Virtual Private Networks (VPNs) and the corresponding Gigabit Ethernet
services.

Introduction to Layer 2 VPNs on Gigabit Ethernet Interfaces

A L2VPN network enables service providers (SPs) to provide L2 services to geographically disparate customer
sites. Typically, a SP uses an access network to connect the customer to the core network. This access network
may use a mixture of L2 technologies, such as Ethernet and Frame Relay. The connection between the customer
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Configure Gigabit Ethernet for Layer 2 VPNs |
. Introduction to Layer 2 VPNs on Gigabit Ethernet Interfaces

site and the nearby SP edge router is known as an attachment circuit (AC). Traffic from the customer travels
over this link to the edge of the SP core network. The traffic then tunnels through a pseudowire over the SP
core network to another edge router. The edge router sends the traffic down another AC to the customer's
remote site.

The L2VPN feature enables the connection between different types of L2 attachment circuits and pseudowires,
allowing users to implement different types of end-to-end services.

\)

Note BOOTP traffic (dst UDP 68) over any type of pseudowire is unsupported.

Cisco IOS XR software supports a point-to-point end-to-end service, where two Ethernet circuits are connected
together. An L2VPN Ethernet port can operate in one of two modes:

* Port Mode—In this mode, all packets reaching the port are sent over the pseudowire, regardless of any
VLAN tags that are present on the packets. In Port mode, the configuration is performed under the
[2transport configuration mode.

* VLAN Mode—Each VLAN on a CE (customer edge) or access network to PE (provider edge) link can
be configured as a separate L2ZVPN connection (using either VC type 4 or VC type 5). To configure
L2VPN on VLANS, see The Carrier Ethernet Model chapter in this manual. In VLAN mode, the
configuration is performed under the individual sub-interface.

Switching can take place in the following ways:

* AC-to-PW—Traffic reaching the PE is tunneled over a PW (pseudowire) (and conversely, traffic arriving
over the PW is sent out over the AC). This is the most common scenario.

* Local switching—Traffic arriving on one AC is immediately sent out of another AC without passing
through a pseudowire.

* PW stitching—Traffic arriving on a PW is not sent to an AC, but is sent back into the core over another
PW.
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Note « If your network requires that packets are transported transparently, you may need to modify the packet’s
destination MAC (Media Access Control) address at the edge of the Service Provider (SP) network. This
prevents the packet from being consumed by the devices in the SP network.

* The encapsulation dotlad vian-id and encapsulation dotlad vian-id dot1q any commands cannot
co-exist on the same physical interface or bundle interface. Similarly, the encapsulation dot1q vian-id
and encap dot1q vlan-id second-dot1q any commands cannot co-exist on the same physical interface
or bundle interface. If there is a need to co-exist, it is recommended to use the exact keyword in the single
tag encapsulation. For example, encap dotlad vian-id exact or encap dot1q vian-id exact.

In an interface which already has QinQ configuration, you cannot configure the QinQQ Range sub-interface
where outer VLAN range of QinQ Range overlaps with outer VLAN of QinQ. Attempting this
configuration results in the splitting of the existing QinQ and QinQ Range interfaces. However, the
system can be recovered by deleting a recently configured QinQ Range interface.

In an interface which already has QinQQ Range configuration, you cannot configure the QinQ Range
sub-interface where outer VLAN range of QinQ Range overlaps with inner VLAN of QinQ Range.
Attempting this configuration results in the splitting of the existing QinQ and QinQ Range interfaces.
However, the system can be recovered by deleting a recently configured QinQ Range interface.

The inner VLAN ranges of sub-interfaces configured cannot have overlapping values. In such overlapping
inner VLAN range cases, the system can be recovered by reloading the LC on Cisco IOS XR Release
6.5.x.

You can use the show interfaces command to display AC and pseudowire information.

Configure Gigabit Ethernet Interfaces for Layer 2 Transport

This section describes how you can configure Gigabit ethernet interfaces for Layer 2 transport.

Configuration Example

RP/0/RP0/CPUO (config) #interface TenGigE 0/0/0/10

/* Configure the ethertype for the 802.1g encapsulation (optional) */

/* For VLANs, the default ethertype is 0x8100. In this example, we configure a value of
0x9100.

/* The other assignable value is 0x9200 */

/* When ethertype is configured on a physical interface, it is applied to all sub-interfaces
created on this interface */

RP/0/RPO/CPUO:router (config-if) #dotlg tunneling ethertype 0x9100

/* Configure Layer 2 transport on the interface, and commit your configuration */
RP/0/RPO/CPUO:router (config-if) #1l2transport

RP/0/RPO/CPUO:router (config-if-12) #commit

Sat May 2 19:50:36.799 UTC

RP/0/RPO/CPUO:router (config-if-12) #exit

RP/0/RPO/CPUO:router (config-if) #no shutdown

RP/0/RPO/CPUO:router (config-if) #exit

RP/0/RPO/CPUO:router (config) #
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Running Configuration

configure
interface TenGigE 0/0/0/10
dotlg tunneling ethertype 0x9100

12transport
|

Verification

Verify that the Ten-Gigabit Ethernet interface is up and operational.

router# show interfaces TenGigE 0/0/0/10

TenGigkE0/0/0/10 is up, line protocol is up
Interface state transitions: 1
Hardware is TenGigE, address is 00l1l.laac.a05a (bia 0011.laac.a0ba)
Layer 1 Transport Mode is LAN
Layer 2 Transport Mode
MTU 1514 bytes, BW 10000000 Kbit (Max: 10000000 Kbit)
reliability 255/255, txload 0/255, rxload 0/255
Encapsulation ARPA,
Full-duplex, 10000Mb/s, link type is force-up
output flow control is off, input flow control is off
Carrier delay (up) is 10 msec
loopback not set,

Associated Commands

* 12transport (Ethernet)

Ethernet Data Plane Loopback

The Ethernet Data Plane Loopback function allows you to run loopback tests to test the connectivity and
quality of connections through a Layer 2 cloud. You can run this test on:

* Main interface or sub-interfaces
* Bundle or its sub-interfaces
* Multiple hops through the underlying network
You can use this feature to test the throughput of an Ethernet port remotely. You can verify the maximum

rate of frame transmission with no frame loss.

This feature allows for bidirectional or unidirectional throughput measurement, and on-demand or out-of-service
(intrusive) operation during service turn-up.

Two types of Ethernet loopback are supported:

* External loopback - Traffic loopback occurs at the Ingress interface. Traffic does not flow into the router
for loopback.
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* Internal loopback - Traffic loopback occurs at the Egress interface. Traffic loopback occurs after the
traffic flows into the router to the other interface.

Ethernet data traffic can be looped back on per port basis. This feature supports a maximum of 100 concurrent
Ethernet data plane loopback sessions per system. Filters based on frame header can be used for initiating the
loopback session. This ensures that only a subset of traffic that is received on an interface is looped back. You
can use Source MAC, Destination MAC, and VLAN Priority (COS bits) as filters.

Ethernet Data Plane Loopback Configuration Restrictions
These configuration restrictions are applicable for Ethernet Data Plane Loopback:

* CFM UP MEP is not supported with Ethernet data plane loopback.
* Ethernet data plane loopback is not supported on L3 interfaces or L3 sub-interfaces.

* The following filters are not supported:
* Outer VLAN or range of outer VLAN

* Inner VLAN or range of inner VLAN

* Ether type

* Only the following combinations of filters are supported for external loopback:

* Source MAC

* Source MAC and Destination MAC

* Source MAC, Destination MAC, and VLAN priority
* Destination MAC

* Destination MAC and VLAN priority

* The rewrite modification on the loopback traffic is not supported.

A

Note Ensure that no rewrite should be configured on subinterface.

» Ethernet data plane loopback is not supported on packets with destination address as the broadcast MAC
address.

* Ethernet data plane loopback is not supported on BVI interface.

* Ethernet data plane loopback is not supported on bridge-domian interfaces in Cisco IOS XR Release
6.3.2.

Layer2 VPN bridge-domains internal loopback is not supported.

* Only one Ethernet loopback session, either internal or external, can be active on the same interface at
any given instance.

* This feature supports a maximum throughput of 10Gbps for internal loopback over all the sessions. For
external loopback, there is no throughput limit.
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* Dropping of packets that are received in the non-loopback direction is not supported.

* Ethernet data plane loopback is not supported on packets having destination as multicast and broadcast
MAC address.

 External and internal Ethernet data plane loopback is not supported over bridge domain.

* The Cisco NCS Routers do not support Ethernet loopback (external and internal) on Layer2 VPN
bridge-domain.

Configure Ethernet Data Plane Loopback

This section describes how you can configure Ethernet Data Plane Loopback on physical interface and
sub-interface. Configuring Ethernet Data Plane Loopback involves these steps:

* Configuring Ethernet Data Plane External Loopback

» Starting an Ethernet Data Plane Loopback Session

Configuration Example

/* Configuring
/* On physical
RP/0/RSP0O/CPUO
RP/0/RSP0O/CPUO
RP/0/RSP0O/CPUO

/* Starting an

RP/0/RSPO/CPUO

Ethernet Data Plane External Loopback */

interface */

:router# configure

:router (config)# interface tenGigE 0/0/0/0 l2transport
:router ((config-if-12)# ethernet loopback permit external
*/

Ethernet Data Plane Loopback Session

:router# ethernet loopback start local interface tenGigE 0/0/0/0 external

source mac-address 0000.0000.0001 destination mac-address 0000.0000.0002 cos 5 timeout none

/* On physical
RP/0/RSPO/CPUOQ
RP/0/RSPO/CPUO
RP/0/RSP0O/CPUO
RP/0/RSP0O/CPUOQ
/* Starting an

RP/0/RSPO/CPUO

sub-interface */

:router# configure

:router (config)# interface tenGigE 0/2/0/0/0.1 l2transport
:router (config-subif) # encapsulation dotlqg 100

:router ((config-if-12)# ethernet loopback permit external

*/

Ethernet Data Plane Loopback Session

:router# ethernet loopback start local interface tenGigE 0/2/0/0/0.1 external

source mac-address 0000.0000.0001 destination mac-address 0000.0000.0002 cos 5 timeout

none
/* Configuring
/* On physical

RP/0/RSP0O/CPUO
RP/0/RSPO/CPUOQ

RP/0/RSP0O/CPUO:

/* Starting an

RP/0/RSPO/CPUO:

Ethernet Data Plane Internal Loopback */

interface

:router# configure

:router (config) # interface tenGigE 0/0/0/1 l2transport
router ((config-if-12)# ethernet loopback permit internal
*/

Ethernet Data Plane Loopback Session

router# ethernet loopback start local interface tenGigE 0/0/0/1 internal
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source mac-address 0000.0000.0002 destination mac-address 0000.0000.0003 cos 5 timeout none

/* On physical sub-interface */

RP/0/RSP0/CPUO:router# configure

RP/0/RSP0/CPUO:router (config) # interface tenGigE 0/2/0/0/0.1 l2transport
RP/0/RSPO/CPUO: router (config-subif) # encapsulation dotlg 100
RP/0/RSPO/CPUO:router (config-if-12) # ethernet loopback permit internal

/* Starting an Ethernet Data Plane Loopback Session */

RP/0/RSP0/CPUO:router# ethernet loopback start local interface tenGigE 0/2/0/0/0.1 internal
source mac-address 0000.0000.0002 destination mac-address 0000.0000.0003 cos 5 timeout
none

/* Stopping an Ethernet Data Plane Loopback Session */

RP/0/RSP0/CPUO:router# ethernet loopback stop local interface tenGigE 0/0/0/0 id 1
RP/0/RSP0/CPUO:router# ethernet loopback stop local interface tenGigE 0/0/0/1 id 2
RP/0/RSPO/CPUO:router# ethernet loopback stop local interface tenGigE 0/2/0/0/0.1 id 1

Similarly, you can configure the Ethernet Data Plane Loopback session for bundle interface and bundle
sub-interface.

Ethernet loopback works even after SSO.

Running Configuration

This section shows Ethernet Data Plane Loopback running configuration.

/* External Loopback */
/* On physical interface */

configure
interface interface tenGigE 0/0/0/0 l2transport

ethernet loopback permit external
!

/* On physical sub-interface */

configure
interface interface tenGigE 0/2/0/0/0.1 l2transport
encapsulation dotlg 100

ethernet loopback permit external
!

/* Internal Loopback */
/* On physical interface */
configure

interface interface tenGigE 0/0/0/1 l2transport

ethernet loopback permit internal
!
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/* On physical sub-interface */

configure
interface interface tenGigE 0/2/0/0/0.1 l2transport
encapsulation dotlg 100

ethernet loopback permit internal
|

The following example displays the loopback capabilities per interface. The output shows internal loopback
has been permitted on Ten Gigabit Ethernet 0/0/0/1 interface and external loopback has been permitted on
Ten Gigabit Ethernet 0/0/0/0 interface.

RP/0/RSPO/CPUO:router# show ethernet loopback permitted

Interface Dotlqg(s) Direction
tenGigE 0/0/0/1.1 100 Internal
tenGigE 0/0/0/0.1 100 External

/* This example shows all active sessions on the router */

RP/0/RSPO/CPUO:router# show ethernet loopback active
Thu Jul 20 11:00:57.864 UTC
Local: TenGigE0/0/0/0.1, ID 1

Direction: External
Time out: None
Time left: -
Status: Active
Filters:
DotlQ: Any
Second-dotlQ: Any
Source MAC Address: Any
Destination MAC Address: Any
Class of Service: Any

Local: TenGigE0/0/0/0.1, ID 2

Direction: External
Time out: None
Time left: -
Status: Active
Filters:
DotlQ: Any
Second-dotlQ: Any
Source MAC Address: 0000.0000.0001
Destination MAC Address: 0000.0000.0002
Class of Service: 5

Related Topics
* Ethernet Data Plane Loopback, on page 6
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Associated Commands

* ethernet loopback

* show ethernet loopback
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CHAPTER 3

Configure Layer 2 Access Control Lists

This chapter introduces you to Layer 2 Access Control Lists and describe how you can configure the Layer
2 access control lists.

* Layer 2 Access Control Lists, on page 13

* Prerequisites for Configuring Layer 2 Access Control Lists, on page 13
* Layer 2 Access Control Lists Feature Highlights, on page 14

* Purpose of Layer 2 Access Control Lists, on page 14

» How a Layer 2 Access Control List Works, on page 14

* Layer 2 Access Control List Process and Rules, on page 14

* Create Layer 2 Access Control List, on page 15

* Restrictions for Configuring Layer 2 Access Control Lists, on page 15
* Configuration, on page 15

Layer 2 Access Control Lists

An Ethernet services access control lists (ACLs) consist of one or more access control entries (ACE) that
collectively define the Layer 2 network traffic profile. This profile can then be referenced by Cisco I0S XR
software features. Each Ethernet services ACL includes an action element (permit or deny) based on criteria
such as source and destination address, Class of Service (CoS), ether-type, or 802.1ad DEI

Layer 2 ACLs are supported on ingress traffic only. Layer 2 ACLs are not supported on egress traffic.

Layer 2 access control lists are also known as Ethernet services control access lists.

Prerequisites for Configuring Layer 2 Access Control Lists

This prerequisite applies to configuring the access control lists and prefix lists:

You must be in a user group associated with a task group that includes the proper task IDs. The command
reference guides include the task IDs required for each command.

If you suspect user group assignment is preventing you from using a command, contact your AAA administrator
for assistance.
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Layer 2 Access Control Lists Feature Highlights

Layer 2 access control lists have these feature highlights:
* The ability to clear counters for an access list using a specific sequence number.
* The ability to copy the contents of an existing access list to another access list.
* Allows users to apply sequence numbers to permit or deny statements.

* Layer 2 ACLs can be applied on interfaces, VLAN subinterfaces, bundle-Ethernet interfaces, bundle
subinterfaces with L2 transport. Atomic replacement of Layer 2 ACLs is supported on these physical
and bundle interfaces.

Purpose of Layer 2 Access Control Lists

Layer 2 access control lists perform packet filtering to control which packets move through the network and
where. Such controls help to limit incoming and outgoing network traffic and restrict the access of users and
devices to the network at the port level.

How a Layer 2 Access Control List Works

A Layer 2 access control list is a sequential list consisting of permit and deny statements that apply to Layer
2 configurations. The access list has a name by which it is referenced.

An access list can be configured and named, but it is not in effect until the access list is referenced by a
command that accepts an access list. Multiple commands can reference the same access list. An access list
can control Layer 2 traffic arriving at the router, but not traffic originating at the router and leaving the router.

Layer 2 Access Control List Process and Rules

Use this process and rules when configuring Layer 2 access control list:

* The software tests the source or destination address of each packet being filtered against the conditions
in the access list, one condition (permit or deny statement) at a time.

» If a packet does not match an access list statement, the packet is then tested against the next statement
in the list.

* [f a packet and an access list statement match, the remaining statements in the list are skipped and the
packet is permitted or denied as specified in the matched statement. The first entry that the packet matches
determines whether the software permits or denies the packet. That is, after the first match, no subsequent
entries are considered.

* [f the access list denies the address or protocol, the software discards the packet.

* If no conditions match, the software drops the packet because each access list ends with an unwritten or
implicit deny statement. That is, if the packet has not been permitted or denied by the time it was tested
against each statement, it is denied.
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* The access list should contain at least one permit statement or else all packets are denied.

* Because the software stops testing conditions after the first match, the order of the conditions is critical.
The same permit or deny statements specified in a different order could result in a packet being passed
under one circumstance and denied in another circumstance.

* Inbound access lists process packets arriving at the router. An inbound access list is efficient because it
saves the overhead of routing lookups if the packet is to be discarded because it is denied by the filtering
tests. If the packet is permitted by the tests, it is then processed for routing. For inbound lists, permit
means continue to process the packet after receiving it on an inbound interface; deny means discard the
packet.

* An access list can not be removed if that access list is being applied by an access group in use. To remove
an access list, remove the access group that is referencing the access list and then remove the access list.

* An access list must exist before you can use the ether net-services access-group command.

Create Layer 2 Access Control List

Consider these when creating a Layer 2 access control list:

* Create the access list before applying it to an interface.

* Organize your access list so that more specific references appear before more general ones.

Restrictions for Configuring Layer 2 Access Control Lists

These restrictions apply to configuring Layer 2 access control lists:

* Layer 2 access control list is not supported, if the destination address is a BVI MAC address.
 Layer 2 access control lists are not supported over management interfaces.

* NetlO (software slow path) is not supported for Layer 2 access control lists.

* Layer 2 access control lists attachment is possible only in ingress direction on an interface.

* Layer 2 access control lists are supported only for the field's L2 source and destination address, Ether
Type, Outer VLAN ID, Class of Service (COS), and VLAN Discard Eligibility Indication (DEI). VLAN
range is not supported.

Configuration

This section describes how you can configure Layer 2 access control lists.

Router# configure

Router (config) # ethernet-services access-list es_acl 1

Router (config-es-acl)# deny 00ff.eedd.0010 ££00.0000.00ff 0000.0100.0001 0000.0000.ffff
Router (config-es-acl)# permit host 000a.000b.000c host 00aa.ab99.1122 cos 1 dei

Router (config-es-acl) # deny host 000a.000b.000c host 00aa.dcll.ba99 cos 7 dei

Router (config-es-acl) # commit
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Router (config) # interface tengige0/0/0/4
Router (config-if) # l2transport
Router (config-if-12)# commit
Router (config-if-12)# exit
Router (config-if) # ethernet-services access-group es_acl_1 ingress
Router (config-if)# commit

Running Configuration

|
Configure
ethernet-services access-list es acl 1
10 deny 00ff.eedd.0000 ££00.0000.00ff 0000.0100.0000 0000.0000.ffff
20 permit host 000a.000b.000c host 00aa.ab99.1122 cos 1 dei
30 deny host 000a.000b.000c host 00aa.dcll.ba99 cos 7 dei
|

Verification

Verify that you have configured Layer 2 access control lists.

/* Verify the Layer 2 access control lists configuration */

Router# show access-lists ethernet-services es acl 1 hardware ingress location 0/0/CPUOQ
Fri Oct 21 09:39:52.904 UTC

ethernet-services access-list es_acl 1

10 deny 00ff.eedd.0000 ££00.0000.00ff 0000.0100.0000 0000.0000.£ffff (2051 matches)

20 permit host 000a.000b.000c host 00aa.ab99.1122 cos 1 dei

30 deny host 000a.000b.000c host 00aa.dcll.ba99 cos 7 dei (2050 matches)
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Configure Virtual LANs in Layer 2 VPNs

The Layer 2 Virtual Private Network (L2VPN) feature enables Service Providers (SPs) to provide L2 services
to geographically disparate customer sites.

A virtual local area network (VLAN) is a group of devices on one or more LANs that are configured so that
they can communicate as if they were attached to the same wire, when in fact they are located on a number
of different LAN segments. The IEEE's 802.1Q specification establishes a standard method for inserting
VLAN membership information into Ethernet frames.

VLANS are very useful for user and host management, bandwidth allocation, and resource optimization. Using
VLANSs addresses the problem of breaking large networks into smaller parts so that broadcast and multicast
traffic does not consume more bandwidth than necessary. VLANS also provide a higher level of security
between segments of internal networks.

The 802.1Q specification establishes a standard method for inserting VLAN membership information into
Ethernet frames. Cisco IOS XR software supports VLAN sub-interface configuration on Gigabit Ethernet and
10-Gigabit Ethernet interfaces.

The configuration model for configuring VLAN Attachment Circuits (ACs) is similar to the model used for
configuring basic VLANSs, where the user first creates a VLAN sub-interface, and then configures that VLAN
in sub-interface configuration mode. To create an Attachment Circuit, you need to include the 12transport
keyword in the interface command string to specify that the interface is a L2 interface.

VLAN ACs support the following modes of L2VPN operation:

* Basic Dot1Q Attachment Circuit—The Attachment Circuit covers all frames that are received and sent
with a specific VLAN tag.

* QinQ Attachment Circuit—The Attachment Circuit covers all frames received and sent with a specific
outer VLAN tag and a specific inner VLAN tag. QinQ is an extension to Dot1(Q that uses a stack of two
tags.

Encapsulation

Encapsulation defines the matching criteria that maps a VLAN, a range of VLANSs. Different types of
encapsulations are default, dotlq, dotlad. The following are the supported encapsulation types:

« encapsulation default: Configures the default service instance on a port.

« encapsulation dot1q vlan-id : Defines the matching criteria to map 802.1Q frames ingress on an interface
to the appropriate service instance.
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* encapsulation dotlad vlan-id : Defines the matching criteria to map 802.1ad frames ingress on an
interface to the appropriate service instance.

» encapsulation dot1qg second-dot1q: Defines the matching criteria to map Q-in-Q ingress frames on an
interface to the appropriate service instance.

« encapsulation dotlad dot1q: Defines the matching criteria to be used in order to map single-tagged
802.1ad frames ingress on an interface to the appropriate service instance.

Restrictions and Limitations
To configure VLANS for Layer 2 VPN, the following restrictions are applicable.

* In a point-to-point connection, the two Attachment Circuits do not have to be of the same type. For
example, a port mode Ethernet Attachment Circuit can be connected to a Dot1Q Ethernet Attachment
Circuit.

* Pseudowires can run in VLAN mode or in port mode. A pseudowire running in VLAN mode always
carries Dot1Q or Dotlad tag(s), while a pseudowire running in port mode may or may NOT carry tags.
To connect these different types of circuits, popping, pushing, and rewriting tags is required.

» The Attachment Circuits on either side of an MPLS pseudowire can be of different types. In this case,
the appropriate conversion is carried out at one or both ends of the Attachment Circuit to pseudowire
connection.

» When receiving single or double Dot1Q tagged traffic on an L2VPN pseudowire, the egress rewrite
action Push 1 configured in an attachment circuit is not supported. The egress rewrite action Push 1
configured in an attachment circuit is supported only for untagged traffic received on an L2ZVPN
pseudowire.

* Configure VLAN Subinterfaces, on page 19

* Introduction to Ethernet Flow Point, on page 23
* Configure VLAN Header Rewrite, on page 28

» Rewrite of Priority Tag, on page 40
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Configure VLAN Subinterfaces

Table 1: Feature History Table

Feature Name Release Information Feature Description
Increased VLAN-IDs per VLAN | Release 7.8.1 From this release, you can
list configure up to 64 VLAN-IDs per

VLAN list. Previously, the number
of VLAN-IDs supported were only
up to 9, per VLAN list.

The enhanced VLAN-IDs help to
add more number of customers in
an Ethernet network.

Use the encapsulation list-extended
dotlq command, to configure up to
64 VLAN-IDs.

VLAN List Release 7.4.1 VLAN:S separated by a comma are
called VLAN lists. This feature
allows you to configure a VLAN
list on the L2 subinterface.
VLAN-IDs of up to 9 are
supported, per VLAN list.

This feature overrides any limit set
on the number of customers that
can be supported in an Ethernet
network.

Subinterfaces are logical interfaces created on a hardware interface. These software-defined interfaces allow
for segregation of traffic into separate logical channels on a single hardware interface as well as allowing for
better utilization of the available bandwidth on the physical interface.

Subinterfaces are distinguished from one another by adding an extension on the end of the interface name
and designation. For instance, the Ethernet subinterface 23 on the physical interface designated TenGigE
0/1/0/0 would be indicated by TenGigE 0/1/0/0.23.

Before a subinterface is allowed to pass traffic, it must have a valid tagging protocol encapsulation and VLAN
identifier assigned. All Ethernet subinterfaces always default to the 802.1Q VLAN encapsulation. However,
the VLAN identifier must be explicitly defined.

The subinterface Maximum Transmission Unit (MTU) is inherited from the physical interface with 4 bytes
allowed for the 802.1Q VLAN tag.

The following modes of VLAN subinterface configuration are supported:

* Basic dotlq Attachment Circuit
* Basic dotlad Attachment Circuit

* Q-in-Q Attachment Circuit

L2VPN and Ethernet Services Configuration Guide for Cisco NCS 560 Series Routers, 10S XR Release 25.1.x, 25.2.x .


https://www.cisco.com/content/en/us/td/docs/iosxr/ncs5500/vpn/b-ncs5500-vpn-cli-reference/m-vlan-commands.html#wp4501630640
https://www.cisco.com/content/en/us/td/docs/iosxr/ncs5500/vpn/b-ncs5500-vpn-cli-reference/m-vlan-commands.html#wp4501630640

Configure Virtual LANs in Layer 2 VPNs |
. Configure VLAN Subinterfaces

To configure a basic dotlq Attachment Circuit, use this encapsulation mode:
encapsulation dot1q vian extra-id

From Release 7.8.1, use encapsulation list-extended dot1g command to extend the number of VLAN IDs
or VLAN ranges, to configure up to 64 VLAN IDs or VLAN ranges per VLAN list. The VLAN list is supported
for both inner and outer VLAN IDs.

encapsulation list-extended dot1q vian-id

To configure a basic dotlad Attachment Circuit, use this encapsulation mode:
encapsulation dotlad vlian-id

To configure a Q-in-Q Attachment Circuit, use the following encapsulation modes:

« encapsulation dot1q vian-id second-dot1q vian-id

- encapsulation dotlad vlan-id dot1q vian-id

From Release 7.4.1, VLAN list is supported for both inner and outer VLAN IDs. The following is the example
to show the supported VLAN lists on L2 subinterface:

Router#configure
Router (config) #interface TenGigE 0/0/0/1.101 l2transport
Router (config-subif) #encapsulation dotlq 10,11,12,13,14,15,16,17,untagged

From Release 7.8.1, use encapsulation list-extended dot1q command to extend the number of VLAN IDs
or VLAN ranges, to configure up to 64 VLAN IDs or VLAN ranges per VLAN list. The following is the
example to show the supported VLAN lists on an L2 subinterface:

Router#configure
Router (config) #interface TenGigE 0/0/0/1.102 l2transport
Router (config-subif) #encapsulation list-extended dotlq 10,11,12,13,14,15,16,17,18,19,20,21

If you’re moving from any old commands like, encapsulation dot1q, or encapsulation dot1q priority-tagged,
or encapsulation default, or from any other old commands, to the encapsulation list-extended command,
then no encapsulation command should precede the encapsulation list-extended command as shown in the
following example.

If you’re moving from the encapsulation list-extended command to any of the old commands, then no
encapsulation list-extended command should precede the old command as shown in the following example.

Router (config-subif) #no encapsulation list-extended
Router (config-subif) #encapsulation default
Router (config-subif) #commit

* BVI with Double-Tagged AC—You can configure the attachment circuit (AC) with double-VLAN tag
encapsulation on the bridge-group virtual interface (BVI). You must specify the rewrite ingress pop 2
symmetric option when you configure the AC on the BVI with double-VLAN tag encapsulation.

Restrictions and Limitations

To configure VLAN subinterface, the following restrictions are applicable.
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* At least 64 VLAN-IDs in a VLAN list is required to overcome the limitation of only 9 VLAN ranges
per NPU.

* For double-tagged packet, the VLAN range is supported only on the inner tag.
* VLANS separated by comma are called a VLAN list. VLAN list isn’t supported on the router.

* If 0x9100/0x9200 is configured as tunneling ether-type, then dotlad (0x88a8) encapsulation isn’t
supported.

« [f any subinterface is already configured under a main interface, modifying the tunneling ether-type isn’t
supported.

* Following limitations are applicable to both outer and inner VLAN ranges:
* 32 unique VLAN ranges are supported per NPU.

* The overlap between outer VLAN ranges on subinterfaces of the same physical or bundle main
interface isn’t supported. A subinterface with a single VLAN tag that falls into a range configured
on another subinterface of the same physical or bundle main interface is also considered an overlap.

* The overlap between inner VLAN ranges on subinterfaces of the same NPU isn’t supported.

* Range 'any' doesn’t result in explicit programming of a VLAN range in hardware and therefore
doesn’t count against the configured ranges.

Configuration Example
Configuring a VLAN subinterface involves:

* Creating a Ten Gigabit Ethernet subinterface
* Enabling L2 transport mode on the interface

* Defining the matching criteria (encapsulation mode) to be used in order to map ingress frames on an
interface to the appropriate service instance.

Configuration of Basic dot1q Attachment Circuit

Router# configure

Router (config) # interface TenGigE 0/0/0/10.1 l2transport
Router (config-if) # encapsulation dotlq 10 exact

Router (config-if) # no shutdown

Router# configure

Router (config) #interface TenGigE 0/0/0/1.101 l1l2transport
Router (config-subif) #encapsulation list-extended dotlg
66-67,68-69,70-71,118-119,120-121,122-123,229,230,231

Running Configuration

configure

interface TenGigE 0/0/0/10.1
l2transport
encapsulation dotlg 10 exact
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Configure
interface TenGigE 0/0/0/1.101

l2transport
encapsulation list-extended dotlg 66-67,68-69,70-71,118-119,120-121,122-123,229,230,231

Verification

Verify that the VLAN subinterface is active:

Router# show interfaces TenGigE 0/0/0/10.1

TenGigE0/0/0/10.1 is up, line protocol is up
Interface state transitions: 1
Hardware is VLAN sub-interface(s), address is 001l1l.laac.a0b5a
Layer 2 Transport Mode
MTU 1518 bytes, BW 10000000 Kbit (Max: 10000000 Kbit)
reliability Unknown, txload Unknown, rxload Unknown
Encapsulation 802.1Q Virtual LAN,
Outer Match: DotlQ VLAN 10
Ethertype Any, MAC Match src any, dest any
loopback not set,

Routerfshow interfaces TenGigE 0/0/0/1.101
TenGigabitEthernet0/0/0/1.101 is down, line protocol is down
Interface state transitions: 0
Hardware is VLAN sub-interface(s), address is 008a.9678.0c04
Layer 2 Transport Mode
MTU 1518 bytes, BW 10000000 Kbit (Max: 10000000 Kbit)
reliability Unknown, txload Unknown, rxload Unknown
Encapsulation 802.1Q Virtual LAN,
Outer Match: DotlQ VLAN 66-67,68-69,70-71,118-119,120-121,122-123,229,230,231
Ethertype Any, MAC Match src any, dest any
loopback not set,
Last input never, output never
Last clearing of "show interface" counters never
0 packets input, 0 bytes
0 input drops, 0 queue drops, 0 input errors
0 packets output, 0 bytes
0 output drops, 0 queue drops, 0 output errors

Associated Commands

* encapsulation dotlad dotlq
* encapsulation dotlq

» encapsulation dotlq second-dotlq

[2transport (Ethernet)

* encapsulation dotlad
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Introduction to Ethernet Flow Point

An Ethernet Flow Point (EFP) is a Layer 2 logical sub-interface used to classify traffic under a physical or a
bundle interface. An EFP is defined by a set of filters ( a set of entries) that are applied to all the ingress traffic
to classify the frames that belong to a particular EFP. Each entry usually contains 0, 1 or 2 VLAN tags. You
can specify a VLAN or QinQ tagging to match against on ingress. A packet that starts with the same tags as
an entry in the filter is said to match the filter; if the start of the packet does not correspond to any entry in
the filter, then the packet does not match the filter.

All traffic on ingress are processed by that EFP if a match occurs, and this can in turn change VLAN IDs,
add or remove VLAN tags, and change ethertypes. After the frames are matched to a particular EFP, any
appropriate feature (such as, any frame manipulations specified by the configuration as well as things such
as QoS and ACLs) can be applied.

The benefits of EFP include:
* Identifying all frames that belong to a particular flow on a given interface
* Performing VLAN header rewrites
(See, Configure VLAN Header Rewrite, on page 28)
* Adding features to the identified frames

* Optionally defining how to forward the identified frames in the data path

Limitations of EFP
Egress EFP filtering is not supported on Cisco IOS XR.

Identify Frames of an EFP

The EFP identifies frames belonging to a particular flow on a given port, independent of their Ethernet
encapsulation. An EFP can flexibly map frames into a flow or EFP based on the fields in the frame header.
The frames can be matched to an EFP using VLAN tags.

The frames can’t be matched to an EFP through this:
* Any information outside the outermost Ethernet frame header and its associated tags such as

* [Pv4, IPv6, or MPLS tag header data
* C-DMAC, C-SMAC, or C-VLAN

VLAN Tag Identification

Below table describes the different encapsulation types and the EFP identifier corresponding to each.

Encapsulation Type EFP Identifier

Single tagged frames 802.1Q customer-tagged Ethernet frames
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Encapsulation Type EFP Identifier
Double tagged frames 802.1Q (ethertype 0x9100) double tagged frames
Double tagged frames can be of the following types: | 802.1ad (ethertype 0x9200) double tagged frames
* Single range * In single range, a range of VLAN IDs can be
. added for an EFP.
» Range-in-Q

* In Range-in-Q, a range of outer VLAN IDs can

* Q-in-Range have a single inner VLAN ID.

* In Q-in-Range, a single outer VLAN ID can have
a range of inner VLAN IDs.

You can use wildcards while defining frames that map to a given EFP. EFPs can distinguish flows based on

asingle VLAN tag, a stack of VLAN tags or a combination of both (VLAN stack with wildcards). It provides
the EFP model, a flexibility of being encapsulation agnostic, and allows it to be extensible as new tagging or
tunneling schemes are added.

Single Tagged VLAN Range Support for Double Tagged Frames

Table 2: Feature History Table

Feature Name Release Information Feature Description
Single Tagged VLAN Range Release 7.8.1 From this release, L2 subinterface
Support for Double Tagged Frames configuration with single tagged

VLAN range can be matched with
the double tagged frames.
Previously, the packet matching
was done only with single VLAN
ID and the double tagged packets
were dropped.

With single tagged VLAN range
support for double tagged frames,
the traffic can reach the VLAN
destination safely.

Starting from Cisco IOS XR Release 7.8.1, L2 subinterfaces with single tagged VLAN range, can be configured
to match the double tagged frames. Prior to this release, if you have a single VLAN ID configured using the
command encapsulation dot1q 1 to define the matching criteria on a subinterface, then it only matches single
tagged packets with VLAN ID as 1 and double tagged packets with outer VLAN ID as 1. VLAN range
configuration is not supported, for example encapsulation dot1q 1-3.

If VLAN range is configured, then the configuration matches only single tagged packets and drops the double
tagged packets even if the outer VLAN is within the specified range.

Configuring Basic Dot1q Attachment Circuit with VLAN Range

The following configuration shows how to configure a basic dot1q Attachment Circuit, using this encapsulation
mode with outer VLAN range between (1 and 3) and inner tag with matching single tagged frames. Irrespective
of the packets, either it’s single tagged or double tagged, the check is done only on the outer VLAN header.
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Router#configure
Router (config) #interface TenGigE 0/0/0/0.1 l2transport
Router (config-if) #encapsulation dotlqg 1-3

Use the Show interfaces command to display the operational information for Ethernet interfaces.

Apply Features

After the frames are matched to a particular EFP, any appropriate features can be applied. In this context,
“features” means any frame manipulations specified by the configuration as well as things such as QoS and
ACLs. The Ethernet infrastructure provides an appropriate interface to allow the feature owners to apply their
features to an EFP. Hence, IM interface handles are used to represent EFPs, allowing feature owners to manage
their features on EFPs in the same way the features are managed on regular interfaces or sub-interfaces.

The only L2 features that can be applied on an EFP that is part of the Ethernet infrastructure are the L2 header
encapsulation modifications. The L2 features are described in this section.

Encapsulation Modifications
EFP supports these L2 header encapsulation modifications on both ingress and egress:

* Push 1 or 2 VLAN tags
* Pop 1 or 2 VLAN tags

\)

Note This modification can only pop tags that are matched as part of the EFP.

» Rewrite 1 or 2 VLAN tags:

* Rewrite outer tag
* Rewrite outer 2 tags
* Rewrite outer tag and push an additional tag

For each of the VLAN ID manipulations, these can be specified:

» The VLAN tag type, that is, C-VLAN, S-VLAN, or I-TAG. The ethertype of the 802.1Q C-VLAN tag
is defined by the dotlq tunneling type command.

* The VLAN ID. 0 can be specified for an outer VLAN tag to generate a priority-tagged frame.

)

Note For tag rewrites, the CoS bits from the previous tag should be preserved in the same way as the DEI bit for
802.1ad encapsulated frames.

Define Data-Forwarding Behavior

The EFP can be used to designate the frames belonging to a particular Ethernet flow forwarded in the data
path. These forwarding cases are supported for EFPs in Cisco IOS XR software:
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* L2 Switched Service (Bridging)—The EFP is mapped to a bridge domain, where frames are switched
based on their destination MAC address. This includes multipoint services:

* Ethernet to Ethernet Bridging
* Multipoint Layer 2 Services

» L2 Stitched Service (AC to AC xconnect)—This covers point-to-point L2 associations that are statically
established and do not require a MAC address lookup.

* Ethernet to Ethernet Local Switching—The EFP is mapped to an S-VLAN either on the same port
or on another port. The S-VLANS can be identical or different.

* Tunneled Service (xconnecty—The EFP is mapped to a Layer 3 tunnel. This covers point-to-point services,
such as EOMPLS.

Ethernet Flow Points Visibility

EFP Visibility feature enables you to configure multiple VLANSs only when IGMP snooping is enabled and
multiple VLANSs and sub-interfaces of same port is configured under the same bridge domain.

An Ethernet flow point (EFP) service instance is a logical interface that connects a bridge domain to a physical
port or to an EtherChannel group. A VLAN tag is used to identify the EFP.

Earlier only one EFP was allowed per bridge-domain. With EFP visibility feature, you can configure a
maximum of:

* 600 EFPs per bridge-domain.
* 100 EFPs per port.

Irrespective of number of ports available, you have flexibility to add more EFPs in one bridge group.

Configuring EFP Visibility

This example shows how to configure IGMP snooping on VLAN interfaces under a bridge domain with
multiple EFPs.

/* Configure two IGMP Snooping profiles */

RP/0/RP0O/CPUO
RP/0/RP0O/CPUO
RP/0/RP0O/CPUO
RP/0/RP0O/CPUO
RP/0/RP0O/CPUO

:router# configure

:router (config) # igmp snooping profile 1
:router (config-igmp-snooping-profile)# exit
:router (config) # igmp snooping profile 2
:router (config-igmp-snooping-profile) #commit

/* Configure VLAN interfaces for L2 transport */

RP/0/RP0O/CPUO
RP/0/RP0O/CPUO
RP/0/RP0O/CPUO
RP/0/RP0O/CPUO
RP/0/RP0O/CPUO
RP/0/RP0O/CPUO
RP/0/RP0O/CPUO
RP/0/RP0O/CPUO
RP/0/RP0O/CPUO

RP/0/RP0O/CPUO
RP/0/RP0O/CPUO

:router# configure
:router (config)# interface gigabitEthernet 0/8/0/8
:router (config-if)# bundle id 2 mode on
:router (config-if) # no shut
:router (config-if)# exit
:router (config) # interface gigabitEthernet
(
(
(

0/8/0/9

:router (config-if)# bundle id 3 mode on
:router (config-if) # no shut
:router (config-if) # exit

:router (config)# interface Bundle-Ether2
:router (config-if) # exit
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RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ

RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ

RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ

:router (config) # interface Bundle-Ether3
:router (config-if)# exit

:router (config) # interface Bundle-Ether2.2
:router (config-subif)# encapsulation dotlg
:router (config-subif)# rewrite ingress tag
:router
:router (config) # interface Bundle-Ether2.3
:router (config-subif)# encapsulation dotlg
:router (config-subif)# rewrite ingress tag
:router
:router
:router (config-subif)# encapsulation dotlg
:router (config-subif)# rewrite ingress tag
:router (config-subif) # exit

:router (config) # interface Bundle-Ether2.5
:router (config-subif)# encapsulation dotlg
:router (config-subif)# rewrite ingress tag
:router (config-subif)# exit

config-subif) # exit

config-subif) # exit

(
(
(
(
(
(
(
(
(config) # interface Bundle-Ether2.4
(
(
(
(
(
(
(

:router (config) # interface Bundle-Ether3.2
:router (config-subif)# encapsulation dotlg
:router (config-subif)# rewrite ingress tag
:router (config-subif)# exit

:router (config) # interface Bundle-Ether3.3
:router (config-subif)# encapsulation dotlg
:router (config-subif)# rewrite ingress tag
:router (config-subif)# exit

:router (config) # commit

Configuring EFP Visibility .

l2transport
2
pop 1 symmetric

l2transport
3
pop 1 symmetric

l2transport
4
pop 1 symmetric

12transport
5
pop 1 symmetric

12transport
2
pop 1 symmetric

l2transport
3
pop 1 symmetric

/* Attach a profile and add interfaces to the bridge domain.

Attach a profile to one of the interfaces.
inherits IGMP snooping configuration attributes from the bridge domain profile */

RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
RP/0/RP0O/CPUOQ
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:router (config) #12vpn

:router (config-12vpn) #bridge group VLAN2
:router (config-12vpn-bg) #bridge-domain VLAN2
:router (config-12vpn-bg-bd) #efp-visibility
:router (config-12vpn-bg-bd) #igmp snooping profile 1
:router (config-12vpn-bg-bd) #interface bundle-Ether2.2
:router (config-12vpn-bg-bd-ac) #exit
:router (config-12vpn-bg-bd) #interface bundle-Ether 2.3
:router (config-12vpn-bg-bd-ac) #exit
:router (config-12vpn-bg-bd) #interface bundle-Ether 2.4
:router (config-12vpn-bg-bd-ac) #exit

:router (config-12vpn-bg-bd) #efp-visibility
:router (config-12vpn-bg-bd) #igmp snooping profile 2
:router (config-12vpn-bg-bd) #interface bundle-Ether3.2
:router (config-12vpn-bg-bd-ac) #exit
:router (config-12vpn-bg-bd) #interface bundle-Ether 3.3
:router (config-12vpn-bg-bd-ac) #exit
:router (config-12vpn-bg-bd) #routed interface bvi2
:router (config-12vpn-bg-bd-bvi) #exit
:router (config-12vpn-bg-bd) #evi 2
:router
:router (config-12vpn-bg-bd) #commit

(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(config-12vpn-bg-bd-evi) #exit
(

The other interface

:router (config-12vpn-bg-bd) #interface bundle-Ether 2.5
:router (config-12vpn-bg-bd-ac) #exit

:router (config-12vpn-bg-bd) #exit

:router (config-12vpn-bg) #bridge-domain vlan3
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Verification

Verify the configured bridge ports:

RP/0/RPO/CPUO:router# show igmp snooping port
Bridge Domain VLAN2:VLAN2

State
Port Oper STP Red #Grps #SGs
BVI2 Up - - 0 0
Bundle-Ether2.2 Up - - 100
Bundle-Ether2.3 Up - - 100 0
Bundle-Ether2.4 Up - - 100 0
Bundle-Ether2.5 Up - - 100 0
Bridge Domain VLAN3:VLAN3

State
Port Oper STP Red #Grps #SGs
BVI3 Up - - 0 0
Bundle-Ether3.2 Up - - 100 0
Bundle-Ether3.3 Up - - 100 0

In the above output verify the status of BVI and EFPs are Up, and the #Grps and #SG show the correct
number of IGMP join received.

Configure VLAN Header Rewrite

EFP supports the following VLAN header rewrites on both ingress and egress ports:
* Push 1 VLAN tag

* Pop 1 VLAN tag

N

Note This rewrite can only pop tags that are matched as part of the EFP.

* Translate 1 or 2 VLAN tags:

* Translate 1-to-1 tag: Translates the outermost tag to another tag
* Translate 1-to-2 tags: Translates the outermost tag to two tags

* Translate 2-to-2 tags: Translates the outermost two tags to two other tags

Various combinations of ingress, egress VLAN rewrites with corresponding tag actions during ingress and
egress VLAN translation, are listed in the following sections:

Limitations
The limitations for VLAN header rewrites are as follows:

* Push 1 is not supported for dotlad configuration.

* Push 2 is supported only on:
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» Untagged EFP

* Dotlq EFP with exact configuration statement

* Translate 1 to 1 is not supported for dotlad configuration.
* Translate 1 to 2 is not supported with dot1q tunneling ethertype configuration statement.

* Translate 2 to 1 is not supported.

* When a single-tag range is used, double tagged traffic does not match.

For example, in the following configuration, dot1q 2-6 is the outer tag.

Router#configure
Router (config) # interface GigabitEthernet0/0/0/0.0 l2transport
Router (config-if) # encapsulation dotlg 2-6

* An incoming packet with an outer tag of 2 and any inner tag does not match. For example, the double
tag packet of outer tag 2 and inner tag 1 is not be accepted on the interface 0/0/0/0.0.

* But, an incoming packet with a single tag of 2 is accepted. For example, the single tag packet of
outer tag between 2 to 6 is accepted on the interface 0/0/0/0.0.

Configuration Example
This topic covers VLAN header rewrites on various attachment circuits, such as:
* L2 single-tagged sub-interface

* L2 double-tagged sub-interface

Configuring VLAN header rewrite involves:
* Creating a TenGigabit Ethernet sub-interface
* Enabling L2 transport mode on the interface

* Defining the matching criteria (encapsulation mode) to be used in order to map single-tagged frames
ingress on an interface to the appropriate service instance

* Specifying the encapsulation adjustment that is to be performed on the ingress frame
Configuration of VLAN Header Rewrite (single-tagged sub-interface)

Router# configure

Router (config) # interface TenGigE 0/0/0/10.1 l2transport
Router (config-if) # encapsulation dotlq 10 exact

Router (config-if)# rewrite ingress tag push dotlq 20 symmteric

Running Configuration

/* Configuration without rewrite */
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configure
interface TenGigE0/0/0/0.1 l2transport

encapsulation dotlg 10 exact
|

/* Configuration with rewrite */

/* PUSH 1 */
interface TenGigE0/0/0/0.1 l2transport
encapsulation dotlg 10

rewrite ingress tag push dotlg 20 symmteric
|

/* POP 1 */
interface TenGigE0/0/0/0.1 l2transport
encapsulation dotlg 10

rewrite ingress tag pop 1
|

/* TRANSLATE 1-1 */

interface TenGigE0/0/0/0.1 l2transport
encapsulation dotlg 10

rewrite ingress tag translate 1-to-1 dotlg 20
|

/* TRANSLATE 1-2 */

interface TenGigE0/0/0/0.1 l2transport
encapsulation dotlg 10

rewrite ingress tag translate 1-to-2 dotlg 20 second-dotlg 30
|

Running Configuration (VLAN header rewrite on double-tagged sub-interface)

/* Configuration without rewrite */

interface TenGigEO/0/0/0.1 l2transport

encapsulation dotlg 10 second-dotlg 11
!

/* Configuration with rewrite */

/* PUSH 1 */
interface TenGigEO/0/0/0.1 l2transport
encapsulation dotlg 10 second-dotlg 11

rewrite ingress tag push dotlg 20 symmteric
!

/* TRANSLATE 1-1 */
interface TenGigEO/0/0/0.1 l2transport

encapsulation dotlg 10 second-dotlg 11

rewrite ingress tag translate 1-to-1 dotlg 20
!
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/* TRANSLATE 1-2 */
interface TenGigE0/0/0/0.1 l2transport

encapsulation dotlg 10 second-dotlg 11
rewrite ingress tag translate 1-to-2 dotlg 20 second-dotlg 30

|
/* TRANSLATE 2-2 */
interface TenGigE0/0/0/0.1 l2transport

encapsulation dotlg 10 second-dotlg 11

rewrite ingress tag translate 2-to-2 dotlg 20 second-dotlg 30
|

Associated Commands

* encapsulation dotlad dotlq

» encapsulation dotlq

* encapsulation dotlq second-dotlq
* 12transport (Ethernet)

* rewrite ingress tag

Valid Ingress Rewrite Actions

Table 3: Valid Ingress Rewrite Actions

Interface Configuration Ingress Rewrite Action
dotlq No rewrite
dotlq Pop 1

dotlq Push 1

dotlq Push 2

dotlq Translate 1 to 1
dotlq Translate 1 to 2
QinQ No rewrite
QinQ Pop 1

QinQ Push 1

QinQ Translate 1 to 1
QinQ Translate 1 to 2
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Interface Configuration

Ingress Rewrite Action

QinQ

Translate 2 to 2

Untagged No rewrite
Untagged Push 1
Untagged Push 2

The following notations are used for the rewrite actions mentioned in the table:

* Translate 1-to-1 tag: Translates the outermost tag to another tag.

* Translate 1-to-2 tags: Translates the outermost tag to two tags.

* Translate 2-to-2 tags: Translates the outermost two tags to two other tags.

Valid Ingress-Egress Rewrite Combinations

Table 4: Valid Ingress-Egress Rewrite Combinations

Ingress Interface
Configuration

Ingress Interface Rewrite Action

Egress
Interface
Configuration

Egress Interface Rewrite
Action

dotlq No rewrite dotlq No rewrite
dotlq No rewrite dotlq Pop 1

dotlq No rewrite dotlq Push 1

dotlq No rewrite dotlq Translate 1-to-1
dotlq Pop 1 dotlq No rewrite
dotlq Pop 1 dotlq Pop 1

dotlq Push 1 dotlq No rewrite
dotlq Push 1 dotlq Push 1

dotlq Push 1 dotlq Push 2

dotlq Push 1 dotlq Translate 1-to-1
dotlq Push 1 dotlq Translate 1-to-2
dotlq Push 2 / Translate 1-to-2 dotlq Push 1

dotlq Push 2 / Translate 1-to-2 dotlq Push 2

dotlq Push 2 / Translate 1-to-2 dotlq Translate 1-to-2
dotlq Translate 1-to-1 dotlq No rewrite
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Ingress Interface Ingress Interface Rewrite Action | Egress Egress Interface Rewrite

Configuration Interface Action
Configuration

dotlq Translate 1-to-1 dotlq Push 1

dotlq Translate 1-to-1 dotlq Translate 1-to-1

dotlq No rewrite dotlqrange |No rewrite

dotlq No rewrite dotlqrange |Push 1

dotlq Pop 1 dotlqrange |No rewrite

dotlq Push 1 dotlqrange |No rewrite

dotlq Push 1 dotlqrange |Push 1

dotlq Push 1 dotlqrange |Push?2

dotlq Translate 1-to-1 dotlqrange |No rewrite

dotlq Translate 1-to-1 dotlqrange |Push 1

dotlq Translate 1-to-2 dotlqrange |Push 1

dotlq Translate 1-to-2 dotlqrange |Push?2

dotlq No rewrite / Translate 1-to-1 QinQ No rewrite

dotlq No rewrite / Translate 1-to-1 QinQ Pop 1

dotlq No rewrite / Translate 1-to-1 QinQ Push 1

dotlq No rewrite / Translate 1-to-1 QinQ Translate 1-to-1

dotlq Pop 1 QinQ No rewrite

dotlq Pop 1 QinQ Pop 1

dotlq Push 1 QinQ No rewrite

dotlq Push 1 QinQ Pop 1

dotlq Push 1 QinQ Push 1

dotlq Push 1 QinQ Translate 1-to-1

dotlq Push 1 QinQ Translate 1-to-2

dotlq Push 1 QinQ Translate 2-to-2

dotlq Push 2 / Translate 1-to-2 QinQ No rewrite

dotlq Push 2 / Translate 1-to-2 QinQ Push 1

dotlq Push 2 / Translate 1-to-2 QinQ Translate 1-to-1
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Ingress Interface Ingress Interface Rewrite Action | Egress Egress Interface Rewrite

Configuration Interface Action
Configuration

dotlq Push 2 / Translate 1-to-2 QinQ Translate 1-to-2

dotlq Push 2 / Translate 1-to-2 QinQ Translate 2-to-2

dotlq No rewrite / Translate 1-to-1 QinQ range |No rewrite

dotlq No rewrite / Translate 1-to-1 QinQ range |Pop 1

dotlq No rewrite / Translate 1-to-1 QinQ range |Push 1

dotlq No rewrite / Translate 1-to-1 QinQ range | Translate 1-to-1

dotlq Pop 1 QinQ range | No rewrite

dotlq Pop 1 QinQ range |Pop 1

dotlq Push 1 QinQ range | No rewrite

dotlq Push 1 QinQ range |Pop 1

dotlq Push 1 QinQ range |Push 1

dotlq Push 1 QinQ range | Translate 1-to-1

dotlq Push 1 QinQ range | Translate 1-to-2

dotlq Push 2 / Translate 1-to-2 QinQ range | No rewrite

dotlq Push 2 / Translate 1-to-2 QinQ range |Push 1

dotlq Push 2 / Translate 1-to-2 QinQ range | Translate 1-to-1

dotlq Push 2 / Translate 1-to-2 QinQ range | Translate 1-to-2

dotlq No rewrite QinQ range | No rewrite

dotlq No rewrite Untagged Push 1

dotlq Pop 1 Untagged No rewrite

dotlq Push 1 Untagged Push 1

dotlq Push 1 Untagged Push 2

dotlq Push 2 Untagged Push 2

dotlq Translate 1-to-1 Untagged Push 1

dotlq Translate 1-to-2 Untagged Push 2

dotlq range No rewrite dotlqrange |No rewrite

dotlq range No rewrite dotlqrange |Push 1
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Valid Ingress-Egress Rewrite Combinations .

Ingress Interface
Configuration

Ingress Interface Rewrite Action

Egress
Interface
Configuration

Egress Interface Rewrite
Action

dotlq range Push 1 dotlqgrange |No rewrite
dotlq range Push 1 dotlqrange |Push 1
dotlq range Push 1 dotlqrange |Push2
dotlq range Push 2 dotlqrange |Push 1
dotlq range Push 2 dotlq range |Push?2
dotlq range No rewrite QinQ No rewrite
dotlq range No rewrite QinQ Pop 1
dotlq range No rewrite QinQ Push 1
dotlq range No rewrite QinQ Translate 1-to-1
dotlq range Push 1 QinQ No rewrite
dotlq range Push 1 QinQ Pop 1
dotlq range Push 1 QinQ Push 1
dotlq range Push 1 QinQ Translate 1-to-1
dotlq range Push 1 QinQ Translate 1-to-2
dotlq range Push 1 QinQ Translate 2-to-2
dotlq range Push 2 QinQ No rewrite
dotlq range Push 2 QinQ Push 1
dotlq range Push 2 QinQ Translate 1-to-1
dotlq range Push 2 QinQ Translate 1-to-2
dotlq range Push 2 QinQ Translate 2-to-2
dotlq range No rewrite QinQ range |No rewrite
/ QinAny
dotlq range No rewrite QinQ range |Pop 1
dotlq range No rewrite QinQ range |Push 1
/ QinAny
dotlq range No rewrite QinQ range | Translate 1-to-1
/ QinAny
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Ingress Interface Ingress Interface Rewrite Action | Egress Egress Interface Rewrite
Configuration Interface Action
Configuration
dotlq range Push 1 QinQ range | No rewrite
/ QinAny
dotlq range Push 1 QinQ range |Pop 1
/ QinAny
dotlq range Push 1 QinQ range |Push 1
dotlq range Push 1 QinQ range | Translate 1-to-1
/ QinAny
dotlq range Push 1 QinQ range | Translate 1-to-2
/ QinAny
dotlq range Push 2 QinQ range | No rewrite
/ QinAny
dotlq range Push 2 QinQ range |Push 1
/ QinAny
dotlq range Push 2 QinQ range | Translate 1-to-1
/ QinAny
dotlq range Push 2 QinQ range | Translate 1-to-2
/ QinAny
dotlq range No rewrite Untagged No rewrite
dotlq range No rewrite Untagged Push 1
dotlq range Push 1 Untagged Push 1
dotlq range Push 1 Untagged Push 2
dotlq range Push 2 Untagged Push 2
QinQ No rewrite / push 1 / Translate QinQ No rewrite
1-to-1
QinQ No rewrite / push 1/ Translate QinQ Pop 1
1-to-1
QinQ No rewrite / push 1 / Translate QinQ Push 1
1-to-1
QinQ No rewrite / push 1 / Translate | QinQ Translate 1-to-1
1-to-1
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Ingress Interface Ingress Interface Rewrite Action | Egress Egress Interface Rewrite
Configuration Interface Action
Configuration
QinQ No rewrite / push 1 / Translate | QinQ Translate 1-to-2
1-to-1
QinQ No rewrite / push 1 / Translate QinQ Translate 2-to-2
1-to-1
QinQ Pop 1 QinQ No rewrite
QinQ Pop 1 QinQ Pop 1
QinQ Pop 1 QinQ Push 1
QinQ Pop 1 QinQ Translate 1-to-1
QinQ Translate 1-to-2 / Translate 2-to-2 | QinQ No rewrite
QinQ Translate 1-to-2 / Translate 2-to-2 | QinQ Push 1
QinQ Translate 1-to-2 / Translate 2-to-2 | QinQ Translate 1-to-1
QinQ Translate 1-to-2 / Translate 2-to-2 | QinQ Translate 1-to-2
QinQ Translate 1-to-2 / Translate 2-to-2 | QinQ Translate 2-to-2
QinQ No rewrite / push 1 / Translate QinQ range |No rewrite
I-to-1 / QinAny
QinQ No rewrite / push 1 / Translate | QinQ range |Pop 1
I-to-1 / QinAny
QinQ No rewrite / push 1 / Translate QinQ range |Push 1
1-to-1 / QinAny
QinQ No rewrite / push 1 / Translate QinQ range | Translate 1-to-1
-to-1 / QinAny
QinQ No rewrite / push 1/ Translate | QinQ range | Translate 1-to-2
I-to-1 / QinAny
QinQ Pop 1 QinQ range |No rewrite
/ QinAny
QinQ Pop 1 QinQ range |Pop 1
/ QinAny
QinQ Pop 1 QinQ range |Push 1
/ QinAny
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Ingress Interface Ingress Interface Rewrite Action | Egress Egress Interface Rewrite

Configuration Interface Action
Configuration

QinQ Pop 1 QinQ range | Translate 1-to-1
/ QinAny

QinQ Translate 1-to-2 / Translate 2-to-2 | QinQ range | No rewrite
/ QinAny

QinQ Translate 1-to-2 / Translate 2-to-2 | QinQ range | Push 1
/ QinAny

QinQ Translate 1-to-2 / Translate 2-to-2 | QinQ range | Translate 1-to-1
/ QinAny

QinQ Translate 1-to-2 / Translate 2-to-2 | QinQ range | Translate 1-to-2
/ QinAny

QinQ No rewrite Untagged No rewrite

QinQ No rewrite Untagged Push 1

QinQ No rewrite Untagged Push 2

QinQ Pop 1 Untagged No rewrite

QinQ Pop 1 Untagged Push 1

QinQ Push 1 / Translate 1-to-1 Untagged Push 1

QinQ Push 1/ Translate 1-to-1 Untagged Push 2

QinQ Translate 1-to-2 / Translate 2-to-2 | Untagged Push 2

QinQ range No rewrite / push 1 / Translate QinQ range |No rewrite

/ QinAny I-to-1 / QinAny

QinQ range No rewrite / push 1 / Translate | QinQ range |Pop 1

/ QinAny -to-1 / QinAny

QinQ range No rewrite / push 1/ Translate QinQ range |Push 1

/ QinAny I-to-1 / QinAny

QinQ range No rewrite / push 1 / Translate QinQ range | Translate 1-to-1

/ QinAny I-to-1 / QinAny

QinQ range No rewrite / push 1 / Translate | QinQ range | Translate 1-to-2

/ QinAny I-to-1 / QinAny
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Ingress Interface Ingress Interface Rewrite Action | Egress Egress Interface Rewrite

Configuration Interface Action
Configuration

QinQ range Pop 1 QinQ range | No rewrite

/ QinAny / QinAny

QinQ range Pop 1 QinQrange |Pop 1

/ QinAny / QinAny

QinQ range Pop 1 QinQ range |Push 1

/ QinAny / QinAny

QinQ range Pop 1 QinQ range | Translate 1-to-1

QinQ range Translate 1-to-2 QinQ range |No rewrite

/ QinAny / QinAny

QinQ range Translate 1-to-2 QinQ range | Push 1

/ QinAny / QinAny

QinQ range Translate 1-to-2 QinQ range | Translate 1-to-1

/ QinAny / QinAny

QinQ range Translate 1-to-2 QinQ range | Translate 1-to-2

/ QinAny / QinAny

QinQ range No rewrite Untagged No rewrite

/ QinAny

QinQ range No rewrite Untagged Push 1

/ QinAny

QinQ range No rewrite Untagged Push 2

/ QinAny

QinQ range Pop 1 Untagged No rewrite

/ QinAny

QinQ range Pop 1 Untagged Push 1

/ QinAny

QinQ range Push 1/ Translate 1-to-1 Untagged Push 1

/ QinAny

QinQ range Push 1 / Translate 1-to-1 Untagged Push 2

/ QinAny
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Ingress Interface Ingress Interface Rewrite Action | Egress Egress Interface Rewrite
Configuration Interface Action
Configuration
QinQ range Translate 1-to-2 Untagged Push 2
/ QinAny
Untagged No rewrite Untagged No rewrite
Untagged Push 1 Untagged Push 1
Untagged Push 2 Untagged Push 2

The following notations are used for the rewrite actions mentioned in the table:
* Translate 1-to-1 tag: Translates the outermost tag to another tag
* Translate 1-to-2 tags: Translates the outermost tag to two tags

* Translate 2-to-2 tags: Translates the outermost two tags to two other tags

Rewrite of Priority Tag

The Rewrite of Priority Tag feature allows you to configure rewrite tag for a priority-tagged VLAN. This
feature removes the priority-tagged VLAN in the ingress direction and adds the priority-tagged VLAN in the
egress direction.

You can configure the rewriteingresstag symmetric command for priority-tagged Ethernet Virtual
Connections (EVC) on PE1.

This feature supports only rewrite tag pop1 for priority-tag.

Figure 1: Rewrite of Priority Tag

CE1 Priority Tagged Priority Tagged CE2

Y

priority Tagged pop =
—_— — = =
ingress Tagged push egress o

Configure Rewrite of Priority Tag

Perform this task to configure Rewrite of Priority Tag feature.

Router#configure

Router (config) #interface FortyGigE0/5/0/0.1 l2transport
Router (config-subif) #encapsulation dotlq priority-tagged
Router (config-subif) #rewrite ingress tag pop 1 symmetric
Router (config-subif) #commit

. L2VPN and Ethernet Services Configuration Guide for Cisco NCS 560 Series Routers, 10S XR Release 25.1.x, 25.2.x



| Configure Virtual LANs in Layer 2 VPNs
Configure Rewrite of Priority Tag .

Running Configuration
This section shows Rewrite of Priority Tag running configuration.
configure

interface FortyGigEO/5/0/0.1 l2transport

encapsulation dotlg priority-tagged

rewrite ingress tag pop 1 symmetric
|

Related Topics
Rewrite of Priority Tag, on page 40

Associated Commands

* rewrite ingress tag pop 1 symmetric
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CHAPTER 5

L2CP Tunneling MEF

This chapter introduces you to L2 Control Protocols (L2CP) tunneling to help initiate control packets from a
local customer-edge (CE) device to a remote CE device.

* L2CP Tunneling, on page 43
» L2CP Protocol Support on Cisco NCS Series Router, on page 44

L2CP Tunneling

The router supports the following tunnel protocols:

* Link Layer Discovery Protocol (LLDP)

» Link Aggregation Control Protocol (LACP)

* Operation, Administration, Management (OAM)
* Ethernet Local Management Interface (ELMI)

* Cisco Discovery Protocol (CDP)

Some of the L2 transport interfaces are:
* VPWS L2 transport main
* VPWS L2 subinterface
* L2 transport main bridge port
* L2 subinterface bridge port
* VPWS L2 bundle main port
* VPWS L2 bundle subinterface

* L2 bundle main bridge port

On a subinterface, when control packets such as LLDP and LACP are tunneled, the system tunnels the same
control packets to the main interface.

The LACP packet for VPLS (also known as ELAN service) either gets peered or dropped.

The router tunnels Layer 2 packets between PEs.
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The following figure depicts Layer 2 protocol tunneling.
Figure 2: L2CP Tunneling

MNCS 5500
(PE-1)

NCS 5500
(PE-2)

o e

L2CP packets are tunneled from NNI to NNI (depicted in red pipe). The Layer 2 traffic is sent through the
Cisco NCS Routers, and these routers switch the traffic from end to end.
Restrictions

* VPLS service does not support LACP tunneling.

* VPWS and EVPN-VPWS services support LACP tunneling.

L2CP Protocol Support on Cisco NCS Series Router

You do not need to configure L2CP tunneling explicitly. L2CP packets are tunneled over Layer 2 tunnel by
default.

The following table lists the options that are supported on the router and displays the supported defaults and
configuration options for the router.

\}

520501

Note LLDP will not detect neighboring devices if the main interface has a sub-interface configured with
encapsulation untagged or encapsulation default.

Protocol Packet Type Action
CDP Untagged Peer
LACP Untagged Peer
LLDP Untagged Peer else Tunneled
STP Untagged Peer
VTP Untagged Peer
OAM Untagged Peer
BPDU Untagged Tunneled
UDLD Untagged Tunneled
CDP Tagged Tunneled
LACP Tagged Tunneled
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L2CP Protocol Support on Cisco NCS Series Router .

Protocol Packet Type Action

LLDP Tagged Tunneled
STP Tagged Tunneled
VTP Tagged Tunneled
BPDU Tagged Tunneled
OAM Tagged Tunneled
ELMI Tagged Tunneled
UDLD Tagged Tunneled

\}

Note L2CP protocols over BVI is not supported.
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CHAPTER 6

Configure Link Bundles for Layer 2 VPNs

An ethernet link bundle is a group of one or more ports that are aggregated together and treated as a single
link. Each bundle has a single MAC, a single IP address, and a single configuration set (such as ACLs or

QoS).
The advantages of link bundling are:

» Redundancy - Because bundles have multiple links, the failure of a single link does not cause a loss of
connectivity.

* Increased bandwidth - On bundled interfaces traffic is forwarded over all available members of the bundle
aggregating individual port capacity.

There are two types of link bundling supported depending on the type of interface forming the bundle:
* Ethernet interfaces

* VLAN interfaces (bundle sub-interfaces)

This section describes the configuration of ethernet and VLAN link bundles for use in Layer 2 VPNs.

* Configure Gigabit Ethernet Link Bundle, on page 47
* Configure VLAN Bundle, on page 50
* References for Configuring Link Bundles, on page 51

Configure Gigabit Ethernet Link Bundle

Cisco I0S XR software supports the EtherChannel method of forming bundles of Ethernet interfaces.
EtherChannel is a Cisco proprietary technology that allows the user to configure links to join a bundle, but
has no mechanisms to check whether the links in a bundle are compatible.

IEEE 802.3ad encapsulation employs a Link Aggregation Control Protocol (LACP) to ensure that all the
member links in an ethernet bundle are compatible. Links that are incompatible or have failed are automatically
removed from the bundle.

Cisco NCS 560 Series Router supports 100G link bundles.
Restrictions

+ All links within a single ethernet link bundle must be configured either to run 802.3ad (LACP) or
Etherchannel (non-LACP). Mixed links within a single bundle are not supported.

* MAC accounting is not supported on Ethernet link bundles.
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* The maximum number of supported links in each ethernet link bundle is 64.

* The maximum number of supported ethernet link bundles is 1281024.

Configuration Example
To create a link bundle between two routers, you must complete the following configurations:

1. Create a bundle instance

2. Map physical interface (s) to the bundle.

Sample values are provided in the following figure.

Figure 3: Link Bundle Topology

IP Address - 10.1.2.3

Link Bundle

Interiaces:

TenGigE 100060
TendGigE 100001
TentGigE 140002

L5

For an Ethernet bundle to be active, you must perform the same configuration on both connection endpoints
of the bundle.

Configuration

/* Enter the global configuration mode and create the ethernet link bundle */
Router# configure

Router (config) # interface Bundle-Ether 3

Router (config-if) # ipv4 address 10.1.2.3 255.0.0.0

Router (config-if) # bundle maximum-active links 32 hot-standby

Router (config-if) # bundle minimum-active links 1

Router (config-if) # bundle minimum-active bandwidth 30000000

Router (config-if) # exit

/* Map physical interfaces to the bundle */

/* Note: Mixed link bundle mode is supported only when active-standby operation is configured
*/

Router (config)# interface TenGigE 1/0/0/0

Router (config-if) # bundle id 3 mode on

Router (config-if) # no shutdown

Router (config) # exit

Router (config) # interface TenGigE 1/0/0/1
Router (config-if) # bundle id 3 mode on
Router (config-if) # no shutdown

Router (config-if) # exit

Router (config) # interface TenGigE 1/0/0/2
Router (config-if) # bundle id 3 mode on

Router (config-if) # no shutdown
Router (config-if) # exit
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Running Configuration

Router# show running-configuration
configure

interface Bundle-Ether 3

ipv4 address 10.1.2.3 255.0.0.0

bundle maximum-active links 32 hot-standby

bundle minimum-active links 1

bundle minimum-active bandwidth 30000000
|

interface TenGigE 1/0/0/0

bundle-id 3 mode on

|

interface TenGigE 1/0/0/1
bundle-id 3 mode on

|

interface TenGigE 1/0/0/2

bundle-id 3 mode on
|

Verification

Configure Gigabit Ethernet Link Bundle .

Verify that interfaces forming the bundle are active and the status of the bundle is Up.

Router# show bundle bundle-ether 3
Tue Feb 4 18:24:25.313 UTC

Bundle-Etherl
Status:
Local links <active/standby/configured>:
Local bandwidth <effective/available>:
MAC address (source):
Inter-chassis link:
Minimum active links / bandwidth:
Maximum active links:
Wait while timer:
Load balancing:
LACP:
Flap suppression timer:
Cisco extensions:
Non-revertive:

Up
3/07/3

30000000 (30000000) kbps

1234.1234.1234 (Configured)

No

1 / 1 kbps

32

2000 ms

Default

Not operational
Off

Disabled
Disabled

mLACP: Not configured

IPv4 BFD: Not configured

Port Device State Port ID
Tel/0/0/0 Local Active 0x8000, 0x0000

Link is Active

Tel/0/0/1 Local Active 0x8000, 0x0000

Link is Active

Tel/0/0/2 Local Active 0x8000, 0x0000

Link is Active

10000000

10000000

10000000

Associated Commands

* bundle maximum-active links

« interface Bundle-Ether
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[l configure VLAN Bundle

» show bundle Bundle-Ether

Configure VLAN Bundle

The procedure for creating VLAN bundle is the same as the procedure for creating VLAN sub-interfaces on
a physical ethernet interface.

Configuration Example
To configure VLAN bundles, complete the following configurations:

* Create a bundle instance.
* Create a VLAN interface (bundle sub-interface).

» Map the physical interface(s) to the bundle.

For a VLAN bundle to be active, you must perform the same configuration on both end points of the VLAN
bundle.

Configuration

/* Enter global configuration mode and create VLAN bundle */
Router# configure

Router (config) # interface Bundle-Ether 2

Router (config-if) # ipv4 address 50.0.0.1/24

Router (config-if) # bundle maximum-active links 32 hot-standby
Router (config-if) # bundle minimum-active bandwidth 30000000
Router (config-if) # bundle minimum-active links 1
Router (config-if) # commit

/* Create VLAN sub-interface and add to the bundle */
Router (config) # interface Bundle-Ether 2.201

Router (config-subif)# ipv4 address 12.22.1.1 255.255.255.0
Router (config-subif) # encapsulation dotlg 201

Router (config-subif) # commit

/* Map the physical interface to the bundle */
Router (config) # interface TenGigE 0/0/0/14
Router (config-if) # bundle id 2 mode on

Router (config-if) # no shutdown

Router (config-if) # commit

/* Repeat the above steps for all the member interfaces:
0/0/0/15, 0/0/0/16 and 0/0/0/17 in this example */

Running Configuration

configure

interface Bundle-Ether?2

ipv4 address 50.0.0.1 255.255.255.0
mac-address 1212.1212.1212

bundle maximum-active links 32 hot-standby
bundle minimum-active links 1

bundle minimum-active bandwidth 30000000
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interface Bundle-Ether2.201

ipv4 address 12.22.1.1 255.255.255.0
encapsulation dotlg 201

|

interface TenGigE0/0/0/14

bundle id 2 mode on
|

interface TenGigE0/0/0/15

bundle id 2 mode on
|

interface TenGigE0/0/0/16

bundle id 2 mode on
|

interface TenGigE0/0/0/17

bundle id 2 mode on
|

Verification

Verify that the VLAN status is UP.

Router# show interfaces bundle-ether 2.201

Wed Feb 5 17:19:53.964 UTC
Bundle-Ether2.201 is up, line protocol is up
Interface state transitions: 1
Hardware is VLAN sub-interface(s), address is 28c7.ce0l.dc7b
Internet address is 12.22.1.1/24
MTU 1518 bytes, BW 20000000 Kbit (Max: 20000000 Kbit)
reliability 255/255, txload 0/255, rxload 0/255
Encapsulation 802.1Q Virtual LAN, VLAN Id 201, loopback not set,
Last link flapped 07:45:25
ARP type ARPA, ARP timeout 04:00:00
Last input 00:00:00, output never
Last clearing of "show interface" counters never
5 minute input rate 0 bits/sec, 0 packets/sec
5 minute output rate 0 bits/sec, 0 packets/sec
2938 packets input, 311262 bytes, 0 total input drops

Associated Commands
* bundle maximum-active links
« interface Bundle-Ether

» show bundle Bundle-Ether

References for Configuring Link Bundles

Characteristics of Link Bundles

* Any type of Ethernet interfaces can be bundled, with or without the use of LACP (Link Aggregation
Control Protocol).
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* Physical layer and link layer configuration are performed on individual member links of a bundle.

* Configuration of network layer protocols and higher layer applications is performed on the bundle itself.
* A bundle can be administratively enabled or disabled.

* Each individual link within a bundle can be administratively enabled or disabled.

* Ethernet link bundles are created in the same way as Etherokinet channels, where the user enters the
same configuration on both end systems.

» The MAC address that is set on the bundle becomes the MAC address of the links within that bundle.

* When LACP configured, each link within a bundle can be configured to allow different keepalive periods
on different members.

* Load balancing is done by flow instead of by packet. Data is distributed to a link in proportion to the
bandwidth of the link in relation to its bundle.

* QoS is supported and is applied proportionally on each bundle member.
* Link layer protocols, such as CDP, work independently on each link within a bundle.

» Upper layer protocols, such as routing updates and hello messages, are sent over any member link of an
interface bundle.

* Bundled interfaces are point to point.
* A link must be in the UP state before it can be in distributing state in a bundle.

* Access Control List (ACL) configuration on link bundles is identical to ACL configuration on regular
interfaces.

» Multicast traffic is load balanced over the members of a bundle. For a given flow, internal processes
select the member link and all traffic for that flow is sent over that member.

Methods of Forming Bundles of Ethernet Interfaces

Cisco IOS-XR software supports the following methods of forming bundles of Ethernet interfaces:

* IEEE 802.3ad—Standard technology that employs a Link Aggregation Control Protocol (LACP) to
ensure that all the member links in a bundle are compatible. Links that are incompatible or have failed
are automatically removed from a bundle.

For each link configured as bundle member, information is exchanged between the systems that host
each end of the link bundle:

* A globally unique local system identifier
* An identifier (operational key) for the bundle of which the link is a member
* An identifier (port ID) for the link

* The current aggregation status of the link

This information is used to form the link aggregation group identifier (LAG ID). Links that share a
common LAG ID can be aggregated. Individual links have unique LAG IDs.
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The system identifier distinguishes one router from another, and its uniqueness is guaranteed through
the use of a MAC address from the system. The bundle and link identifiers have significance only to the
router assigning them, which must guarantee that no two links have the same identifier, and that no two
bundles have the same identifier.

The information from the peer system is combined with the information from the local system to determine
the compatibility of the links configured to be members of a bundle.

Bundle MAC addresses in the routers come from a set of reserved MAC addresses in the backplane. This
MAC address stays with the bundle as long as the bundle interface exists. The bundle uses this MAC
address until the user configures a different MAC address. The bundle MAC address is used by all
member links when passing bundle traffic. Any unicast or multicast addresses set on the bundle are also
set on all the member links.

Note

It is recommended that you avoid modifying the MAC address, because changes
in the MAC address can affect packet forwarding.

* EtherChannel—Cisco proprietary technology that allows the user to configure links to join a bundle, but

has no mechanisms to check whether the links in a bundle are compatible.

Link Aggregation Through LACP

The optional Link Aggregation Control Protocol (LACP) is defined in the IEEE 802 standard. LACP
communicates between two directly connected systems (or peers) to verify the compatibility of bundle members.
For a router, the peer can be either another router or a switch. LACP monitors the operational state of link
bundles to ensure these:

* All links terminate on the same two systems.
* Both systems consider the links to be part of the same bundle.

+ All links have the appropriate settings on the peer.

LACEP transmits frames containing the local port state and the local view of the partner system’s state. These
frames are analyzed to ensure both systems are in agreement.
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CHAPTER 7

Configure Multipoint Layer 2 Services

This module provides the conceptual and configuration information for Multipoint Layer 2 Bridging Services,
also called Virtual Private LAN Services (VPLS).

\}

Note  VPLS supports Layer 2 VPN technology and provides transparent multipoint Layer 2 connectivity for customers.
This approach enables service providers to host a multitude of new services such as broadcast TV and Layer
2 VPNs.

* Prerequisites for Implementing Multipoint Layer 2 Services, on page 55

* Information About Implementing Multipoint Layer 2 Services, on page 56
* How to Implement Services, on page 76

* MAC Address Withdrawal, on page 96

* Configure MAC Address Withdrawal, on page 97

* MAC Loop Prevention, on page 99

* Configuration Examples for Multipoint Layer 2 Services, on page 103

» LDP-Based VPLS and VPWS FAT Pseudowire, on page 112

* PPPoE traffic-based load balancing, on page 117

Prerequisites for Implementing Multipoint Layer 2 Services

Before configuring Multipoint Layer 2 Services, ensure that these tasks and conditions are met:

* You must be in a user group associated with a task group that includes the proper task IDs. The command
reference guides include the task IDs required for each command.

If you suspect user group assignment is preventing you from using a command, contact your AAA
administrator for assistance.

* Configure IP routing in the core so that the provider edge (PE) routers can reach each other through IP.

* Configure a loopback interface to originate and terminate Layer 2 traffic. Make sure that the PE routers
can access the other router's loopback interface.
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. Information About Implementing Multipoint Layer 2 Services

Information About Implementing Multipoint Layer 2 Services

To implement Multipoint Layer 2 Services, you must understand these concepts:

Multipoint Layer 2 Services Overview

Multipoint Layer 2 Services enable geographically separated local-area network (LAN) segments to be
interconnected as a single bridged domain over an MPLS network. The full functions of the traditional LAN
such as MAC address learning, aging, and switching are emulated across all the remotely connected LAN
segments that are part of a single bridged domain. A service provider can offer VPLS service to multiple
customers over the MPLS network by defining different bridged domains for different customers. Packets
from one bridged domain are never carried over or delivered to another bridged domain, thus ensuring the
privacy of the LAN service.

\)

Note VPLS PW is not supported over BGP multipath.

Some of the components present in a Multipoint Layer 2 Services network are described in these sections.

N

Note Multipoint Layer 2 services are also called as Virtual Private LAN Services.

)

Note Traffic to directly connected neighbor on EVPN or VPLS bridge won't work in the following scenarios:

* If neighbor doesn't advertise MPLS explicit null.

« If imposition node has a mix of implicit-null and labeled paths in ECMP or LFA deployment.

Restrictions for VPLS

Bridge Domain

These restrictions apply to multipoint layer 2 services:

* Pseudowire statistics are not supported on VPLS bridge domains. The show commands do not display
PW statistics.

The native bridge domain refers to a Layer 2 broadcast domain consisting of a set of physical or virtual ports
(including VFI). Data frames are switched within a bridge domain based on the destination MAC address.
Multicast, broadcast, and unknown destination unicast frames are flooded within the bridge domain. In addition,
the source MAC address learning is performed on all incoming frames on a bridge domain. A learned address
is aged out. Incoming frames are mapped to a bridge domain, based on either the ingress port or a combination
of both an ingress port and a MAC header field.

When the number of bridge domains exceeds 200, to enable clean up and reprogramming, it takes about 120
seconds for unconfiguring L2VPN and rollback.
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Bridge Domain and BVI Scale .

The following table details the minimum interval required between unconfiguring L2VPN and rollback:

Number of BDs Minimum interval in seconds
250 180
500 300
750 or greater 600

Bridge Domain and BVI Scale

Pseudowires

The number of bridge domains (BDs) depends on the number of attachment circuits (ACs) configured per
BD and also if Bridge-Group Virtual Interface (BVI) is configured or not. The number of logical interfaces
(LIF) supported is less than 4000.

The following table provides an example of how the number of logical interfaces (LIF) required is calculated
when two ACs are configured per BD.

Bridge Domain Number of Bridges AC Total LIF required
BD with BVI 625 2 3750

BD without BVI 125 2 250

Total BD 750 - -

Here is how the number of LIF required is calculated:

a*3+b, where a is the number of ACs with BVI and b is the number of ACs without BVI, must not exceed
4000.

A pseudowire is a point-to-point connection between pairs of PE routers. Its primary function is to emulate
services like Ethernet over an underlying core MPLS network through encapsulation into a common MPLS
format. By encapsulating services into a common MPLS format, a pseudowire allows carriers to converge
their services to an MPLS network.

Access pseudowires

The Access Pseudowire (PW) feature streamlines network architecture by:

* reducing the number of PWs required between provider edge (PE) devices and

» minimizes signaling overhead and packet duplication by connecting customer edge (CE) devices through
an access PW.

Key characteristics of access PW.:

» Termination: Access PWs terminate directly on PE devices rather than on a physical or logical port,
which distinguishes them from traditional VPLS PW.
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Configure Access Pseudowire

» VPL S configuration: In a Virtual Private LAN Service (VPLS) setup, establish an access PW between
CE devices and PE devices for each VPLS service. This setup enables efficient connectivity and traffic
management.

« Scalability:

* VPLS typically requires a full mesh of PWs between Layer 2 VPN PEs participating in the service.
As the number of PEs increases, the number of required PWs also grows, which can lead to scalability
issues.

* Implementing a hierarchical PE design can help reduce the number of PW by using access PWs,
thereby mitigating scalability challenges.

Configure Access Pseudowire

Perform these steps to configure the access pseudowire.

Procedure

Step 1 Perform these steps on user provider edge devices such as U-PEI, see Access Pseudowire.

a)

b)

Configure a Layer 2 transport sub-interface with VLAN encapsulation and symmetric VLAN tag rewriting
to facilitate efficient traffic handling and seamless integration into the network.

Example:

Router# configure

Router (config) # interface TenGigE0/1/0/5.2 l2transport

Router (config-12vpn-subif)# encapsulation dotlqg 2

Router (config-12vpn-subif)# rewrite ingress tag pop 1 symmetric
Router (config-12vpn-subif) # exit

Configure a point-to-point pseudowire connection with an xconnect group and neighbor specification to
establish a seamless Layer 2 VPN link between local and remote provider edge devices.

Example:

Router# configure

Router (config) # 12vpn

Router (config-12vpn) # xconnect group XCON1

Router (config-12vpn-xc) # p2p xcl

Router (config-12vpn-xc-p2p) # interface TenGigE0/1/0/5.2
Router (config-12vpn-xc-p2p) # neighbor 172.16.0.1 pw-id 1
Router (config-12vpn-xc-p2p-pw) # commit

Step 2 Perform these steps on network provider edge devices such as N-PE1, see Access Pseudowire.

a)

Configure a pseudowire class with MPLS encapsulation and Ethernet transport mode to enable consistent
settings and efficient data transport over the network.

Example:

Router# configure

Router (config) # 12vpn

Router (config-12vpn) # router-id 172.16.0.1

Router (config-12vpn) # pw-class classl

Router (config-12vpn-pwc) # encapsulation mpls

Router (config-12vpn-pwc-mpls) # transport-mode ethernet
Router (config-1l2vpn-pwc-mpls) # exit
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b) Configure a bridge group with a VFI and neighbor specifications to establish seamless Layer 2 VPN
connectivity using pseudowires and split-horizon rules for efficient and loop-free data transport.

Example:

Router# configure

Router (config) # 12vpn

Router (config-12vpn) # bridge group bgl

Router (config-12vpn-bg) # bridge-domain bdl

Router (config-12vpn-bg-bd) # neighbor 10.2.2.2 pw-id 3
Router (config-12vpn-bg-bd-pw) # split-horizon group
Router (config-12vpn-bg-bd-pw) # exit

Router (config-12vpn-bg-bd) # vfi vfil

Router (config-12vpn-bg-bd-vfi) # neighbor 10.0.0.1 pw-id 2
Router (config-12vpn-bg-bd-vfi-pw) # pw-class classl
Router (config-12vpn-bg-bd-vfi-pw) # commit

Step 3 Run the show running-config 12vpn command on the network provider edge devices such as N-PE1 to verify
the access PW configuration.

Example:

Router# show running-config 1l2vpn
12vpn
bridge group bg
bridge-domain bd
neighbor 10.2.2.2 pw-id 3
split-horizon group
|
vii vfil
neighbor 10.0.0.1 pw-id 2
pw-class classl

Step 4 Run the show [2vpn xconnect group XCON1 command on the network provider edge devices such as N-PE1
to verify the xconnect group is active.

Example:

Router# show 1l2vpn xconnect group XCON1
Legend: ST = State, UP = Up, DN = Down, AD = Admin Down, UR = Unresolved,

SB = Standby, SR = Standby Ready, (PP) = Partially Programmed
XConnect Segment 1 Segment 2
Group Name ST Description ST Description ST
XCON 1 xcl uP Te0/1/0/5.2 uP 172.16.0.1 1 )
Step 5 Run the show |2vpn bridge-domain bd1 command on the network provider edge devices such as N-PE1 to

verify the access PW on the interface.

Example:

Router:N-PEl#show 12vpn bridge-domain bdl
PW: neighbor 10.0.0.1, PW ID 2, state is up ( established )
PW class mpls, XC ID 0xc0000008

L2VPN and Ethernet Services Configuration Guide for Cisco NCS 560 Series Routers, 10S XR Release 25.1.x, 25.2.x .



. Virtual Forwarding Instance

Encapsulation MPLS, protocol LDP
Source address 172.16.0.1

Configure Multipoint Layer 2 Services |

PW type Ethernet, control word disabled, interworking none

PW backup disable delay 0 sec
Sequencing not set
LSP : Up

PW Status TLV in use

MPLS Local Remote
Label 24752 24752
Group ID 0x2 0x2
Interface Access PW Access PW
MTU 1500 1500
Control word disabled disabled
PW type Ethernet Ethernet
VCCV CV type 0x2 0x2
(LSP ping verification) (LSP ping verification)
VCCV CC type 0x6 0x6

(router alert label)
(TTL expiry)

(router alert label)
(TTL expiry)

Virtual Forwarding Instance

VPLS is based on the characteristic of virtual forwarding instance (VFI). A VFI is a virtual bridge port that
is capable of performing native bridging functions, such as forwarding, based on the destination MAC address,
source MAC address learning and aging, and so forth.

A VF1 is created on the PE router for each VPLS instance. The PE routers make packet-forwarding decisions
by looking up the VFI of a particular VPLS instance. The VFI acts like a virtual bridge for a given VPLS
instance. More than one attachment circuit belonging to a given VPLS are connected to the VFI. The PE router
establishes emulated VCs to all the other PE routers in that VPLS instance and attaches these emulated VCs
to the VFI. Packet forwarding decisions are based on the data structures maintained in the VFI.

Information About Implementing Multipoint Layer 2 Services

To implement Multipoint Layer 2 Services, you must understand these concepts:

VPLS for an MPLS-based Provider Core

VPLS is a multipoint Layer 2 VPN technology that connects two or more customer devices using bridging
techniques. A bridge domain, which is the building block for multipoint bridging, is present on each of the
PE routers. The access connections to the bridge domain on a PE router are called attachment circuits. The
attachment circuits can be a set of physical ports, virtual ports, or both that are connected to the bridge at each
PE device in the network.

After provisioning attachment circuits, neighbor relationships across the MPLS network for this specific
instance are established through a set of manual commands identifying the end PEs. When the neighbor
association is complete, a full mesh of pseudowires is established among the network-facing provider edge
devices, which is a gateway between the MPLS core and the customer domain.

The MPLS/IP provider core simulates a virtual bridge that connects the multiple attachment circuits on each
of the PE devices together to form a single broadcast domain. This also requires all of the PE routers that are
participating in a VPLS instance to form emulated virtual circuits (VCs) among them.
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Now, the service provider network starts switching the packets within the bridged domain specific to the
customer by looking at destination MAC addresses. All traffic with unknown, broadcast, and multicast
destination MAC addresses is flooded to all the connected customer edge devices, which connect to the service
provider network. The network-facing provider edge devices learn the source MAC addresses as the packets
are flooded. The traffic is unicasted to the customer edge device for all the learned MAC addresses.

VPLS for Layer 2 Switching

VPLS technology includes the capability of configuring the router to perform Layer 2 bridging. In this mode,
the router can be configured to operate like other Cisco switches.

)

Note * The storm control configuration is supported only on one sub-interface under a main interface, though
the system allows you to configure storm control on more than one sub-interface. However, only the first
storm control configuration under a main interface takes eftect, though the running configuration shows
all the storm control configurations that are committed. After reload, any of the storm control
configurations may take effect irrespective of the order of configuration.

* The storm control configuration under a bridge domain is not supported.

* Storm control counters are not supported.

The storm control that is applied to multiple subinterfaces of the same physical port pertains to that physical
port only. All subinterfaces with storm control configured are policed as aggregate under a single policer rate
shared by all EFPs. None of the subinterfaces are configured with a dedicated policer rate. When a storm
occurs on several subinterfaces simultaneously, and because subinterfaces share the policer, you can slightly
increase the policer rate to accommodate additional policing.

These features are supported:
* Bridging IOS XR Trunk Interfaces

* Bridging on EFPs
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Storm Control on Bridge Domain

Table 5: Feature History Table

Feature Name Release Information Feature Description
Storm Control Configuration for |Release 7.8.1 Storm control helps prevent LAN
Subinterfaces ports from being disrupted by a

broadcast, multicast, or unicast
traffic storm.

You can now configure different
storm control rates for each
subinterface on a physical port.
This will give you control at a
granular level and prevent flooding
of excess traffic at the subinterface
level.

In earlier releases, storm control
could be configured only at the
physical port level or only on one
subinterface under a main interface.

This feature modifies the
hw-module

stor m-control-combine-policer-bw
enable command to enable per
subinterface configuration support
for storm control.

Storm Control provides Layer 2 port security under a Virtual Private LAN Services (VPLS) bridge by preventing
excess traffic from disrupting the bridge.

A traffic storm occurs when packets flood a VPLS bridge, creating excessive traffic and degrading network
performance. Storm control prevents VPLS bridge disruption by suppressing traffic when the number of
packets reaches configured threshold levels. You can configure separate threshold levels for different types
of traffic on an access circuit (AC) under a VPLS bridge.

Storm control monitors incoming traffic levels on a port or a subinterface, and drops traffic when the number
of packets reaches the configured threshold level during any 1-second interval. The 1-second interval is set
in the hardware and is not configurable. The number of packets allowed to pass during this interval is
configurable, per subinterface, per port, per traffic type. During this interval, the traffic level is compared with
the configured storm control level. When the incoming traffic reaches the storm control level configured on
the bridge port, storm control drops traffic until the end of storm control interval. At the beginning of a new
interval, traffic of the specified type is allowed to pass on the port. The thresholds are configured using a
packets per second (pps) and kilobit per second (kbps) rate.

Storm control has little impact on router performance. Packets passing through ports are counted regardless
of whether the feature is enabled. Additional counting occurs only for the drop counters, which monitor
dropped packets. Storm control counts the number of packets dropped per port. The drop counters are cumulative
for all traffic types.
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Supported Traffic Types for Storm Control

On each VPLS bridge port, you can configure up to three storm control thresholds—one for each of the
supported traffic types. If you do not configure a threshold for a traffic type, then storm control is not enabled
on that port or interface for that traffic type.

The supported traffic types are:
* Broadcast traffic—Packets with a packet destination MAC address equal to FFFF.FFFF.FFFF.

» Multicast traffic—Packets with a packet destination MAC address not equal to the broadcast address,
but with the multicast bit set to 1. The multicast bit is bit 0 of the most significant byte of the MAC
address.

» Unknown unicast traffic—Packets with a packet destination MAC address not yet learned.

Storm control configurations

You can configure storm control at individual Layer 2 attachment points or bridge ports.

Comparison of storm control configurations

Storm control configuration | Storm control default Storm control with subinterface
characteristics configuration configuration
Support From Release 7.4.2 From Release 7.8.1
Enforcement level Main port level affects all sub | Per sub-interface level, policing on AC or
interfaces collectively. Logical Interface (LIF).
Packets Per Second (PPS) rate | Configured rates apply to Configured rates apply to sub interfaces.
application aggregated traffic across all sub
interfaces and main interface for
the port.
Hierarchical QoS for ingress | Supported Not supported
traffic
AC scale 16k By default, 16k ACs is supported, once
you enable the
hw-module
storm-control-
combine-policer-bw
enable command
the ACs support reduces to 8K.

Combined Policer Mode

Combined policer mode is introduced in Cisco NCS routers to conserve the policer resources used which
helps in increasing the storm control policer scale.
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In this mode when more than one policer is defined under a single attachment circuit [AC], then the result of
policer is sum of all the policers applied under that AC. Layer 2 storm control feature is applicable only for
the BUM traffic type in that particular AC.

Use the hw-module stor m-control-combine-policer-bw enable command to enable the policer mode.

N

Note  You must manually reload the router to activate the hw-module stor m-contr ol-combine-policer-bw command.

With the combined mode policer profile, any policer type configured is applicable for any of the broadcast,
unknown-unicast, or multicast traffic under that AC and all are rate limited up to the policer configured value.

For example, broadcast policer is configured at 1000 kbps will rate limit any of the broadcast, unknown-unicast,
multicast to a maximum of 1000 kbps combined. Broadcast policer configured at 1000 kbps in addition to
the multicast policer configured at 2000 kbps, will rate limit any of the broadcast, unknown-unicast, multicast
to the maximum of 3000 kbps combined.

Starting from Release 7.8.1, you can use the hw-module stor m-control-combine-palicer-bw enable command
to enable storm control configuration per subinterface. When you configure storm control on the subinterfaces,
for each subinterface configuration, a policer ID is derived from the logical interface. The multicast destination
will derive the policer ID for further processing of packets.

Restrictions for Storm Control

* On NPU systems, the storm-control policer applies to each NPU core. If the members span across multiple
NPU cores, the policing occurs on a per-core basis.

* Only BUM traffic ingress from ACs will be subjected to storm-control policers. BUM traffic ingressing
on VPLS PW and EVPN core will not be subjected to storm-control policers.

* Bridge-domains and Bridge-ports do not support storm-control configuration.
* Cisco IOS XR does not support storm-control counters.
* Storm-control on Bundle ACor BD spanning across NPUs is policed at specified rate per NPU.

* EVPN core or PWE traffic does not experience storm control policer.

Configure Storm Control on Bridge Domain

You can configure storm control on a physical port or on a subinterface. The storm control rates that are
configured on a subinterface is applied to all the subinterfaces in the main port.

The thresholds are configured using packets per second (pps) or kilobit per second (kbps) rate.

Configuration Example
1. Create a bridge group with bridge domain.
2. Assign an interface or subinterface to the bridge domain.

3. Configure storm control for the interface or subinterface.
The following example shows storm control configured for broadcast traffic type on an interface:

Router# configure
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Router (config) # 12vpn
Router (config-12vpn) # bridge group bg0
Router (config-12vpn-bg) # bridge-domain bdO0

Configure Storm Control on Bridge Domain .

Router (config-12vpn-bg-bd-ac) # storm-control broadcast pps 4500

Router (config-12vpn-bg-bd-ac) # commit

(
(
(
Router (config-12vpn-bg-bd) # interface HundredGigE0/0/0/1
(
(
(

Router (config-12vpn-bg-bd-ac) # exit
Running Configuration

configure
12vpn
bridge group bg0
bridge-domain bd0
interface HundredGigE0/0/0/1

storm-control broadcast pps 4500
|

Verification

The following example shows a truncated output.

Router# show 1l2vpn bridge-domain bd-name bd0 detail
Legend: pp = Partially Programmed.
Bridge group: bg0, bridge-domain: bdo,

id: 0, state:

No status change since creation
ACs: 1 (0 up), VFIs: 0, PWs: O
List of ACs:

AC: HundredGigE0/0/0/1,
MAC learning: enabled
Flooding:

Broadcast & Multicast: enabled
Unknown unicast: enabled
MAC aging time: 300 s, Type:
MAC limit: 131072, Action: none,
MAC limit reached: no, threshold:

MAC port down flush: enabled
MAC Secure: disabled, Logging: disabled
Split Horizon Group: none
E-Tree: Root
Dynamic ARP Inspection:
IP Source Guard: disabled, Logging: disabled
DHCPv4 Snooping: disabled
DHCPv4 Snooping profile:
IGMP Snooping: disabled
IGMP Snooping profile:
MLD Snooping profile:
Storm Control:
Broadcast: enabled (4500 pps)
Multicast: disabled
Unknown unicast: disabled
Static MAC addresses:
PD System Data: Learn key: O

(0 up), PBBs: O

state is unresolved

inactivity
Notification:
75%

none

none
none

(0 up),

up, ShgId: 0, MSTi: O

VNIs: 0 (0 up)

syslog

disabled, Logging: disabled
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Configure Storm Control per Subinterface

Starting from Release 7.8.1, you can enable per subinterface configuration support for storm control by using
the hw-module stor m-control-combine-policer-bw enable command. For more information, see Combined
Policer Mode, on page 63.

By default, when storm control is configured on a subinterface, the same configuration is applied to all the

subinterfaces in that main port.

Configuration Example

1. Configure combined policer to enable the storm control configuration on subinterfaces.
2. Create a bridge group with bridge domain.

3. Assign a subinterface to the bridge domain.

4. Configure storm control for the subinterface.
5

Assign another subinterface to the bridge domain and configure storm control with different parameters
for the subinterface.

You can repeat the configuration of storm control on different subinterfaces of the same main port.

/* Configure combined policer */

Router# configure
Router (config) # hw-module storm-control-combine-policer-bw enable

)

Note  You must manually reload the router to activate the hw-module stor m-control-combine-policer-bw enable
command.

/* Create a bridge group */

Router (config) # 12vpn
Router (config-12vpn) # bridge group bgl
Router (config-12vpn-bg) # bridge-domain bdl

/* Assign a subinterface and configure storm control */

Router (config-12vpn-bg-bd) # interface HundredGigEO0/0/0/1.10

Router (config-12vpn-bg-bd-ac) # storm-control unknown-unicast pps 500
Router (config-12vpn-bg-bd-ac) # storm-control multicast pps 2000
Router (config-12vpn-bg-bd-ac) # storm-control broadcast pps 1000
Router (config-12vpn-bg-bd-ac) # commit

Router (config-12vpn-bg-bd-ac) # exit

/* Assign another subinterface and configure storm control with different parameters */

Router (config-12vpn-bg-bd) # interface HundredGigE0/0/0/1.20

Router (config-12vpn-bg-bd-ac) # storm-control unknown-unicast pps 200
Router (config-12vpn-bg-bd-ac) # storm-control multicast pps 1000
Router (config-12vpn-bg-bd-ac) # storm-control broadcast pps 2000
Router (config-12vpn-bg-bd-ac)# commit

Router (config-12vpn-bg-bd-ac) # exit
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Running Configuration

configure
hw-module storm-control-combine-policer-bw enable
12vpn
bridge group bgl
bridge-domain bdl
interface HundredGigE0/0/0/1.10
storm-control unknown-unicast pps 500
storm-control multicast pps 2000
storm-control broadcast pps 1000
|
interface HundredGigE0/0/0/1.20
storm-control unknown-unicast pps 200
storm-control multicast pps 1000

storm-control broadcast pps 2000
|

Verification

The following example shows a truncated output.

Router# show 1l2vpn bridge-domain bd-name bdl detail
Legend: pp = Partially Programmed.
Bridge group: bgl, bridge-domain: bdl, id: 1, state: up, ShgId: 0, MSTi: O

ACs: 2 (0 up), VFIs: O, PWs: O (0 up), PBBs: O (0 up), VNIs: O (0 up)
List of ACs:
AC: HundredGigE0/0/0/1.10, state is unresolved
MAC learning: enabled
Flooding:
Broadcast & Multicast: enabled
Unknown unicast: enabled
MAC aging time: 300 s, Type: inactivity
MAC limit: 131072, Action: none, Notification: syslog
MAC limit reached: no, threshold: 75%
MAC port down flush: enabled
MAC Secure: disabled, Logging: disabled
Split Horizon Group: none
E-Tree: Root
Dynamic ARP Inspection: disabled, Logging: disabled
IP Source Guard: disabled, Logging: disabled
DHCPv4 Snooping: disabled
DHCPv4 Snooping profile: none
IGMP Snooping: disabled
IGMP Snooping profile: none
MLD Snooping profile: none
Storm Control:
Broadcast: enabled (1000 pps)
Multicast: enabled (2000 pps)
Unknown unicast: enabled (500 pps)
Static MAC addresses:
PD System Data: Learn key: O

AC: HundredGigE0/0/0/1.20, state is unresolved
MAC learning: enabled
Flooding:
Broadcast & Multicast: enabled
Unknown unicast: enabled
MAC aging time: 300 s, Type: inactivity
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MAC limit: 131072, Action: none, Notification: syslog
MAC limit reached: no, threshold: 75%
MAC port down flush: enabled
MAC Secure: disabled, Logging: disabled
Split Horizon Group: none
E-Tree: Root
Dynamic ARP Inspection: disabled, Logging: disabled
IP Source Guard: disabled, Logging: disabled
DHCPv4 Snooping: disabled
DHCPv4 Snooping profile: none
IGMP Snooping: disabled
IGMP Snooping profile: none
MLD Snooping profile: none
Storm Control:
Broadcast: enabled (2000 pps)
Multicast: enabled (1000 pps)
Unknown unicast: enabled (200 pps)
Static MAC addresses:
PD System Data: Learn key: O

Interoperability Between Cisco 10S XR and Cisco 10S on VPLS LDP Signaling

The Cisco IOS Software encodes the NLRI length in the fist byte in bits format in the BGP Update message.
However, the Cisco IOS XR Software interprets the NLRI length in 2 bytes. Therefore, when the BGP neighbor
with VPLS-VPWS address family is configured between the IOS and the [OS XR, NLRI mismatch can happen,
leading to flapping between neighbors. To avoid this conflict, IOS supports prefix-length-size 2 command

that needs to be enabled for IOS to work with IOS XR. When the prefix-length-size 2 command is configured
in IOS, the NLRI length is encoded in bytes. This configuration is mandatory for IOS to work with IOS XR.

This is a sample IOS configuration with the prefix-length-size 2 command:

router bgp 1

address-family 12vpn vpls

neighbor 5.5.5.2 activate

neighbor 5.5.5.2 prefix-length-size 2 -—----—--- > NLRI length = 2 bytes
exit-address-family

VPLS VFI with BVI as Routed Interface

The VPLS VFI with BVI as Routed Interface feature allows you to route the VPLS PW traffic over the BVI
interface.

Integrated routing and bridging (IRB) enables you to route the packets in and out of a bridge domain using a
Bridge-Group Virtual Interface (BVI). The BVI is a virtual interface configured on the router. It acts as a
gateway routed interface towards the core network.

Configure a BVI on a single bridge domain that represents the link between the bridging and the routing
domains on the router. To receive the packets from a bridged interface that are destined to a routed interface,
conf