Implementing Performance Management

Performance management (PM) on the Cisco |OS XR Software provides aframework to perform these tasks:

* Collect and export PM statisticsto a TFTP server for data storage and retrieval
» Monitor the system using extensible markup language (XML) queries

« Configure threshold conditions that generate system logging messages when a threshold condition is
matched.

The PM system collects data that is useful for graphing or charting system resource utilization, for capacity
planning, for traffic engineering, and for trend analysis.

* Prerequisites for Implementing Performance Management , on page 1

« Information About Implementing Performance Management, on page 2
* PM Functional Overview, on page 2

* PM Bengfits, on page 3

* PM Statistics Collection Overview, on page 3

* How to Implement Performance Management, on page 7

Prerequisites for Implementing Performance Management

Before implementing performance management in your network operations center (NOC), ensure that these
prerequisites are met;

 You must install and activate the Package I nstallation Envel ope (PIE) for the manageability software.

* You must bein auser group associated with atask group that includesthe proper task I Ds. The command
reference guides include the task IDs required for each command. If you suspect user group assignment
is preventing you from using a command, contact your AAA administrator for assistance.

* You must have connectivity with a TFTP server.
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. Information About Implementing Performance Management

Information About Implementing Performance Management

PM Functional Overview

The Performance Management (PM) frameworks consists of two major components:
* PM statistics server

* PM statistics collectors

PM Statistics Server

The PM statistics server isthe front end for statistic collections, entity instance monitoring collections, and
threshold monitoring. All PM statistic collections and threshold conditions configured through the command-line

interface (CLI) or through XML schemas are processed by the PM statistics server and distributed among the
PM statistics collectors.

PM Statistics Collector

The PM statistics collector collects statistics from entity instances and storesthat datain memory. The memory
contents are checkpointed so that information is available across process restarts. I n addition, the PM statistics
collector is responsible for exporting operational data to the XML agent and to the TFTP server.

Figure 1: PM Component Communications, on page 3 illustrates the relationship between the components
that constitute the PM system.
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Figure 1: PM Component Communications
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PM Benefits

The PM system provides these benefits:

* Configurable data collection policies

« Efficient transfer of statistical datain the binary format viaTFTP
« Entity instance monitoring support

« Threshold monitoring support

« Data persistency across process restarts and processor failovers

PM Statistics Collection Overview

A PM statistics collection first gathers statistics from all the attributes associated with all the instances of an
entity in the PM system. It then exports the statistical datain the binary file format to a TFTP server. For
example, a Multiprotocol Label Switching (MPLS) Labd Distribution Protocol (LDP) statistics collection
gathers statistical data from all the attributes associated with all MPLS LDP sessions on the router.
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Thistable lists the entities and the associated instances in the PM system.

Table 1: Entity Classes and Associated Instances

Entity Classes Instance

BGP Neighborsor Peers

Interface Basic Counters | Interfaces

Interface Data Rates Interfaces

Interface Generic Counters | Interfaces

MPLSLDP LDP Sessions
Node CPU Nodes

Node Memory Nodes

Node Process Processes
OSPFv2 Processes
OSPFv3 Processes

\}

Note For alist of all attributes associated with the entities that constitute the PM system, see Table 4: Attributes
and Values, on page 11.

\}

Note Based on the interface type, the interface either supports the interface generic counters or the interface basic
counters. The interfaces that support the interface basic counters do not support the interface data rates.

Binary File Format for Exporting PM Statistics

This sample describes the binary file format:

Version : 4 Bytes
NoOf Entities : 1 Byte (e.g. . 4)

Entity ldentifier 1 Byte (e.g NODE=1, | nterface=2, BGP=3)
Opti ons 12 Bytes
NoOf SubEntities ;1 Byte (2)
SubEntity ldentifier :1 Byte (e.g BGP-PEERS )
Tinme Stanp 4 Bytes (Reference Tinme : Start Ref Tine)
No O Instances 12 Byte (e.g 100)
Key | nstance :Vari abl e

NoCf Sanples: 1 Byte (e.g 10 Sanpl es)
SanpleNo : 1 Byte (e.g Sanple No 1)
Tine Stanp 4 Bytes (Sanple Tine)
St at Count er Nane : 1 Byte (PeerSessionsEst=1)
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Repeat for Al SubTypes
Repeat for All

Binary File ID Assignments for Entity, Subentity, and StatsCounter Names

Binary File ID Assignments for Entity, Subentity, and StatsCounter Names .

St at Count erVal ue : 8 Bytes ( for all counters)
Repeat for Each Stat Counter Nane
Repeat for Each Sanple No(Tine Interval)

Repeat for All

Entities

I nst ances

This table describes the assignment of various values and keys which is present in the binary file.

Table 2: Binary Format Values and Keys

Entity Subentity Key StatsCounters
Node (1) |CPU (1) CPU Key <Node ID> See Table 3. Supported
StatsCounters for Entities and
Subentites, on page 6
Memory (2) Memory Key <Node ID>
Process (3) Node Process Key <NodeProcess| D>
Interface| Generic Counters (1) | Generic Counters Key <ifName>
@)
DataRate Counters(2) | Data Rate Counters Key <ifName>
Basic Counters (3) Basic Counters Key <ifName>
BGP(3) |Peer (1) Peer Key <IpAddress>
MPLS(4) |Reserved (1) —
Reserved (2) —
LDP (4) LDP Session Key <IpAddress>
OSPF (5) |v2protocol (1) Instance <process_instance>
v3protocoal (2) Instance <process_instance

\}

Note

by the Instance ID string (that is, an Interface name).
<IpAddress>—4 bytes that contain the IP address.

<NodeProcess| D>—64-bit Instance I D. Thefirst 32 bits contain the node 1D, and the second 32 bits contain

the process ID.

<Nodel D>—32-hit instance | D that contains the Node ID.

<process_instance>—The length is variable. The first two bytes contain the size of Instance 1D followed by

Instance ID string (that is, a process name).

<ifName>—The length is variable. The first two bytes contain the size of the Instance ID; thisis followed

Implementing Performance Management .




Implementing Performance Management |

. Binary File ID Assignments for Entity, Subentity, and StatsCounter Names

\)

Note

The numbersin parenthesis (the numbersthat are associated with each entity and subentity in Table 2: Binary

Format Values and Keys, on page 5) denote the entity and subEntity IDs that are displayed in the TFTP

File.

This table describes the supported statistics counters that are collected in the binary file for entities and

subentities.

Table 3: Supported StatsCounters for Entities and Subentites

Entity

Subentity

StatsCounters

Node (1)

CPU (1)

NoProcesses

Memory (2)

CurrMemory, PeakMemory

Process (3)

PeakMemory, NoThreads

Interface

)

Generic Counters

oy

InPackets, InOctets, OutPackets, OutOctets, InUcastPkts, InMulticastPkts,
InBroadcastPkts, OutUcastPkts, OutM ulticastPkts, OutBroadcastPkts,
OutputTotal Drops, InputTotal Drops, InputQueueDrops,
InputUnknownProto, OutputTotal Errors, OutputUnderrun,

InputTotal Errors, InputCRC,InputOverrun, InputFrame

Data Rate Counters
()

InputDataRate, |nputPacketRate, OutputDataRate, OutputPacketRate,
InputPeakRate, | nputPeakPkts, OutputPeakRate, OutputPeak Pkts,
Bandwidth

Basic Counters

InPackets, InOctets, OutPackets, OutOctets, InputTotal Drops,
InputQueueDrops,InputTotal Errors, OutputTotal Errors,
OutputQueueDrops, OutputTotal Errors

BGP (3)

Peer (1)

InputM essages, OutputM essages, | nputUpdateM essages,
OutputUpdateM essages, ConnEstablished, ConnDropped, ErrorsReceived,
ErrorsSent

MPLS (4)

LDP (4)

Total M sgsSent, TotalMsgsRevd, InitMsgsSent, InitM sgsRevd,
AddressM sgsSent, AddressM sgsRevd, AddresswithdrawM sgsSent,
AddresswWithdrawM sgsRevd, Label MappingM sgsSent,

L abel MappingMsgsRevd, Label WithdrawM sgsSent,

L abel WithdrawM sgsRevd, L abel Rel easeM sgsSent,

L abel ReleaseM sgsRevd, NotificationM sgsSent, NotificationM sgsRevd
KeepAliveM sgsSent, KeepAliveM sgsRevd

OSPF (5)

v2protocol (1)

InputPackets, OutputPackets, InputHelloPackets, OutputHelloPackets,
InputDBDs, InputDBDsL SA, OutputDBDs, OutputDBDsL SA,
InputL SRequests, InputL SRequestsL SA, OutputlL SRequests,

OutputL SRequestsL SA, InputL SAUpdates, | nputL SAUpdatesL SA,
OutputL SAUpdates, OutputL SAUpdatesL SA, InputL SAAcks,

InputL SAAcksL SA, OutputL SAAcks, OutputL SAACksLSA,
ChecksumErrors
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Entity Subentity StatsCounters

v3protocol (2) InputPackets, OutputPackets, |nputHelloPackets, OutputHelloPackets,
InputDBDs, InputDBDSL SA, OutputDBDs, OutputDBDSL SA,
InputL SRequests, InputL SRequestsL SA, OutputlL SRequests,

OutputL SRequestsL SA, InputL SAUpdates, | nputL SAUpdatesL SA,
OutputL SAUpdates, OutputL SAUpdatesL SA, InputL SAAcKs,

InputL SAAcksL SA, OutputL SAAcks, OutputL SAAcksL SA

Filenaming Convention Applied to Binary Files

These filenaming convention is applied to PM statistics collections that are sent to the directory location
configured on the TFTP server:

<LR_NAME>_<EntityName>_<SubentityName>_<TimeStamp>

How to Implement Performance Management

Configuring an External TFTP Server or Local Disk for PM Statistics Collection

You can export PM statistical datato an external TFTP server or dump the data to the local file system. Both
the local and TFTP destinations are mutually exclusive and you can configure either one of them at atime.

Configuration Examples

This example configures an external TFTP server for PM statistics collection.

RP/ 0/ RPO/ CPUO: Rout er# configure

RP/ 0/ RPO/ CPUO: Rout er (confi g)# performance-ngnt resources tftp-server 10.3.40.161 directory
nypndat a/ dat afil es

RP/ 0/ RPO/ CPUO: Rout er (config)# comm t

This example configures alocal disk for PM statistics collection.

RP/ 0/ RPO/ CPUO: Rout er# configure
RP/ 0/ RPO/ CPUO: Rout er (confi g)# performance-ngnt resources dunp | ocal
RP/ 0/ RPO/ CPUO: Rout er (config)# comm t

Configuring PM Statistics Collection Templates

PM statistics collections are configured through PM statistics collection templates. A PM statistics collection
template contains the entity, the sample interval, and the number of sampling operations to be performed
before exporting the datato a TFTP server. When a PM statistics collection template is enabled, the PM
statistics collection gathers statistics for all attributes from all instances associated with the entity configured
in the template. You can define multiple templates for any given entity; however, only one PM statistics
collection template for a given entity can be enabled at atime.

Guidelines for Configuring PM Statistics Collection Templates

When creating PM statistics collection templates, follow these guidelines:
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Configuring PM Statistics Collection Templates

* You must configure a TFTP server resource or local dump resource if you want to export statistics data
onto aremote TFTP server or local disk.

* You can define multiple templates for any given entity, but at atime you can enable only one PM statistics
collection template for a given entity.

» When configuring atemplate, you can designate the template for the entity asthe default template using
the default keyword or name the template. The default template contains the following default values:

» A sampleinterval of 10 minutes.
» A sample size of five sampling operations.

» The sampleinterval setsthe frequency of the sampling operations performed during the sampling cycle.
You can configure the sample interval with the sample-interval command. The range is from 1 to 60
minutes.

 The sample size setsthe number of sampling operations to be performed before exporting the datato the
TFTP server. You can configure the sample size with the sample-size command. The rangeisfrom 1
to 60 samples.

N\

Note Specifying asmall sampleinterval increases CPU utilization, whereas specifying
alarge sample size increases memory utilization. The sample size and sample
interval, therefore, may need to be adjusted to prevent system overload.

* The export cycle determines how often PM statistics collection dataiis exported to the TFTP server. The
export cycle can be calculated by multiplying the sample interval and sample size (sample interval x
sample size = export cycle).

 Once atemplate has been enabled, the sampling and export cycles continue until the templateisdisabled
with the no form of the perfor mance-mgmt apply statistics command.

* You must specify either a node with the location command or enable the PM statistic collections for all
nodes using the location all command when enabling or disabling a PM statistic collections for the
following entities:

» Node CPU
* Node memory
» Node process

Configuration Example

This example shows how to create and enable a PM statistics collection template.

RP/ 0/ RPO/ CPUO: Rout er # configure

RP/ 0/ RPO/ CPWO: Rout er (confi g) # perfornmance-ngnt statistics interface generic-counters tenplate
tenplate 1

RP/ 0/ RPO/ CPWO: Rout er (confi g) # perfornmance-ngnt statistics interface generic-counters tenplate
1 sanpl e-size 10

RP/ 0/ RPO/ CPWO: Rout er (confi g) # perfornmance-ngnt statistics interface generic-counters tenplate
1 sanmple-interval 5

RP/ 0/ RPO/ CPUO: Rout er (confi g)# performance-nmgnt apply statistics interface generic-counters
1

RP/ 0/ RPO/ CPU0: Rout er # conmi t
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Enabling PM Entity Instance Monitoring

Entity instance monitoring gathers statistics from attributes associated with a specific entity instance. When
an entity instance is enabled for monitoring, the PM system gathers statistics from only attributes associated
with the specified entity instance. The PM system usesthe sampling cyclethat is configuredin the PM statistics
collection template for the entity being monitored. Entity instance monitoring, however, is a separate process
from that of the PM statistics collection; therefore, it does not interfere with PM statistics collection.
Furthermore, the data from entity instance monitoring collection is independent of PM statistics collection.
Unlike PM statistics collection, the data from entity instance monitoring is not exported to the TFTP server.
For more information about all the attributes associated with each entity instance and commands, see
Performance Management: Details, on page 10.

Configuration Example

This example shows how to enable entity instance monitoring for a node CPU entity instance.

RP/ 0/ RPO/ CPUW0: Rout er # confi gure

RP/ 0/ RPO/ CPW0: Rout er (confi g)# perfornmance-ngnt apply nonitor node cpu | ocation 0/ RPO/CPUO
def aul t

RP/ 0/ RPO/ CPUW0: Rout er (confi g)# conmit

Configuring PM Threshold Monitoring Templates

The PM system supports the configuration of threshold conditions to monitor an attribute (or attributes) for
threshold violations. Threshold conditions are configured through PM threshold monitoring templates. When
aPM threshold template is enabled, the PM system monitors all instances of the attribute (or attributes) for
the threshold condition configured in the template. If at end of the sample interval athreshold condition is
matched, the PM system generates a system logging message for each instance that matches the threshold
condition. For thelist of attributes and value ranges associated with each attribute for all the entities, see
Performance Management: Details, on page 10

Guidelines for Configuring PM Threshold Monitoring Templates
While you configure PM threshold monitoring templates, follow these guidelines:

 Once atemplate has been enabled, the threshold monitoring continues until the templateis disabled with
the no form of the performance-mgmt apply thresholds command.

* Only one PM threshold template for an entity can be enabled at atime.

* You must specify either a node with the location command or enable the PM statistic collections for all
nodes using the location all command when enabling or disabling a PM threshold monitoring template
for the following entities:

* Node CPU
» Node memory
» Node process

Configuration Example

This example shows how to create and enable a PM threshold monitoring template. In this example, a PM
threshold template is created for the CurrMemory attribute of the node memory entity. The threshold
conditioninthisPM threshold condition monitorsthe Curr M emory attribute to determine whether the current
memory use is greater than 50 percent.
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. Configuring Instance Filtering by Regular Expression

Rout er# conf t

Rout er (confi g) # perfornance-ngnt threshol ds node nenory tenpl ate tenplate20

Rout er (confi g-threshol d-cpu)# CurrMenory gt 50 percent

Rout er (confi g-t hreshol d-cpu) # sanple-interval 5

Rout er (confi g-t hreshol d-cpu) # exit

Rout er (confi g)# perfornmance-nmgnt apply threshol ds node nenory | ocati on 0/ RPO/ CPUO t enpl at €20
Rout er (confi g)# commi t

Configuring Instance Filtering by Regular Expression

\}

Thistask explains defining a regular expression group which can be applied to one or more statistics or
threshold templates. You can also include multiple regular expression indices. The benefits of instancefiltering
using the regular expression group is as follows.

* You can use the same regular expression group that can be applied to multiple templates.
* You can enhance flexibility by assigning the same index values.

« You can enhance the performance by applying regular expressions, which has OR conditions.

Note

The Instance filtering by regular-expression is currently supported in interface entities only (Interface
basic-counters, generic-counters, data-rates.

Configuration Example

This example shows how to define aregular expression group.

RP/ 0/ RPO/ CPUO: Rout er # configure

RP/ 0/ RPO/ CPUO: Rout er (confi g)# performance-mgm regul ar - expressi on regexp
RP/ 0/ RPO/ CPUO: Rout er (confi g- perfngnt -regex)# i ndex 10 match

RP/ 0/ RPO/ CPUO: Rout er (confi g)# conm t

Performance Management: Details

This section contains additional information which will be useful while configuring performance management.
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Performance Management: Details .

This table describes the attributes and val ue ranges associated with each attribute for all the entities that

congtitute the PM system.

Table 4: Attributes and Values

Entity Attributes Description Values
bgp ConnDropped Number of timesthe | Rangeisfrom 0to 4294967295.
connection was
dropped.
ConnEstablished Number of timesthe | Rangeisfrom 0to 4294967295.
connection was
established.
ErrorsReceived Number of error Rangeisfrom 0to 4294967295.
notifications received
on the connection.
ErrorsSent Number of error Rangeisfrom 0to 4294967295.
notifications sent on the
connection.
InputM essages Number of messages | Rangeisfrom 0to 4294967295.
received.
InputUpdateMessages | Number of update Rangeisfrom 0to 4294967295.
messages received.
OutputM essages Number of messages | Rangeisfrom 0to 4294967295.
sent.
OutputUpdateM essages | Number of update Rangeisfrom 0to 4294967295.
messages sent.
interface data-rates | Bandwidth Bandwidth in kbps. Rangeisfrom 0to 4294967295.
InputDataRate Input datarate in kbps. | Rangeisfrom 0to 4294967295.
I nputPacketRate Input packets per Rangeisfrom 0to 4294967295.
second.
InputPeakRate Peak input data rate. Rangeisfrom 0to 4294967295.
I nputPeakPkts Peak input packet rate. | Rangeisfrom 0to 4294967295.
OutputDataRate Output dataratein Rangeisfrom 0to 4294967295.
kbps.
OutputPacketRate Output packets per Rangeisfrom 0to0 4294967295.
second.
OutputPeakPkts Peak output packet rate. | Rangeisfrom 0to 4294967295.
OutputPeakRate Peak output datarate. | Rangeisfrom 0to4294967295.
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Entity Attributes Description Values
interface InPackets Packets received. Rangeisfrom 0to 4294967295.
basic-counters
InOctets Bytes received. Rangeisfrom 0to 4294967295.
OutPackets Packets sent. Rangeisfrom 0to 4294967295.
OutOctets Bytes sent. Rangeisfrom 0to 4294967295.
InputTotal Drops Inbound correct packets | Rangeisfrom 0 to 4294967295.
discarded.
InputQueueDrops Input queue drops. Rangeisfrom 0to 4294967295.
InputTotal Errors Inbound incorrect Rangeisfrom 0to 4294967295.
packets discarded.
OutputTotal Drops Outbound correct Rangeisfrom 0to 4294967295.
packets discarded.

OutputQueueDrops Output queue drops. Rangeisfrom 0to 4294967295.

OutputTotal Errors Outbound incorrect Rangeisfrom 0to 4294967295.
packets discarded.
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Entity Attributes Description Values
interface InBroadcastPkts Broadcast packets Rangeisfrom 0to 4294967295.
generic-counters received.
InMulticastPkts Multicast packets Rangeisfrom 0to 4294967295.
received.
InOctets Bytes received. Rangeisfrom 0to 4294967295.
InPackets Packets received. Rangeisfrom 0to 4294967295.
InputCRC Inbound packets Rangeisfrom 0to 4294967295.
discarded with incorrect
CRC.
InputFrame Inbound framing errors. | Rangeisfrom 0 to 4294967295.
InputOverrun Input overruns. Rangeisfrom 0to 4294967295.
InputQueueDrops Input queue drops. Rangeisfrom 0to 4294967295.
InputTotal Drops Inbound correct packets | Rangeisfrom 0 to 4294967295.
discarded.
InputTotalErrors Inbound incorrect Rangeisfrom 0to 4294967295.
packets discarded.
InUcastPkts Unicast packets Rangeisfrom 0to 4294967295.
received.
InputUnknownProto | Inbound packets Rangeisfrom 0to 4294967295.
discarded with
unknown protocol.
OutBroadcastPkts Broadcast packets sent. | Rangeisfrom 0to 4294967295.
OutMulticastPkts Multicast packets sent. | Rangeisfrom 0to 4294967295.
OutOctets Bytes sent. Rangeisfrom 0to 4294967295.
OutPackets Packets sent. Rangeisfrom 0to 4294967295.
OutputTotal Drops Outbound correct Rangeisfrom 0to 4294967295.
packets discarded.
OutputTota Errors Outbound incorrect Rangeisfrom 0to 4294967295.
packets discarded.
OutUcastPkts Unicast packets sent. | Rangeisfrom 0to 4294967295.
OutputUnderrun Output underruns. Rangeisfrom 0to 4294967295.
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Entity Attributes Description Values
mplslidp AddressMsgsRevd Address messages Rangeisfrom 0to 4294967295.
received.
AddressM sgsSent Address messages sent. | Rangeisfrom 0to 4294967295.
AddressithdravMgRaed | Address withdraw Rangeisfrom 0to 4294967295.
messages received.
AddresVithdravMgsSant | Address withdraw Rangeisfrom 0to 4294967295.
messages sent.
I nitM sgsSent Initial messages sent. | Rangeisfrom 0to 4294967295.
InitMsgsRcvd Initial messages Rangeisfrom 0to 4294967295.
received.
KeepaliveMsgsRevd | Keepalive messages Rangeisfrom 0to 4294967295.
received.
KeepaliveM sgsSent Keepalive messages Rangeisfrom 0to 4294967295.
sent.
LabdMappingMsgsRevd | Label mapping Rangeisfrom 0to 4294967295.
messages received.
LabeMappingMsgsSent | Label mapping Rangeisfrom 0to 4294967295.
messages sent.
LabelReleaseM sgsRevd | Label release messages | Rangeisfrom 0to 4294967295.
received.
LabelReleaseM sgsSent | Label release messages | Rangeisfrom 0to 4294967295,
sent.
LabdWithdravMsgsRevd | Label withdraw Rangeisfrom 0to 4294967295.
messages received.
LabeWithdrawMsgsSent | Label withdraw Rangeisfrom 0to 4294967295.
messages sent.
NotificationMsgsRcvd | Notification messages | Rangeisfrom 0to 4294967295,
received.
NotificationMsgsSent | Notification messages | Rangeisfrom 0to 4294967295.
sent.
TotalMsgsRevd Total messages Rangeisfrom 0to 4294967295.
received.
Total M sgsSent Total messages sent. Rangeisfrom 0to 4294967295.
node cpu NoProcesses Number of processes. | Rangeisfrom 0to 4294967295.

. Implementing Performance Management




| Implementing Performance Management

Performance Management: Details .

Entity Attributes Description Values
node memory CurrMemory Current application Rangeisfrom 0to 4294967295.
memory (in bytes) in
use.
PeakMemory Maximum system Range isfrom 0 to 4194304.
memory (in MB) used
since bootup.
node process NoThreads Number of threads. Rangeisfrom 0to 4294967295.
PeakMemory Maximum dynamic Rangeisfrom 0 to 4194304.
memory (in KB) used
since startup time.
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sent.

Entity Attributes Description Values
ospf v2protocol InputPackets Total number of packets | Rangeisfrom 0to 4294967295.
received.
OutputPackets Total number of packets | Rangeisfrom 0to 4294967295.

InputHelloPackets

Number of Hello
packets received.

Rangeisfrom 0to 4294967295.

OutputHelloPackets

Number of Hello

Rangeisfrom 0to 4294967295.

packets sent.

InputDBDs Number of DBD Rangeisfrom 0to 4294967295.
packets received.

InputDBDsLSA Number of LSA Rangeisfrom 0to 4294967295.
received in DBD
packets.

OutputDBDs Number of DBD Rangeisfrom 0to 4294967295.
packets sent.

OutputDBDsL SA Number of LSA sent in | Rangeisfrom 0to 4294967295.
DBD packets.

InputL SRequests Number of LS requests | Rangeisfrom 0to 4294967295.
received.

InputL SRequestsLSA | Number of LSA Rangeisfrom 0to 4294967295.
received in LSrequests.

OutputL SRequests Number of LS requests | Rangeisfrom 0to 4294967295.
sent.

OutputL SRequestsL SA | Number of LSA sent in | Rangeisfrom 0to 4294967295.
LS requests.

InputL SAUpdates Number of LSA updates | Rangeisfrom 0to 4294967295.
received.

InputL SAUpdatesL SA | Number of LSA Rangeisfrom 0to 4294967295.
received in LSA
updates.

OutputL SAUpdates Number of LSA updates | Rangeisfrom 0to 4294967295.
sent.

OutputL SAUpdatesl. SA | Number of LSA sent in | Rangeisfrom 0to 4294967295.
L SA updates.

InputL SAAcks Number of LSA Rangeisfrom 0to 4294967295.

acknowledgements
received.
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Entity Attributes Description Values

InputL SAAcksLSA Number of LSA Rangeisfrom 0to 4294967295.
received in LSA
acknowledgements.

OutputL SAAcks Number of LSA Rangeisfrom 0to 4294967295.
acknowledgements sent

OutputL SAAcksLSA | Number of LSA sent in | Rangeisfrom 0to 4294967295.
LSA
acknowledgements.

ChecksumErrors Number of packets Rangeisfrom 0to 4294967295.

recelved with checksum
errors.
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sent.

Entity Attributes Description Values
ospf v3protocol InputPackets Total number of packets | Rangeisfrom 0to 4294967295.
received.
OutputPackets Total number of packets | Rangeisfrom 0to 4294967295.

InputHelloPackets

Number of Hello
packets received.

Rangeisfrom 0to 4294967295.

OutputHelloPackets

Number of Hello

Rangeisfrom 0to 4294967295.

packets sent.

InputDBDs Number of DBD Rangeisfrom 0to 4294967295.
packets received.

InputDBDsLSA Number of LSA Rangeisfrom 0to 4294967295.
received in DBD
packets.

OutputDBDs Number of DBD Rangeisfrom 0to 4294967295.
packets sent.

OutputDBDsL SA Number of LSA sent in | Rangeisfrom 0to 4294967295.
DBD packets.

InputL SRequests Number of LS requests | Rangeisfrom 0to 4294967295.
received.

InputL SRequestsLSA | Number of LSA Rangeisfrom 0to 4294967295.
received in LSrequests.

OutputL SRequests Number of LS requests | Rangeisfrom 0to 4294967295.
sent.

OutputL SRequestsL SA | Number of LSA sent in | Rangeisfrom 0to 4294967295.
LS requests.

InputL SAUpdates Number of LSA updates | Rangeisfrom 0to 4294967295.
received.

InputL SRequestsLSA | Number of LSA Rangeisfrom 0to 4294967295.
received in LSrequests.

OutputL SAUpdates Number of LSA updates | Rangeisfrom 0to 4294967295.
sent.

OutputL SAUpdatesl. SA | Number of LSA sent in | Rangeisfrom 0to 4294967295.
L SA updates.

InputL SAAcks Number of LSA Rangeisfrom 0to 4294967295.

acknowledgements
received.
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Entity Attributes Description Values
InputL SAAcksLSA Number of LSA Rangeisfrom 0to 4294967295.
received in LSA

acknowledgements.

OutputL SAAcks Number of LSA Rangeisfrom 0to 4294967295.
acknowledgements sent

OutputL SAAcksLSA | Number of LSA sent in | Rangeisfrom 0to 4294967295.
LSA
acknowledgements.

This table describes the commands used to enable entity instance monitoring for different entity instances.

Table 5: Entity Instances and Monitoring Commands

Entity

Command Description

BGP

Usethe performance-mgmt apply monitor bgp command to enable entity instance
monitoring for a BGP entity instance.

Syntax:

per f or mance- ngmt
apply nonitor
bgp
i p- addr ess
tenpl ate-nane | defaul t}

RP/ 0/ RPO/ CPU0: Rout er (confi g)# perfornmance-ngnt apply nonitor bgp 10.12.0.4
def aul t

Interface
Data Rates

Usethe performance-mgmt apply monitor data-rates command to enable entity instance
monitoring for an interface data rates entity instance.

Syntax:

per f or mance- ngmt
apply
noni t or
interface
data-rates

type
interface-path-id {tenpl ate-nane |

defaul ty
RP/ 0/ RPO/ CPWO: Rout er (confi g)# performance-nmgnt apply nonitor interface data-rates

Hundr edG gE 0/ 3/ 0/ 24 def aul t
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Entity

Command Description

Interface
Basic
Counters

Usethe performance-mgmt apply monitor interface basic-counters command to enable
entity instance monitoring for an interface basic counters entity instance.

Syntax:

per f or mance- ngmt
apply
noni t or
interface
basi c-counters
type
interface-path-id {tenpl ate-nane |
def aul t}
RP/ 0/ RPO/ CPW0: Rout er (confi g)# performance-nmgnt apply nonitor interface
basi c-counters
Hundr edG gE 0/ 3/ 0/ 24 def aul t

Interface
Generic
Counters

Usethe performance-mgmt apply monitor interface generic-counters command to enable
entity instance monitoring for an interface generic counters entity instance.

Syntax:

per f or mance- ngmt
appl y
nmoni t or
interface
generic-counters
type
interface-path-id {tenpl ate-nane |
def aul t}
RP/ 0/ RPO/ CPW0: Rout er (confi g)# performance-nmgnt apply nonitor interface
generi c-counters
Hundr edG gE 0/ 3/ 0/ 24 def aul t

MPLS LDP

Usethe performance-mgmt apply monitor mplsldp command to enable entity instance
monitoring for an MPLS LDP entity instance.

Syntax:

per f or mance- ngmt

apply nonitor

mpl s

| dp

i p-address {tenpl ate-nane |
def aul t}

RP/ 0/ RPO/ CPUO: Rout er (confi g)# perfornance-nmgnt apply nonitor npls | dp 10. 34. 64. 154
def aul t

. Implementing Performance Management



| Implementing Performance Management

Performance Management: Details .

Entity

Command Description

Node CPU

Usethe performance-mgmt apply monitor node cpu command to enable entity instance
monitoring for anode CPU entity instance.

Syntax:

per f or mance- ngmt

apply

noni t or

node

cpu

| ocation

node-id {tenpl ate-nane |
defaul ty

RP/ 0/ RPO/ CPW0: Rout er (confi g)# performance-nmgnt apply
nmoni tor node cpu | ocati on 0/ RPO/ CPUO def aul t

Node
Memory

Usethe performance-mgmt apply monitor nodememory command to enable entity instance
monitoring for anode memory entity instance.

Syntax:

per f or mance- ngmt

app!y

nmoni t or

node

menory

| ocation

node-id {tenpl ate-nane |
def aul t}

RP/ 0/ RPO/ CPW0: Rout er (confi g)# performance-nmgnt apply
nmoni tor node menory | ocation 0/ RPO/ CPUO def aul t

Node
Process

Usethe performance-mgmt apply monitor node process command to enable entity instance
monitoring collection for a node process entity instance.

Syntax:

per f or mance- ngmt
apply nonitor node
process
| ocation
node-id
pid {tenplate-nane | defaul t}

RP/ 0/ RPO/ CPU0: Rout er (confi g)# perfornmance-ngnt apply
noni tor node process |ocation p 0/RPO/CPU0 275 default
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