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Preface

This preface contains these sections:

* Changes to this Document, on page ix
» Communications, Services, and Additional Information, on page ix

Changes to this Document

This table lists the changes made to this document since it was first published.

Date Summary

July 2022 Initial release of this document.

Communications, Services, and Additional Information

* To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.
* To get the business results you’re looking for with the technologies that matter, visit Cisco Services.
* To submit a service request, visit Cisco Support.

* To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit
Cisco DevNet.

* To obtain general networking, training, and certification titles, visit Cisco Press.

* To find warranty information for a specific product or product family, access Cisco Warranty Finder.

Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is a web-based tool that acts as a gateway to the Cisco bug tracking system
that maintains a comprehensive list of defects and vulnerabilities in Cisco products and software. BST provides
you with detailed defect information about your products and software.
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CHAPTER 1

New and Changed QoS Features

» New and Changed QoS Features, on page 1

New and Changed QoS Features

Table 1: QoS Features Added or Modified in 10S XR Release 7.7.x

Feature Description Changed in Release Where Documented

QoS IP DSCP With this feature, traffic | Release 7.7.1 QoS IP DSCP

Preservation for SR-TE | with IP packets with Preservation for SR-TE ,
DSCP marking for on page 65

priority, flows as intended
and there’s no drop in
traffic because of
incorrect or missing
labels.

QoS DSCP Preservation
for mLDP

For mLDP traffic, the IP

DSCP markings are now
preserved by default in the
ingress policies when the
MPLS labels are pushed

into the packet.

Release 7.7.1

QoS DSCP Preservation
for mLDP, on page 69
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CHAPTER 2

Configuring Modular QoS Service Packet
Classification

This chapter covers these topics:

* Packet Classification Overview, on page 4

* Traffic Class Elements, on page 6

* Traffic Policy Elements, on page 13

* Ingress Short-Pipe, on page 45

* Selective Egress Policy-Based Queue Mapping, on page 48
* Configuring QoS Groups with an ACL, on page 52

* Configuring an ACL with Fragment Match, on page 56

* Restrictions , on page 59

* In-Place Policy Modification, on page 61

* References for Modular QoS Service Packet Classification, on page 62
* QPPB, on page 83
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Packet Classification Overview

Table 2: Feature History Table

Feature Name Release Information Feature Description

Cisco NC57 Compatibility Mode: | Release 7.3.1 This feature is now supported on
QoS Enablement on Layer 2 routers that have the Cisco NC57
MPLS/BGP line cards installed and operate in

the compatibility mode.

The following Layer 2 services are
supported:

* Local switching [xconnect or
bridging]

* Layer 2 VPN — Virtual Private
Wire Service (VPWS)

Apart from packet classification,
this feature is available for the
following QoS operations:

* Modular QoS Congestion
Avoidance , on page 89

* Configuring Modular QoS
Congestion Management, on
page 127

* QoS on Link Bundles, on page
163

* Configuring Hierarchical
Modular QoS, on page 169
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Feature Name Release Information Feature Description
Cisco NC57 Native Mode: QoS  |Release 7.4.1 This feature is now supported on
Enablement on Layer 2 Services routers that have the Cisco NC57

line cards installed and operate in
the native mode.

The following Layer 2 services are
supported:

* Local switching [xconnect or
bridging]

* Layer 2 VPN — Virtual Private
Wire Service (VPWS)

Apart from packet classification,
this feature is available for the
following QoS operations:

* Modular QoS Congestion
Avoidance , on page 89

* Configuring Modular QoS
Congestion Management, on
page 127

* QoS on Link Bundles, on page
163

* Configuring Hierarchical
Modular QoS, on page 169

Packet classification involves categorizing a packet within a specific group (or class) and assigning it a traffic
descriptor to make it accessible for QoS handling on the network. The traffic descriptor contains information
about the forwarding treatment (quality of service) that the packet should receive. Using packet classification,
you can partition network traffic into multiple priority levels or classes of service. The source agrees to adhere
to the contracted terms and the network promises a quality of service. Traffic policers and traffic shapers use
the traffic descriptor of a packet to ensure adherence to the contract.

Traffic policers and traffic shapers rely on packet classification features, such as IP precedence, to select
packets (or traffic flows) traversing a router or interface for different types of QoS service. After you classify
packets, you can use other QoS features to assign the appropriate traffic handling policies including congestion
management, bandwidth allocation, and delay bounds for each traffic class.

The Modular Quality of Service (QoS) CLI (MQC) defines the traffic flows that must be classified, where
each traffic flow is called a class of service, or class. Later, a traffic policy is created and applied to a class.
All traffic not identified by defined classes fall into the category of a default class.

You can classify packets at the ingress on L3 subinterfaces for (CoS, DEI) for IPv4, [Pv6, and MPLS flows.
IPv6 packets are forwarded by paths that are different from those for IPv4. To enable classification of IPv6
packets based on (CoS, DEI) on L3 subinterfaces, run the hw-module profile qos ipv6 short-12qos-enable
command and reboot the line card for the command to take effect.

Starting with Cisco IOS XR Release 7.4.1 systems with Cisco NC57 line cards running in native mode support
QoS over Layer 2 services for:
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. Traffic Class Elements

* Local switching [xconnect or bridging]

* L2 VPN - VPWS

Guidelines and Limitations

* Ingress CoS marking is not supported on Cisco NCS 5500 Series routers; however, it is supported on
Cisco NCS 5700 Series routers.

A

Note

Ingress CoS marking is not supported on L3 interfaces because it can overwrite
the Port Control Protocol (PCP) for traffic passing through the core network. To
implement CoS marking, always configure it on egress L2 interfaces.

Traffic Class Elements

The purpose of a traffic class is to classify traffic on your router. Use the class-map command to define a
traffic class.

A traffic class contains three major elements:
* A name
* A series of match commands - to specify various criteria for classifying packets.

* An instruction on how to evaluate these match commands (if more than one match command exists in
the traffic class)

Packets are checked to determine whether they match the criteria that are specified in the match commands.
If a packet matches the specified criteria, that packet is considered a member of the class and is forwarded
according to the QoS specifications set in the traffic policy. Packets that fail to meet any of the matching
criteria are classified as members of the default traffic class.

This table shows the details of match types that are supported on the router.

Match Type Min, Max | Max Entries | Support for | Support for | Direction Supported on Interfaces
Supported Match NOT | Ranges

IPv4 DSCP (0,63) 64 Yes Yes Ingress
IPv6 DSCP

DSCP

IPv4 Precedence | (0,7) 8 Yes No Ingress
IPv6 Precedence

Precedence

MPLS 0,7) 8 Yes No Ingress
Experimental

Topmost
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Match Type Min, Max | Max Entries | Support for | Support for | Direction Supported on Interfaces
Supported Match NOT | Ranges
Access-group | Not 8 No Not Ingress
applicable applicable
QoS-group (,7) 7 No No » Egress
(1,511) for * Ingress for QoS Policy
peering Propagation Using Border
profile Gateway Protocol (QPPB)
* Ingress for peering profile
Traffic-class 1,7) 7 No No * Egress
Protocol (0,255) 1 Yes Not Ingress
applicable

Note Egress queue statistics are displayed only for those classes which have a corresponding match criteria in the
egress. Therefore, if you have a set traffic-class x configured in the ingress, you must have a corresponding
match traffic-class X in the egress, in order to see the statistics in the egress side.

Note A maximum value of up to 64 unique queues is supported. Each unique queue-limit consumes one rate profile
in the Traffic manager. Out of 64 unique queues, few are reserved for default configs and the remaining are
usable.

Depending on the interface speeds, default configurations consume some of the rate profiles. The remaining
rate profiles can be exhausted in the following scenarios:

» Different shape rates without configuring queue limits could exhaust the rate profiles as 10ms of guaranteed
service rate converts to a different value in bytes based on the shape rate.

* Configuring queue limits in units of time could exhaust the rate profiles. For example, 20 ms of 50 Mbps
and 20 ms of 100 Mbps are two different values in bytes.

2

Tip  You can avoid exhausting rate profiles by configuring queue limits in absolute units (such as bytes, kilobytes,
or megabytes) for class maps and sharing these limits with the policy maps.

Default Traffic Class

Unclassified traffic (traffic that does not meet the match criteria specified in the traffic classes) is treated as
belonging to the default traffic class.
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Configuring Modular QoS Service Packet Classification |

If the user does not configure a default class, packets are still treated as members of the default class. However,
by default, the default class has no enabled features. Therefore, packets belonging to a default class with no
configured features have no QoS functionality. These packets are then placed into a first in, first out (FIFO)
queue and forwarded at a rate determined by the available underlying link bandwidth. This FIFO queue is
managed by a congestion avoidance technique called tail drop.

For egress classification, match on traffic-class (1-7) is supported. Match tr affic-class 0 cannot be configured.
The class-default in the egress policy maps to traffic-class 0.

This example shows how to configure a traffic policy for the default class:

configure
policy-map ingress policyl
class class-default

police rate percent 30
|

Create a Traffic Class

To create a traffic class containing match criteria, use the class-map command to specify the traffic class
name, and then use the match commands in class-map configuration mode, as needed.

Guidelines

* Match criteria evaluation order: You can provide multiple values for a match type in a single line of
configuration; that is, if the first value does not meet the match criteria, then the next value indicated in
the match statement is considered for classification.

* Excluding values with not keyword: Use the not keyword with the match command to perform a match
based on the values of a field that are not specified.

» Match commands are optional, but one required: All match commands specified in this configuration
task are optional, but you must configure at least one match criterion for a class.

» match-any versus match-all behavior: If you specify match-any, one of the match criteria must be met
for traffic entering the traffic class to be classified as part of the traffic class. This is the default. If you
specify match-all, the traffic must match all the match criteria.

* Packet length match support: From Release 7.11.1 onwards, for the match access-group command, QoS
classification based on the packet length field in the IPv4 and IPv6 headers is supported. Prior to this,
support was not available for packet length and TTL (time to live) fields.

* Configuration rejected if invalid ACL used: Deny action in the ACL or an empty ACL (contains no rules,
only remarks) is not supported for the match access-group command when an ACL list is used within
a class-map.

The configuration is rejected when you attach such a policy-map to an interface.

« Egress matching restrictions: The traffic-class and discar d-class are supported only in egress direction,
and these are the only match criteria supported in egress direction.

* Default class matching behavior: The egress default class implicitly matches qos-group 0 for marking
policy and traffic-class 0 for queuing policy.
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» Multicast and unicast egress ratio: Multicast takes a system path that is different than unicast on router,
and they meet later on the egress in a multicast-to-unicast ratio of 20:80 on a per interface basis. This
ratio is maintained on the same priority level as that of the traffic.

* Multicast QoS prioritization for egress: Egress QoS for multicast traffic treats traffic classes 0-5 as
low-priority and traffic classes 6-7 as high priority. Currently, this is not user-configurable.

* Egress shaping not applied to high-priority multicast: Egress shaping does not take effect for multicast
traffic in the high priority (HP) traffic classes. It only applies to unicast traffic.

*» No egress mapping for ingress classes: If you set a traffic class at the ingress policy and do not have a
matching class at egress for the corresponding traffic class value, then the traffic at ingress with this class
will not be accounted for in the default class at the egress policy map.

* Only Class 0 maps to default class: Only traffic class 0 falls in the default class. A non-zero traffic class
assigned on ingress but with no assigned egress queue, falls neither in the default class nor any other
class.

* EDM timeout during line card reload: EDM timeouts for show policy-map CLI commands are expected
during line card reload with scale configuration.

* Egress rate calculation variation on routers with Cisco NC57 line cards:

* On Cisco NCS 5700 modular routers (in both compatibility and native modes), the show policy-map
interface command may display noticeable variations for the egress rates. The ingress rates are
displayed accurately.

* This behavior is specific to routers with external TCAM and more than one NPU.

* This behavior might not be noticeable when viewing the statistics for the first time but can become
evident in subsequent checks. No action is required.

Configuration Example

You have to accomplish the following to complete the traffic class configuration:

1. Creating a class map

2. Specifying the match criteria for classifying the packet as a member of that particular class

(For a list of supported match types, see Traffic Class Elements, on page 6.)

Router# configure

Router (config) # class-map match-any gos-1
Router (config-cmap) # match gos-group 1
Router (config-cmap) # end-class-map

Router (config-cmap) # commit

Use this command to verify the class-map configuration:

Router#show class-map gos-1
1) ClassMap: gos-1 Type: gos
Referenced by 2 Policymaps

Also see, Running Configuration, on page 17.
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Also see, Verification, on page 17.

Related Topics

* Traffic Class Elements, on page 6

Configuring Modular QoS Service Packet Classification |

* Traffic Policy Elements, on page 13

Associated Commands

* class-map

* match access-group

* match dscp

» match mpls experimental topmost

* match precedence

 match qos-group

QoS Classification Based on Packet Length

Table 3: Feature History Table

Feature Name

Release
Information

Feature Description

QoS Classification
Based on Packet
Length

Release 7.7.1

You can add an ingress QoS policy on an ACL that filters [Pv6 and
IPv4 packets based on the packet length. The ACL specifies packet
length criteria such as equal to, lesser than, greater than, and so on,
to filter packets and prevent distributed-denial-of-service (DDoS)
attacks. The QoS policy specifies the forwarding decision.

The ACL provides an additional QoS match criteria for IP traffic,
thereby providing the combined benefit of network security and traffic
classification.

This feature is supported on the NCS 5500 Series routers and NCS
5700 Series routers on NC57-18DD-SE and NC57-24DD PIDs.

An ACL consists of one or more access control entries that collectively define the network traffic profile and
describe the access rights related to a particular security identifier or user. This profile can then be referenced
by Cisco IOS XR software features such as traffic filtering, route filtering, QoS classification, and access
control. For more information on packet classification, see Packet Classification Overview. For more
information on creating IP ACLs, see the Understanding Access Lists section in the IP Addresses and Services

Configuration Guide.

Guidelines and Limitations for QoS Classification Based on Packet Length

» Packet-length configurations for IPv6 packets with optional extension headers will be classified under

class-default.
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* Now, the match access-group command can define the QoS classification based on the packet length
field in the IPv6 and IPv4 headers. The show policy-map inter face command displays the corresponding
configuration information.

* To enable IPv6 traffic classification based on the packet length, configure the hw-module profile qos
ipv6 short-12qos-enable command in configuration mode.

* You must reload the router for the hw-module profile qos ipv6 short-12qos-enable command to be
functional.

* When the packet-length of the IPv6 and IPv4 traffic is considered, the L2 header length is included.

Configure QoS Classification Based on Packet Length
Follow these steps to classify ingress traffic based on the packet length:
* Create an ACL that allows IPv4 traffic with the specified packet length.

* Create QoS class-map and policy-map for ingress IPv4 traffic classification based on its packet length.

* Apply the policy-map on the designated interface.

Configuration Example for QoS Classification Based on Packet Length

)

Note This example enables traffic filtering for a specific packet length value by using the packet-length eq command.
Instead of eg, you can also use one of these options:

* gt to filter packets with a greater value.
* It to filter packets with a lesser value.
* neq to filter packets that do not contain the specified value.

* range to filter packets in the specified range of values.

/* Create an ACL that allows IPv4 traffic with the specified packet length */

Router# configure

Router (config) # ipv4 access-list aclv4_pktlen

Router (config-ipv4-acl)# 10 permit ipv4 any any packet-length eq 100
Router (config-ipvéd-acl) # commit

Based on ACL aclv4_pktlen, create a QoS policy and apply it on the ingress IPv4 traffic.

/* Create QoS class-map and policy-map for ingress IPv4 traffic classification based on its
packet length */

Router# configure

Router (config) # class-map match-any c_pktlen

Router (config-cmap) # match access-group ipv4 aclv4_pktlen
Router (config-cmap) # end-class-map

Router (config) # policy-map p_pktlen

Router (config-pmap) # class c_pktlen

Router (config-pmap-c) # set traffic-class 2

Router (config-pmap-c) # exit

Router (config-pmap) # class class-default
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Router (config-pmap-c) # end-policy-map
Router (config-pmap-c) # commit
Router (config-pmap-c) # root

The policy-map p_pktlen is associated with interface HundredGigabitEthernet 0/0/0/0.

/* Apply the policy-map on the designated Ethernet interface */

Router (config) # interface hundredGigE 0/0/0/0
Router (config-if) # service-policy input p_pktlen
Router (config-if) # commit

Running Configuration

/* Running configuration for QoS Match Packet Length */

Router# show running-configuration

ipv4 access-list aclv4 pktlen
10 permit ipv4 any packet-length eqg 100

class-map match-any c_pktlen
match access-group ipv4 aclv4 pktlen

end-class-map
|

policy-map p_pktlen
class c_pktlen

set traffic-class 2
|

class class—-default

|

end-policy-map

|
interface HundredGigE0/0/0/0

service-policy input p_ pktlen
|

Verification

/* This displays the policy information applied in the input direction: */
Router# show policy-map interface hundredGigE 0/0/0/0 input
HundredGigE0/0/0/0 input: p pktlen

Class c_pktlen

Classification statistics (packets/bytes) (rate - kbps)
Matched : 53186/54090162 3769
Transmitted : 53186/54090162 3769
Total Dropped : 0/0 0

Class class-default

Classification statistics (packets/bytes) (rate - kbps)
Matched : 0/0 0
Transmitted : 0/0 0
Total Dropped : 0/0 0

Policy Bag Stats time: 1657119549887 [Local Time: 07/06/22 14:59:09.887]
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Traffic Policy Elements

A traffic policy contains three elements:
* Name
» Traffic class
* QoS policies
After choosing the traffic class that is used to classify traffic to the traffic policy, the user can enter the QoS
features to be applied to the classified traffic.
The MQC does not necessarily require that the users associate only one traffic class to one traffic policy.

The order in which classes are configured in a policy map is important. The match rules of the classes are
programmed into the TCAM in the order in which the classes are specified in a policy map. Therefore, if a
packet can possibly match multiple classes, only the first matching class is returned and the corresponding
policy is applied.

The router supports 32 classes per policy-map in the ingress direction and 8 classes per policy-map in the
egress direction.

This table shows the supported class-actions on the router.

Supported Action Types Direction supported on Interfaces
minimum-bandwidth egress

bandwidth-remaining* egress

mark (See Packet Marking, on page 18)
police ingress

priority egress (level 1 to level 7)
queue-limit egress

shape egress

wred egress

*Bandwidth and Bandwidth remaining configurations are not supported simultaneously within the same
policy-map in H-QoS mode.

WRED supports default and discar d-class options; the only values to be passed to the discard-class being 0
and 1.

Create a Traffic Policy

The purpose of a traffic policy is to configure the QoS features that should be associated with the traffic that
has been classified in a user-specified traffic class or classes.
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\)

Note Starting from Cisco IOS XR Release 7.6.1, the ingress QoS policy you configure, also applies to all the transit
Ethernet Connectivity Fault Management (CFM) packets. With QoS features such as marking and policing
now applied on the transit CFM packets, you ensure that these packets don’t consume excess bandwidth and
other QoS resources in the network.

To configure a traffic class, see Create a Traffic Class, on page 8.

After you define a traffic policy with the policy-map command, you can attach it to one, or more interfaces
to specify the traffic policy for those interfaces by using the service-policy command in interface configuration
mode. With dual policy support, you can have two traffic policies, one marking and one queuing attached at
the output. See, Attach a Traffic Policy to an Interface, on page 16.

Configuration Example

You have to accomplish the following to complete the traffic policy configuration:

1. Creating a policy map that can be attached to one or more interfaces to specify a service policy

2. Associating the traffic class with the traffic policy

3. Specifying the class-action(s) (see Traffic Policy Elements, on page 13)

Router# configure

Router (config) # policy-map test-shape-1

Router (config-pmap) # class gos-1

/* Configure class-action ('shape' in this example).
Repeat as required, to specify other class-actions */
Router (config-pmap-c) # shape average percent 40
Router (config-pmap-c) # exit

/* Repeat class configuration as required, to specify other classes */

Router (config-pmap) # end-policy-map
Router (config) # commit

See, Running Configuration, on page 17.

See, Verification, on page 17.

Related Topics
* Traffic Policy Elements, on page 13

* Traffic Class Elements, on page 6

Associated Commands
* bandwidth

* bandwidth remaining
* class

* police
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* policy-map

* priority

* queue-limit

* service-policy

* set discard-class

* set dscp

* set mpls experimental
* set precedence

* set qos-group

* shape

Scaling of Unique Ingress Policy Maps

Table 4: Feature History Table

Feature Name Release Information Feature Description

Scaling of Unique Ingress Policy |Release 7.4.1 This feature is now supported on

Maps routers that have Cisco NC57 line
cards installed and operate in native
mode.

Scaling of Unique Ingress Policy |Release 7.3.1 With this feature, unique policy

Maps maps associated to the same
template are shared in TCAM, thus
enabling scaling of — or creating
more number of — policy maps.

Traditionally, when unique policy maps were associated to the same template — that is, having the same
match criteria and actions in the same order — each map was assigned a different TCAM entry. This resulted
in inefficient TCAM entry management and also restricted the number of policy maps that could be created.

With this functionality, unique policy maps associated to the same template are shared in TCAM, thus enabling
scaling of—in other words, creating more number of—policy maps. The other way to understand this
functionality is that two policy maps with the same combination of criteria and actions use one template. This
way, up to 250 templ