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* To get the business impact you’re looking for with the technologies that matter, visit Cisco Services.
* To submit a service request, visit Cisco Support.

* To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit
Cisco Marketplace.

* To obtain general networking, training, and certification titles, visit Cisco Press.

* To find warranty information for a specific product or product family, access Cisco Warranty Finder.

Documentation Feedback

To provide feedback about Cisco technical documentation, use the feedback form available in the right pane
of every online document.

Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is a web-based tool that acts as a gateway to the Cisco bug tracking system
that maintains a comprehensive list of defects and vulnerabilities in Cisco products and software. BST provides
you with detailed defect information about your products and software.

Bias-Free Language

The documentation set for this product strives to use bias-free language. For purposes of this documentation
set, bias-free is defined as language that does not imply discrimination based on age, disability, gender, racial
identity, ethnic identity, sexual orientation, socioeconomic status, and intersectionality. Exceptions may be

present in the documentation due to language that is hardcoded in the user interfaces of the product software,
language used based on standards documentation, or language that is used by a referenced third-party product.
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CHAPTER 1

Introduction

* Introduction, on page 1

Introduction

Kubernetes Introduction

HX Workload Profiler is a Kubernetes characterization tool that can estimate the compute, storage, and network
usage of hosts and containers across multiple Kubernetes deployments. The output of the tool can be fed into
HXSizer product to size the HyperFlex cluster requirements. The workload requirements are estimated by the
HX Profiler tool.

HX Workload Profiler key outputs:

* 30-day historic summary of host-level compute metrics
* Detailed compute, storage, and network metrics for hosts and Containers for all Kubernetes profiled
* Detailed time series data to analyze trends of key metrics in the Ul

* Download of time series data of all key metrics

The HX Workload Profiler tool is delivered as a tar file and can be used to monitor multiple Kubernetes
servers simultaneously.
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CHAPTER 2

System Requirements

* Prerequisites, on page 3

* Configuring HX Profiler for Kubernetes Environments, on page 3
» Using the Profiler Service, on page 8

* Locating the Kubernetes Application Logs, on page 10

Prerequisites

* Install sshpass before executing the script file.
* On Debian/Ubuntu and its derivatives:

* sudo apt-get install sshpass

* In RedHat/CentOS based systems:
* yum install sshpass

« dnf install sshpass [On Fedora 22+ versions]

* RAM requirement: 4 GiB
* CPU requirement: 4 CPUs

» Storage Class free space requirement: Minimum of 40 GB. I

Configuring HX Profiler for Kubernetes Environments

1.  Download the cisco-Profiler-2.1-CsI.tar file from https://hyperflexsizer.cloudapps.cisco.com.

* DOWNLOAD HX TOOLS > HyperFlex Profiler > Kubernetes

Cisco HyperFlex Workload Profiler for Kubernetes [JJjj


https://hyperflexsizer.cloudapps.cisco.com

System Requirements |
. Configuring HX Profiler for Kubernetes Environments

HX Sizer HyperFlex Rersch VLYY fHEDR 4.5

=y DOWHLOAD HXTOOLS

HypedFlex Bench

uié podmance wiing delfined 151 Soen
Cod ¥s avin ARRAnCE 10 Ceplay and run

HirpearFhex Profied

2% HOUPREBNSTALL TOOL Dowmioss Images

= Minos U fies.
Pravious Releases

vz

kboad - Non-HX support added

dd host IP/Name in febc/hosts file.

inthe compasison tab 1o aliow the wser 10 compare Between similae test profiles.

3. Run the cd Cisco-HxProfiler-CSI-4.1/Script files to access the directory Script files
cisco@jvdmade—l‘d‘ {prabhu;‘hsco H\(Prohlnr CSI- 4 I.S 1s

CleO@]Vdmdde |‘1‘-,’prabhu;‘rlqco HxPro‘rller CSI- 4 IS cd Script files/
cisco@]vdmade-M:~/prabhu/Cisco-HxProfiler-CSI-4.1/Script filess 1s -lrt
total 12

-rw-rw-r-- 1 cisco cisco 10042 Nov 28 13:42 profiler_deployment.sh
cisco@jvdmade-M:~/prabhu/Cisco-HxProfiler-cSI-4.1/Script_filess ]

4.  Run the bash profiler_deployment.sh script to execute the script.

ClSCufi]'.dﬂadE Mz~ ,"prdbhu,"ClSL.u H>Prm‘119r CSI-4. lﬂ'er:Lp‘L' f:.lg;; ls
profiler deployment.sh
cisco@jvdmade-M:~/prabhusCisco-HxProfiler-CSI-4.1/Script filess bash profiler deployment.shf

5. When prompted, type your storage class name and press the enter button.

fleLG@]fdmadF-” hfprdbhu/il.to H-Praf11or cal 4. 1!5Lr1pt files s-le
profiler_deployment.sh ) . D .
cisco@jvdmade-M:~/prabhu/Cisco-HxProfiler-CSI-4.1/Script_filess bash profiler_deployment.s

Enter storage class name: csi-hxcsi-default]]
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Configuring HX Profiler for Kubernetes Environments .

\}

Note

If you enter wrong storage class name, you will see an error response. If you enter wrong storage name 3

times, the deployment process ends and returns you to the config prompt. Return to step 1 and restart the
process.

6.  Deploy profiler image in worker nodes: Answer the "Do you want to deploy profiler image in all worker
nodes (Recommended) Y/N:" question.

* [f you want to deploy the profiler to all worker nodes, type Y and press the Enter button and return
to Step 8a.

* If you do not want to deploy image in all worker nodes, type N and press the Enter button and
skip to Step 9.

l‘ 1s

ﬂ1~fﬁfﬁf11 réﬁpgra HxProfiler-cs .1% cd Script_files/
@jvdmade-M:~/profiler_upgrad rwlf(lSLD HxProfiler-cs lfScript_filEsS s

deployment.sh
/profiler_upgraded rel/Cisco-HxProfiler-CSI-4.1/Script_files$ bash profiler_deployment.s
si-default

age as 3
Do you want to deploy filer _image 1in all worker nodes(recommended) -Y/N-: y

a. When prompted, type the worker node username and password and press the Enter button. Make
sure that you receive the Image deployed successfully message.

protiler_deployment.s
cisco@)vdmade-M:~/prabhu/Cisco-HxProfiler-CSI-4.1/Script_filess bash profiler_deployment.sh

Enter storage cl name: csi-hxcsi-default
Do you want to deploy profiler image in all worker nodes(recommended) -Y/N-: Y
?51 username : c1s5€O
password :

1ng do r Images
docker Imag
to 10

b. Repeat step 8a to deploy the image in all worker nodes.
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Enter storage class name: csi-hxcsi-default
Do you want to deploy profiler image in all worker nodes(recommended) -Y/N-: y
Enter 1 .14.251 username : cisco

Enter 1 1.251 password

Copying “docker Images

Loading docker Images

Connection to 10.2.14.:

Image deployed

Enter 1 username : c1ScCO

Enter J14. password

Copying docker Images

Loading docker Images

Connection to 10.2.14.

Image deplo )

Enter .". username

Enter : password

Copying docker Images

Loading docker Images

Con -Ltlun to 10. '

Image deployed ¢ L1

The namespace used for deployment is profiler do you want to change -Y/N-: y

7.  Ifyou do not want to deploy image in all worker nodes, then type N and press the Enter button. Type
IP, username and password of the worker node if you want to deploy image in any specific node.

Enter storage class name: csi-hxcsi-default

Do you want to deploy profller lmage in all worker nodes(recommended) -Y/N-: n
Enter wcrkernode ip : 1 1

Enter 1 : ? username : cisco

Enter 1 1 password :

Copying docker Images

L .ng docker Images

Connection to 10 14.252 closed.

Image deployed St ully

Do you want to deploy image in any worker node -Y/N-: n

8. Deployment Namespace: The default namespace used for deployment is profiler.

In the provided namespace, it will check if Elasticsearch and postgres pods deployed in the namespace,
if yes:

* Delete the entire namespace and deploy fresh namespace, continue to step 11.

a. If you want to delete and create a new then type Y and press the enter button. The default profiler
namespace is deleted, and the new namespace named profiler is created, type Y and press the
enter button to confirm the action.

Enter storage class name: csi-hxesi-de 1ault

Do you want to deploy recommended) -Y/N-: n
Enter workernode ip : 1 1

Enter 1€ 1 username :

Enter 10.2.14.; password :

Copying 5

ti
eployed /
Do you want to deploy image in any worker node -Y/N-: n
The ﬂdeSDECE used for deployment is profiler do you want to change -Y/N-: n
arch and Postg are running do you want to delete ns profiler-deployl and create them -Y/N-:
Thn namespace profiler-deployl will be deleted and created freshly do you want te continue -Y/N-: y

b. If you want to deploy in any other namespace type Y and type the desired namespace.
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Configuring HX Profiler for Kubernetes Environments .

-default
u want to dep in all worker nodes(recomsended) -Y/N-: n
er workernode 1
nte 1

userna
1 pass

worker node -Y/N-: n
profil
t of lower @ alphanum
Enter the name : i
Elasti

9.  Enter the new namespace name and press the Enter button.

\}

Note Namespace name requirements: lower case alphanumeric characters and "-" (dash). The name must start and
end with an alphanumeric character.

Deployment of Elasticsearch and Postgres yaml file in all nodes are created.

o
'y
must start and end with an alphanumeric chara

../Deployment_yaml_file ate_cluster_role.yaml®: clusterroles.rbac.auth

lready ex
on.k oring-clusterrole-binding-new-profiler-test created

10. At the prompt for the current UNIX password, type the password for the appadmin GUI account (default
password is password) and press the Enter button.

X password:

(current) U

Enter new UNIX password:

Retype new UNIX password:
=LIC

11. At the prompt for the new UNIX password, type your new user defined password and press the Enter
button.
I‘_C!IFI'E;HT IJrf?.‘ pas'.;wrd;
Enter new UNIX password:

new UNIX password:

12. At the prompt to retype your new UNIX password, type your new password and press the Enter button.
Now deployment of profiler will be created.
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Success
secret/secret-monitoring-auth created
persistentvolumeclaim/profiler-pvc created

deployment.apps/profiler created
service/profiler created

13. The result is the final profiler-ip with the port number. Copy the IP address and paste it in the browser
to fetch the Ul

Using the Profiler Service

The HX Workload Profiler start and stop services use the profiler service.sh command.
The following table shows the high-level steps for using the profile service.
Task

See

Starting the Profiler Service Starting the Profiler Service, on page 9

Stopping the Profiler Service

Stopping the Profiler Service, on page 10

Logging in to the Profiler

The HX Workload Profiler user interface (UI) uses system credentials for authentication.

Step 1 To access the Ul, launch a browser window and enter http://< IP:PORT NUMBER > or http://<

IP:PORT NUMBER > or http://< IP:PORT NUMBER >/profiler/index.html or http://<
IP:PORT NUMBER >/profiler/index.html, wherethe IP:PORT_NUMBER is the output of deployment script.

The HX Profiler UI appears:
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aifnafi.
CISC0O

HX PROFILER

Sign In

User hame *

Step 2 When prompted, log in to the UI with the following credentials:
User name: monitoring

Password: <new password set during the deployment workflow>

Step 3 You can use the User Preference option in the top right corner of the UI to configure L anguage or Theme.

User Preference

Language
English

Click Cancel or Save to continue.

Step 4 When finished, you can end the user session by clicking L ogout at the top right of the page.

Starting the Profiler Service

To start the profiler service run the below commands inside profiler pod:
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Run the following command: sh podscript.sh.

Stopping the Profiler Service

Complete the following steps inside profiler pod to stop the profiler service:

Step 1 Run the following command: cd profiler scripts/.

Step 2 Run the following command: sudo sh profiler service.sh stop.

Locating the Kubernetes Application Logs

You can find HX Workload Profiler logs in the following locations:

Table 1: Application Logs

Log Path

Server /home/monitoring/monitor/server.log

Controller /home/monitoring/controller/logs/*

Monitor /home/monitoring/monitor/monitor/monitor.log

l Cisco HyperFlex Workload Profiler for Kubernetes



CHAPTER 3

Configuring and Using the Profiler Application

» Adding a Server to the Profiler, on page 11

» Starting Data Profiling, on page 13

» Downloading Profiling Results, on page 15

* Viewing Data Collections from Servers, on page 16

Adding a Server to the Profiler

Adding a Server to the Profiler

At the first login following installation of HX Workload Profiler, you are redirected to the landing page where
you can find the + Add Workload option on the top right corner of the page. You can select Kubernetes, then
you can add multiple Kubernetes nodes.

To calculate the metrics for a host, the Profiler captures the metrics for all the Containers on the Nodes. You
then need to select the worker nodes to be profiled. By default, all the worker nodes are selected.

The workflow includes:

* General tab: Records your Kubernetes node details and then connects to the Kubernetes. If the connection
succeeds, the Next button displays enabling you to select the profiling settings.

* Profiling Setting tab:, which provides:
* Profile Name: for specifying the name of the profile which must be unique.

* Profile period: for specifying the period of profiling. Default value is 7days and the minimum value
is lday.

* Polling Interval: for specifies the frequency for which polling should occur.
* Quick Profile: for a quick estimate

* Detailed Profile: for detailed end-to-end profile results.

Step 1 Log in to the Profiler. See Logging in to the Profiler, on page 8.
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. Adding a Server to the Profiler

Step 2

bl WX Profiler

Select Host Infrastructure Type

abatretes

Configuring and Using the Profiler Application |

Follow the steps provided to enter values for the following options:

ltem Description

Kubernetes Server Name Name of the Kubernetes Server you are adding.

User Name Name of the user as part of the login credentials for the Kubernetes Server.

Password The password set as part of the login credentials for the Kubernetes Server.

Polling Interval The interval at which you want polling to occur. The default is 20 seconds. You can
change the interval to between 20-120 seconds, based on the number of hosts and
Containers being polled in that Kubernetes Server.

feitey

il WX Profiler
Progress :
Pt ol
T General
by
@) 3 S
Ri-‘ . d
Profiing Settings
Chaiter Dtady
iube-profile
Mo
0218250 = 102 14:281 = 1002 18 352 =
Credantials

10214253 »
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Starting Data Profiling .

Ak W profiler WORKLOADS > Agd

Progeess.

Pr;)l-"lling Setlings

{1y
(1) Gasbral

é

Sefings

predilel

7 Days

Step 3 Click Start Profiling. The Profiler service starts automatically.
When the connection status indicates successful connection, click Next.

Step 4 On the Poll filter tab, review the hierarchy values.

Starting Data Profiling

Starting Kubernetes Data Profiling

Following the successful addition of a Kubernetes Server, the new Kubernetes Server displays on the Data
Inventory (home) page. You configure the profiling attributes by providing the profile name and duration.

Table 2: Profiling Operation Options

Item Description

Delete (trash can) Deletes a previously added Kubernetes Server.

Edit (pen) Edit Kubernetes Server properties to add or remove hosts for polling.
Stop ( || symbol) Stops the profiling so you can resume it later.

Reset (refresh symbol) Performs a reset operation, which creates a new profile and starts

polling. When you trigger reset, the profiler stops the active/running
profile and creates a new one. A prompt asks for confirmation.

View Collection Opens the View Collection page so you can browse through the

collected data as part of the profiling to review the HOST and Container
level data.

Polling starts as soon as you enter the profiler name, days, and polling period.
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. Starting Kubernetes Data Profiling

Step 1

Step 2

Step 3
Step 4
Step 5

In the dialog that displays, perform the following steps:

a) Enter a name for the profile.

b) Select a duration value from the Profiling Period down-drop list.
¢) Click Ok.

Ak W profiler

Progeress iy
e il y
BN Profiling Settings
(1) Gemerat ‘\,\% At prodie et posing
Vo o ']
Sefings
prodilel
7 Days * &8

Ak W profiler WORKLOADS

Hubwmetes kubepiefie @ o

& Resubie 4 4882 ) InProgress

¥ NOtREMCNIZN O e i 36 170 18

Following successful profile creation, the Profiler begins polling the selected hosts and all the Containers on those hosts.
When the polling starts, the data collector runs as a background process. The Datacenter Inventory page displays information
about the hosts and polling, showing number of hosts and the status of the polling.

(Optional) To stop an in-progress profiling operation so you can resume it later, see Stopping the Profiler Service, on
page 10.

(Optional) To stop an in-progress profiling operation, click Reset. You can then start a new one.
(Optional) To browse through the collected data, see Viewing a Kubernetes Collection, on page 20.

(Optional) To download profiling data, see Downloading Kubernetes Profiling Results, on page 15.
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Downloading Profiling Results .

Downloading Profiling Results

Downloading Kubernetes Profiling Results

Step 1 On the Datacenter Inventory page, locate and select the profile whose data you want to download.
Step 2 Use the Download option to select one of the following:
Option Description

All Data Collection

Downloads summary, time series, and CVS for both the host and Container

Summary Report for HxSizer
Upload

Collects information from Kubernetes cluster. The download provides the output
in CSV format and can be directly uploaded to the Compute and Capacity
Workload of HxSizer.

Profiler Sample Data

Downloads the sampled data for the selected profile in the following formats:

* Summarized host data (CVS)
* Summarized Container data (CVS)
* Time series data of host (zipped CSV file)

* Time series data of Container (zipped CSV file)

Profiler Summary PDF

PDF download

el HX Profiler i (ALY

+Add Worklad

Step 3 You can still download the profiling results when viewing the compute, storage, and network data of various hosts and
Containers by clicking on the Download button on the top right corner of the UL
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» Kuperneies - mdeeneiest ol

e heschabie 4 27 In Progres

Aggregate Compule & Storage Dynamic Metrics ©

Viewing Data Collections from Servers

Viewing Data Collections from Kubernetes Server

The View Collection page has five tabs at the top left of the page, Overview, Host Compute Metrics, Host
Storage Metrics, Container Compute Metrics, Container Storage Metrics. When clicked, they show summary
data described in this section. The View Collection page also provides the summarized data for Compute
Summary and Storage Summary of individual node and Containers. You can also fetch the data for specific
period of profiling using the predefined filter present on the top right corner of the page with the minimum
being 30minutes or the user can also use the timeline to select the time period. The following sections describe
summary data that appears in each tab and view through filter tool use.

e MX Profiler WKL CADS

& Reachatis 4 12 Frogrenn
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Viewing Data Collections from Kubernetes Server .

cnce  HX Profiler WORMLOADS > DLDWTWEbES - kubdmietiest 251

Kulspialed bttt 141

o Rppchadie 4 27 ) WP

St Reacrasie O

Aggregate Compule & Storage Dynamic Metrics ©

“autl HX Profiler S 3 Nuberneles - ubemetes] cis]

Table 3: Host View Filter Options

ltem Description

Aggregation Filters to view the summarizations based on peak or average selections.
Your selection determines the display of the table metrics and trends. The
summarized values represent the following:

* Peak: Peak value of all the metrics in the selected interval

* Average: Averages of all the values in the selected interval

You can filter Host metrics using the search option by host name only. For Container metrics, you can filter
with the Container name, using the search option.
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ek WX Profiler WORKLGADS > Kubermeles - kubermsterl cizl

“autl HX Profiler

Agoregale Medncs [ ATComaners Seacieg

Host and Container Summarized Metrics

Based on your time period and parameters selections, the Profiler computes and populates the compute and
storage metrics. Metrics display for the following values:

Host View Compute Table
» Host Name
* Processor Type
* Clock (GHz)
* #Physical Cores
» CPU Util (%)
* RAM (GB)
* RAM Util (GB)
* Network Throughput- Rx (MBps)
* Network Throughput- Tx (MBps)

Host View Storage Table
* Provisioned Capacity (TB)
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* Used Storage Capacity (TB)
* Read Throughput (MBps)

» Write Throughput (MBps)

* Read (%)

* Write (%)

* Read IOPS

» Write IOPS

* Read Latency (ms)

* Write Latency (ms)

Container View Compute Table

* Container Name

* Clock (GHz)

» #Physical Cores

» CPU Util (%)

* RAM (GB)

* RAM Util (GB)

* Network Throughput- Rx (MBps)
* Network Throughput- Tx (MBps)

Container View Storage Table
* Container Name
* Disk Capacity (GB)
* Disk Used (GB)
* Read Throughput (MBps)
» Write Throughput (MBps)
* Read (%)
» Write (%)
* Read IOPS
* Write IOPS
* Read Latency (ms)

* Write Latency (ms)

Host and Container Trends
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. Viewing a Kubernetes Collection

The View Collection page provides trend charts and an overview of various parameters at a host level and
Container level for both compute and storage parameters. The overview provides information aggregate
storage and compute matrix along with a 30-day sizing summary. You can view the trend charts by selecting
the host or the Container from the table.

Metrics for the following values display in the trend charts:
Host View Compute Trends

* RAM Utilization (GiB)

* Receive Rate (MBps)

* Transmit Rate (MBps)

Container View Compute Trends
* RAM Utilization (GB)
* Receive Rate (Mbps)
* Transmit Rate (Mbps)

Host and Container View Storage Trends

* Read Throughput (MBps)

* Write Throughput (MBps)

* Read Ratio

» Write Ratio

* Read IOPS

* Write IOPS

* Read Latency (ms)

» Write Latency (ms)

Viewing a Kubernetes Collection

Step 1
Step 2

Step 3

Step 4

You can also use the filter and search tool in the Hosts and Container views to display only those Hosts and
Containers that you want to see.

In the Datacenter Inventory page, click View Collection to browse through the collected data.

In the View Collection page, select between Host Compute Metrics, Host StorageM etrics, Container Compute
Metrics or Container Storage Metrics.

In the Select Containerstab, select or unselect the toggle switch for the Containers you want to view, then click Next.
All Containers are selected by default.

To view data for a different time period, select from the options in the top right corner with the default minimum value
of 30 minutes. Use the time slider above the fixed time period selection to view data for a specific time range from the
selected time period.
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CHAPTER 4

Monitoring Approach

» Download Quick Profile (30-Days) Kubernetes Host Summary Statistics and Data , on page 23
* Profiler Data Collection Architecture, on page 23
* Performing Profiler Clean-up, on page 24

Download Quick Profile (30-Days) Kubernetes Host Summary
Statistics and Data

You can download the Quick Profile (30-days) Kubernetes Host Summary statistics/data report from the
Profiler Home page > Download Results option.

Report characteristics:

* Includes Container/host level compute and storage capacity metrics
* Does not include deep storage or compute metrics or metrics for individual Containers

* Data downloads in CSV format and can be uploaded to the Compute and Capacity workload in the HX
Sizer tool

Profiler Data Collection Architecture

Understanding the Kubernetes Profiler Data Collection Architecture

The Profiler connects to Kubernetes server using the root admin credentials.
Architecture characteristics:

* The Profiler directly collects the Kubernetes server Inventory information (Clusters, Hosts, Containers,
and basic metrics) and the compute metrics from Kubernetes server itself.

* The Profiler also collects deep storage metrics for each Container and aggregates these metrics at a
host-level.

» The Kubernetes server does not directly maintain deep storage metrics. The Profiler software invokes
Kubernetes server to fetch this data from each individual host (using vSCSI) to obtain detailed data for
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each Container. The Profiler then summarizes the data from all Containers to build a host-level summary.
For example, the software obtains maximum, minimum, and average values for metrics, such as latency,
where as IOPS (Total Blocks/Interval) and throughput (Total Bytes/Interval) are average values only.

Performing Profiler Clean-up

Performing Kubernetes Profiler Container Clean-up

After you complete your profiling activities, follow the best practice of performing the Profiler Pod clean-up
to achieve a thorough shutdown and exit of the Profiler.

Step 1 Download the profiled data with the following steps:

a) Launch the Profiler application.
b) Download the data (CSV format) from the Home page. See Downloading Kubernetes Profiling Results, on page 15.
¢) Save the CSV for further analysis.

Step 2 Delete the namespace if it is no longer required to profile the data for the environment.
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CHAPTER 5

Troubleshooting

* Troubleshooting, on page 25

Troubleshooting

Troubleshooting Section for Kubernetes
1. If'the selected hosts are not reachable, then perform the following steps:

* Check the connection status of the hosts in Kubernetes.

» Make sure all the selected hosts connection status is Ready.

2. Ifyou forgot the Profiler Pod password, then perform the following step:

* Delete the old deployed namespace and redeploy the new one.
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