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            Introduction

            
               This guide provides instructions on how to install and configure Cisco HyperFlex Systems on Microsoft Hyper-V.
               

               To install Cisco HyperFlex Systems on VMware ESXi, refer to the installation guides available at: https://www.cisco.com/c/en/us/support/hyperconverged-systems/hyperflex-hx-data-platform-software/products-installation-guides-list.html

               To install Cisco HyperFlex Systems for Edge (Remote and branch offices), refer to the deployment guides available at: https://www.cisco.com/c/en/us/support/hyperconverged-systems/hyperflex-hx-data-platform-software/products-installation-and-configuration-guides-list.html
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            Guidelines and Limitations

            
               For best experience with Microsoft Hyper-V installation, you must follow the specific guidelines listed below.

               
                  
                  	
                     
                     Use UCSM 4.0.1i with Cisco HyperFlex System installations for Hyper-V, Release 4.5.

                     
                  

                  	
                     
                     Adding HyperFlex nodes to Microsoft System Center 2016 Virtual Machine Manager (Windows VMM 2016) evaluation version will
                        cause errors. Refer to Microsoft help article for a resolution for this issue.
                     

                     
                  

                  	
                     
                     The following features are NOT supported in the current release:

                     
                     
                        	
                           
                           SED Drives

                           
                        

                        	
                           
                           Native Replication

                           
                        

                        	
                           
                           Cisco HyperFlex Edge

                           
                        

                        	
                           
                           Stretched Clusters

                           
                        

                        	
                           
                           Intersight-based deployment

                           
                        

                        	
                           
                           LAZ and scale beyond 8 nodes

                           
                        

                        	
                           
                           HX M4 Hardware

                           
                        

                        	
                           
                           Shared VHDX / VHD Sets
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            Deploying VMs on a Hyper-V cluster

            
               Deploying VMs on a Hyper-V cluster is a multi-step process as described below:

               
                  	
                     
                     Install Remote Server Administration Tools (RSAT) on the management station/host—You must install administrator tools such as Hyper-V Manager and Failover Cluster Manager as features Server Manager. For
                        more information see, Install RSAT tools on the Management Station or Host.
                     

                     
                  

                  	
                     
                     Manage VMs—Connecting to all the Hyper-V nodes in the HX cluster and creating new VMs can be accomplished using either Hyper-V Manager
                        or Failover Cluster Manager. For more information see, Creating VMs using Hyper-V Manager.
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            Overview

            
               You can add converged or compute-only nodes to expand a Hyper-V cluster. Below is the list of supported converged and compute-only
                  nodes in Hyper-V clusters.
               

               
                  	
                     
                     Converged Nodes—HX220c M5, HX240c M5, HX220c AF M5, HX240c AF M5
                     

                     
                  

                  	
                     
                     Compute-only Nodes—B200 M5, B200 M4 Blade Servers, and C220 M5 C-Series Rack Servers
                     

                     
                  

               

               The following procedure describes adding compute-only nodes to expand a Hyper-V cluster. This expansion workflow includes Windows OS installation and is not performed as part
                  of cluster creation using HX Installer. To expand Hyper-V clusters with converged nodes, refer to Cluster Expansion—Converged Nodes.
               

            

         
      

   
      
         
            Procedure Overview

            
               The Hyper-V cluster expansion procedure for adding UCS M5 Blade Servers (M.2 SATA) Or M4 Blade Servers (Local SAS Drives) consists of the following sequence of tasks:
               

               
                  
                  	
                     
                     
                  

                  	
                     
                     Cisco UCS Manager Configuration

                     
                  

                  	
                     
                     Microsoft OS Installation

                     
                  

                  	
                     
                     Hypervisor Configuration, HXDP Software Installation and Cluster Expansion

                     
                  

                  	
                     
                     Perform the following post installation steps:

                     
                     
                        	
                           
                           Configuring a Static IP Address for Live Migration and VM Network

                           
                        

                        	
                           
                           (Optional) Post Installation Constrained Delegation

                           
                        

                        	
                           
                           Configure Local Default Paths

                           
                        

                        	
                           
                           Checking the Windows Version on the Hyper-V Host
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               The Hyper-V cluster expansion procedure for UCS B200 M4 blade servers with Fibre Channel storage boot option consists of the following sequence of tasks:
               

               
                  	
                     
                     
                  

                  	
                     
                     Step 1—Cisco UCS Manager Configuration

                     
                  

                  	
                     
                     Microsoft Windows OS Installation

                     
                  

                  	
                     
                     Step 3—Hypervisor Configuration, HX Data Platform and Cluster Deployment

                     
                  

                  	
                     
                     Perform the following post installation steps:

                     
                     
                        	
                           
                           Configuring a Static IP Address for Live Migration and VM Network

                           
                        

                        	
                           
                           (Optional) Post Installation Constrained Delegation

                           
                        

                        	
                           
                           Configure Local Default Paths

                           
                        

                        	
                           
                           Checking the Windows Version on the Hyper-V Host
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            Rack Cisco HyperFlex Nodes

            
               For details on the HyperFlex cluster and node limits, see Cisco HX Data Platform Storage Cluster Specifications in the latest version of the Release Notes for Cisco HX Data Platform.
               

               For details on the installation of Cisco HyperFlex nodes, refer to respective links from the following table:

               
                  
                  
                     
                     
                  
                  
                     
                        	
                           
                           Type of Node To Be Installed

                           
                        
                        	
                           
                           Reference

                           
                        
                     

                  
                  
                     
                        	
                           
                           Converged Nodes

                           
                        
                     

                     
                        	
                           
                           HyperFlex HX220c M5 Nodes

                           
                        
                        	
                           
                           Cisco HyperFlex HX220c M5 Node Installation Guides

                           
                        
                     

                     
                        	
                           
                           HyperFlex HX240c M5 Nodes

                           
                        
                        	
                           
                           Cisco HyperFlex HX240c M5 Node Installation Guides

                           
                        
                     

                  
               

            

         
      

   
      
         
            Setting Up the Fabric Interconnects

            
               Configure a redundant pair of fabric interconnects for high availability. Connect the two fabric interconnects directly using
                  Ethernet cables between the L1 and L2 high availability ports. Connect Port L1 on fabric interconnect A to port L1 on fabric
                  interconnect B, and Port L2 on fabric interconnect A to port L2 on fabric interconnect B. This allows both the fabric interconnects
                  to continuously monitor the status of each other. 
               

               Verify and obtain the following information before connecting the fabric interconnects. 

               
                  
                  
                     
                     
                  
                  
                     
                        	 
                           				  
                           Item 
                              				  
                           
 
                           				
                        
                        	 
                           				  
                           Description 
                              				  
                           
 
                           				
                        
                     

                  
                  
                     
                        	 
                           				  
                           Verify the physical connections of the fabric interconnects. 
 
                           				
                        
                        	 
                           				  
                           
                              	 
                                 						
                                 Console port for the first fabric interconnect must be physically connected to a computer or console server. 
 
                                 					 
                              

                              	 
                                 						
                                 Management Ethernet port (mgmt0) must be connected to an external hub, switch, or router. 
 
                                 					 
                              

                              	 
                                 						
                                 L1 ports on both the fabric interconnects must be directly connected to each other. 
 
                                 					 
                              

                              	 
                                 						
                                 L2 ports on both the fabric interconnects must be directly connected to each other. 
 
                                 					 
                              

                           
 
                           				
                        
                     

                     
                        	 
                           				  
                           Verify console port parameters on the computer terminal. 
 
                           				
                        
                        	 
                           				  
                           
                              	 
                                 						
                                 9600
                                    						  baud 
                                    						
                                 
 
                                 					 
                              

                              	 
                                 						
                                 8 data
                                    						  bits 
                                    						
                                 
 
                                 					 
                              

                              	 
                                 						
                                 No parity 
 
                                 					 
                              

                              	 
                                 						
                                 1 stop
                                    						  bit 
                                    						
                                 
 
                                 					 
                              

                           
 
                           				
                        
                     

                     
                        	 
                           				  
                           Obtain information for initial setup. 
 
                           				
                        
                        	 
                           				  
                           Collect
                              					 the following information for initial setup: 
                              				  
                           
 
                           				  
                           
                              	 
                                 						
                                 System
                                    						  name 
                                    						
                                 
 
                                 					 
                              

                              	 
                                 						
                                 Password for admin account 
                                    						
                                 
 
                                 					 
                              

                              	 
                                 						
                                 Three
                                    						  static IP addresses 
                                    						
                                 
 
                                 					 
                              

                              	 
                                 						
                                 Subnet
                                    						  mask for three static IP addresses 
                                    						
                                 
 
                                 					 
                              

                              	 
                                 						
                                 Default gateway IP address 
                                    						
                                 
 
                                 					 
                              

                              	 
                                 						
                                 DNS
                                    						  server IP address 
                                    						
                                 
 
                                 					 
                              

                              	 
                                 						
                                 Domain
                                    						  name for the system 
                                    						
                                 
 
                                 					 
                              

                           
 
                           				
                        
                     

                  
               

               Both fabric interconnects must go through the same setup process. Set up the primary fabric interconnect and enable for cluster
                  configuration. When you use the same process to set up the secondary fabric interconnect, it detects the first fabric interconnect
                  as a peer. 
               

            

            
            
               
                  	Configure the Primary Fabric Interconnect Using GUI

                  	Configure the Subordinate Fabric Interconnect Using GUI

               

            
            
         
      

   
      
         
            Full Cisco Trademarks with Software License

            
               
                  
                  THE SPECIFICATIONS AND INFORMATION REGARDING THE PRODUCTS IN THIS
                     MANUAL ARE SUBJECT TO CHANGE WITHOUT NOTICE. ALL STATEMENTS, INFORMATION, AND
                     RECOMMENDATIONS IN THIS MANUAL ARE BELIEVED TO BE ACCURATE BUT ARE PRESENTED
                     WITHOUT WARRANTY OF ANY KIND, EXPRESS OR IMPLIED. USERS MUST TAKE FULL
                     RESPONSIBILITY FOR THEIR APPLICATION OF ANY PRODUCTS. 
                     
                  

                  
                  THE SOFTWARE LICENSE AND LIMITED WARRANTY FOR THE ACCOMPANYING PRODUCT
                     ARE SET FORTH IN THE INFORMATION PACKET THAT SHIPPED WITH THE PRODUCT AND ARE
                     INCORPORATED HEREIN BY THIS REFERENCE. IF YOU ARE UNABLE TO LOCATE THE SOFTWARE
                     LICENSE OR LIMITED WARRANTY, CONTACT YOUR CISCO REPRESENTATIVE FOR A COPY. 
                     
                  

                  
                  The Cisco implementation of TCP header compression is an adaptation of
                     a program developed by the University of California, Berkeley (UCB) as part of
                     UCB's public domain version of the UNIX operating system. All rights reserved.
                     Copyright © 1981, Regents of the University of California.
                     
                  

                  
                  NOTWITHSTANDING ANY OTHER WARRANTY HEREIN, ALL DOCUMENT FILES AND
                     SOFTWARE OF THESE SUPPLIERS ARE PROVIDED “AS IS" WITH ALL FAULTS. CISCO AND THE
                     ABOVE-NAMED SUPPLIERS DISCLAIM ALL WARRANTIES, EXPRESSED OR IMPLIED, INCLUDING,
                     WITHOUT LIMITATION, THOSE OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE
                     AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING, USAGE, OR TRADE
                     PRACTICE. 
                     
                  

                  
                  IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT,
                     SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT LIMITATION,
                     LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO
                     USE THIS MANUAL, EVEN IF CISCO OR ITS SUPPLIERS HAVE BEEN ADVISED OF THE
                     POSSIBILITY OF SUCH DAMAGES. 
                     
                  

                  Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be actual addresses and phone
                     numbers. Any examples, command display output, network topology diagrams, and other figures included in the document are shown
                     for illustrative purposes only. Any use of actual IP addresses or phone numbers in illustrative content is unintentional and
                     coincidental.
                  

                  
                  All printed copies and duplicate soft copies of this document are considered uncontrolled. See the current online version
                     for the latest version.
                     
                  

                  
                  Cisco has more than 200 offices worldwide. Addresses and phone numbers are listed on the Cisco website at www.cisco.com/go/offices.

                  
               
               
                  
                   Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its
                     affiliates in the U.S. and other countries. To view a list of Cisco
                     trademarks, go to this URL: https://www.cisco.com/c/en/us/about/legal/trademarks.html. Third-party trademarks mentioned are the
                     property of their respective owners. The use of the word partner
                     does not imply a partnership relationship between Cisco and any
                     other company. (1721R)
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