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New and changed information
The following table provides an overview of the significant changes up to this current release. The
table does not provide an exhaustive list of all changes or of the new features up to this release.

Release Version Feature Description

Nexus Dashboard
4.1.1

Improved
navigation and
workflow when
connecting
multiple fabrics

Beginning with Nexus Dashboard 4.1.1, the navigation and
workflow when connecting multiple fabrics in Nexus
Dashboard have been enhanced.
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Grouping fabrics and clusters
There are several ways to group fabrics and clusters together in Nexus Dashboard:

• Grouping fabrics

• Grouping clusters

Grouping fabrics
The method that you use to group fabrics together differs depending on the type of fabric:

• NX-OS fabrics:

◦ You can use fabric groups to create groups of VXLAN fabrics to form a VXLAN fabric group,
or to support logical groups of LAN or IPFM fabrics for simplified management. For more
information, see Create fabric groups.


You cannot group ACI fabrics together into fabric groups. See the ACI
fabrics bullet below for information on grouping ACI fabrics.

◦ You can also establish inter-fabric connectivity using an Inter-Fabric link type through
Connectivity > Links in your NX-OS fabric. You can then choose how you want to establish
inter-fabric connectivity, such as connecting two NX-OS fabrics together using inter-fabric
links with MACsec or establishing inter-fabric connectivity using VRF Lite, where you would
use VRF Lite to establish external connectivity from a LAN fabric to an external Layer 3
domain. For more information, see Create inter-fabric links.

• ACI fabrics: You can use the Orchestration feature through Nexus Dashboard to connect multiple
ACI fabrics together, and consolidate and deploy tenants, along with network and policy
configurations, across multiple ACI fabrics. For more information, see Connecting Multiple ACI
Fabrics and Working with Orchestration.

Grouping clusters
You can use either of these methods to group clusters together:

• Multi-cluster connectivity: You can establish connectivity between multiple Nexus Dashboard
and APIC clusters for ease of access to all the clusters, as well as access to any of the fabrics
running on any of the connected clusters. For more information, see Connecting Clusters.

• Multi-cluster fabric groups: You can create groups of VXLAN fabrics to form a multi-cluster
fabric group where VXLAN fabrics span across clusters for simplified management. For more
information, see Create multi-cluster fabric groups.
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Connecting multiple ACI fabrics through the
Orchestration page
Use the Orchestration feature through Nexus Dashboard to:

• Connect multiple ACI fabrics together

• Consolidate and deploy tenants, along with network and policy configurations, across multiple ACI
fabrics

 The Orchestration feature is available only for ACI fabrics.

Prerequisites
Before you can use the Orchestration feature, you must first make these configurations:

1. Add the necessary ACI fabrics to your Nexus Dashboard cluster.

2. In the License tier field, set the licensing tier for the ACI fabric to either Advantage or Premier.

3. In the Enabled features field, put a check in the check box next to Orchestration for the ACI
fabric.

See Connecting Clusters and Editing ACI Fabric Settings for more information.

Navigate to the Orchestration page
To navigate to the Orchestration page, click Manage > Orchestration. Any issues with fabric
connectivity will be displayed as errors at the top of the Orchestration page.

Understanding the Orchestration page
These tabs are available in the Orchestration page:

• Overview

• Tenants

• Tenant Templates

• Fabric Templates

Overview

The Overview page displays this information:

• Summary:

◦ Fabrics with Associated Templates: Displays the number of fabrics with associated
templates. Click in the tile to bring up a slide-in pane with additional information on the fabrics
with associated templates.

◦ Tenants: Displays the number of tenants.
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▪ Click in the tile to navigate directly to the Tenants tab in the Orchestration page.

▪ Click View Statistics to navigate directly to the Tenants area in the Overview page.

◦ In-Sync Templates: Displays the number of in-sync templates.

▪ Click in the tile to bring up a slide-in pane with additional information on the in-sync
templates.

▪ Click View Statistics to navigate directly to the Templates area in the Overview page.

◦ Out-of-Sync Templates: Displays the number of out-of-sync templates.

▪ Click in the tile to bring up a slide-in pane with additional information on the out-of-sync
templates.

▪ Click View Statistics to navigate directly to the Templates area in the Overview page.

◦ Unassociated Templates: Displays the number of unassociated templates.

• Tenants: Displays the total number of tenants and the corresponding number of policies deployed
to each tenant.

◦ Click View Tenants to navigate directly to the Tenants tab in the Orchestration page.

◦ Change the information displayed in the Tenants area by clicking the By Policy, By
Templates, or By Fabrics options.

• Templates: Displays the total number of templates configured. Change the information displayed
in the Templates area by clicking the By Type, By Status, or By State options.

Tenants

Tenants presents a list of tenants in tabular form with operational information. You can filter or sort
the table using the attributes, such as:

• Name

• Description

• Assigned To Fabrics

• Assigned To Users

• Assigned to Templates

You can perform these actions on tenants:

• For already-created tenants, click the ellipsis (…) in the last column of the table to edit a tenant.

• Click Import Tenants to import existing tenants.

• Click Create Tenant to create a new tenant.

For more information on tenants, see Tenants and Tenant Policies Templates for ACI Fabrics.

Tenant Templates

Tenant Templates allows you to configure templates. These template types are supported:

• Applications: This tab shows a table of schemas, you can filter or sort the table using the
attributes like templates that are deployed, tenants, and policies associated with the schema. The
ellipsis (…) on the last column of the table allow you to Edit, Delete, and Clone the schema. You
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can add a new schema using the Add Schema button. You can select an individual schema for an
overview of the schema.

For more information, see Schemas and Application Templates for ACI Fabrics.

• L3Out: This tab shows a tabular deployment status of the L3Out templates. You can filter or sort
the table using the attributes like status, name, tenant, fabrics, and policies. The three dots on the
last column of the table allow you to Edit or Delete the L3Out template. You can add a new L3Out
template using the Create L3Out Template button. You can select each individual template to get
a summary of the template. You can edit or deploy the template using the appropriate buttons
under the summary. Action menu has options to perform fabric or template level actions.

For more information, see External Connectivity (L3Out) for ACI Fabrics.

• Monitoring Policies: Allows you to create and edit monitoring policies templates.

For more information, see Fabric Management Templates for ACI Fabrics.

• Service Device: This tab shows a tabular deployment status of the service device template. You
can filter or sort the table using the attributes like status, name, tenant, fabrics, and policies. The
ellipsis (…) on the last column of the table allow you to Edit or Delete the service device template.
You can add a new Service Device template using the Create Service Device Template button.
You can select each individual template to get a summary of the template properties along with
each fabric deployed.

For more information, see:

◦ Inter-Fabric L3Out with PBR for ACI Fabrics

◦ Inter-Fabric Transit Routing with PBR for ACI Fabrics

◦ vzAny with PBR for ACI Fabrics

• Tenant Policies: This tab shows a tabular deployment status of the tenant policy template. You
can filter or sort the table using the attributes like status, name, tenant, fabrics, and policies. The
three dots on the last column of the table allow you to Edit or Delete the tenant policy template.
You can edit or deploy the template using the appropriate buttons under the Template Summary.
You can add a new tenant policy template using the Create Tenant Policy Template button.
Action menu has options to perform fabric or template level actions.

For more information, see Tenants and Tenant Policies Templates for ACI Fabrics.

Fabric Templates

Fabric Templates provides options to configure fabric policy templates:

• Fabric Policies: This tab shows a table of fabric policies. You can filter or sort the table using the
attributes like status, name, fabrics, and policies. The three dots on the last column of the table
allow you to Edit or Delete the fabric policy template. You can add a new fabric policy template
using the Create Fabric Policy Template button. You can edit or deploy the template using the
appropriate buttons under the Template Summary. Action menu has options to perform fabric or
template level actions.

• Fabric Resource Policies: This tab shows a table of fabric resource policy templates. You can
filter or sort the table using the attributes like status, name, fabrics, and policies. The three dots
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on the last column of the table allow you to Edit or Delete the fabric resource policy template. You
can add a new fabric resource policy template using the Create Fabric Resource Policy
Template button. You can edit or deploy the template using the appropriate buttons under the
Template Summary. Action menu has options to perform fabric or template level actions.

• Monitoring Access Policies: This tab shows a table of monitoring access policy templates. You
can filter or sort the table using the attributes like status, name, fabrics, and policies. The three
dots on the last column of the table allow you to Edit or Delete the monitoring access policy
template. You can add a new monitoring access policy template using the Create Monitoring
Policy Template button. You can edit or deploy the template using the appropriate buttons under
the Template Summary. Action menu has options to perform fabric or template level actions.

For more information, see Fabric Management Templates for ACI Fabrics.

Connect multiple ACI fabrics
To connect multiple ACI fabrics using the Orchestration feature:

1. Navigate to the Orchestration window.

Click Manage > Orchestration to navigate to the Orchestration window. You can view, create,
delete, and modify orchestration between fabrics in this window.

2. In the upper right corner, click Inter-Fabric Connectivity.

The Inter-Fabric Connectivity window appears.

Navigate through the Inter-Fabric Connectivity wizard to connect multiple fabrics.

• 1. Fabrics

• 2. Fabric Details

• 3. Switch and Interface details

• 4. Summary

1. Fabrics

A fabric group is created automatically with the fabrics shown in the Fabrics window after you have
completed these procedures. Up to 12 ACI fabrics can be interconnected.

1. Review the information provided in the Fabrics page and make modifications, if necessary.

◦ The Topology Preview area shows the ACI fabrics that will be interconnected.

▪ Click the down arrow to expand the section, if necessary.

▪ Click each ACI fabric to display a popup with additional fabric information.

◦ The Fabrics area provides a list of ACI fabrics that will be interconnected, shown in the table
with these fields:

▪ Name: Displays the name of the available fabrics.

▪ Fabric Type: Displays the fabric type for each fabric listed.

▪ Switches: Dislays the number of switches in each fabric.
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▪ ASN: Displays the ASN for each fabric.

▪ Deployment Status: Displays the deployment status for each fabric.

◦ In the General Settings area, click the down arrow to view the default settings.

The following table provides information on the default settings and additional options for each
field.

Field Description

BGP Peering
Type

• full-mesh: Default setting. All border gateway switches in each fabric
establishes peer connectivity with the remote fabrics' border gateway
switches.

In a full-mesh configuration, Nexus Dashboard uses the spine
switches for ACI fabrics and border gateways for NX-OS fabrics.

• route-reflector: The route-reflector option allows you to specify one
or more control-plane nodes where each fabric establishes MP-BGP
EVPN sessions. The use of route-reflector nodes avoids creating MP-
BGP EVPN full mesh adjacencies between all the fabrics that are
managed by the Nexus Dashboard.

For ACI fabrics, the route-reflector option is effective only for fabrics
that are part of the same BGP ASN.

Keep-Alive
Interval
(Seconds)

Applicable only for on-premises fabrics. Enter the keep-alive interval in
seconds.

We recommend keeping the default value of 60 seconds.

Hold Interval
(Seconds)

Applicable only for on-premises fabrics. Enter the hold interval in
seconds.

We recommend keeping the default value of 180 seconds.

Stale Interval
(Seconds)

Applicable only for on-premises fabrics. Enter stale interval in seconds.

We recommend keeping the default value of 300 seconds.

Graceful Restart Choose whether you want to enable the Graceful Restart option. Default
setting is enabled.

Maximum AS
Limit

Provide the Maximum AS Limit value.

We recommend keeping the default value of 0.

BGP TTL
Between Peers

Provide the BGP TTL Between Peers value.

We recommend keeping the default value of 16.

2. Click Next.

You advance to 2. Fabric Details.
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2. Fabric Details

In this window, enter the fabric-level details for each of the fabrics that will be interconnected.

1. In the Example View area, click the down arrow to see an example view of the inter-fabric
network.

2. In the Fabric Settings area, enter the required fabric-specific configuration information, if
necessary.

a. Determine if you want to refresh the configuration for any fabric listed in the Fabric Settings
area.

Refresh the configuration for a fabric if a change in that fabric needs to be brought in to Nexus
Dashboard, such as a spine switch that has been added or deleted in the fabric, a change to
an IP address, and so on.

Click the refresh icon for any fabric to refresh the configuration information for that fabric. A
popup window appears, telling you that refreshing this fabric will result in all fabric-related
connectivity information being re-imported from the fabric, and that you will lose any changes
that were not already pushed to the fabric.

▪ If you do not want to refresh the fabric, click Cancel.

▪ If you want to refresh the fabric, click the box if you also want to remove the configuration
for decommissioned spine swithes during the refresh, then click Save.

You are returned to the Fabric Settings area.

b. Determine if you are able to move forward with the inter-fabric connectivity configuration
process with the existing information.

▪ If the Next button is enabled, that means that all of the fabrics have the required
information to allow you to move forward with the inter-fabric connectivity configuration.

▪ If you are satisfied with the existing settings for each fabric, click Next.

Go to [Switch and Interface details].

▪ If you would like to review or change the configuration information for any fabric before
proceeding, continue with these procedures.

▪ If the Next button is disabled and you see a triangle with an exclamation mark next to a
fabric name in the Fabric Settings area, then there is configuration information missing for
that fabric. Click Edit on the row for that fabric in this case.

The Settings window for that fabric appears. Go to Settings for fabric-name.

Settings for fabric-name

1. Enter the necessary information to configure the fabric-level settings.

The following table provides information on the fields that are available when you edit fabric-level
settings.
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Field Description

General Settings

Enable Multi-
Fabric

Choose whether you want to enable multi-fabric. This defines whether the
overlay connectivity is established between this fabric and other fabrics.

BGP ASN Specify the BGP Autonomous System Number for the fabric.

BGP Password (Optional) Specify the BGP password for the fabric.

External Routed
Domain

(Optional) From the External Routed Domain drop-down, choose the
domain that you want to use.

Choose an external router domain that you have created in the Cisco APIC
GUI. For more information, see the Cisco APIC Layer 3 Networking
Configuration Guide specific to your APIC release.

Underlay Protocol Choose the protocol that you want to use for underlay connectivity.

• OSPF

• BGP

Overlay Multicast
TEP Address

Enter the overlay multicast tunnel end-point (TEP) IP address.

See How TEP IP addresses are used to provide connectivity between fabrics
for more information on how the three tunnel end-point (TEP) IP addresses
(Overlay Multicast TEP, Overlay Unicast TEP, and External TEP Pool) are used
to provide connectivity between fabrics.

OSPF settings

The following fields are shown if you chose OSPF in the Underlay Protocol field.

Area ID Provide the OSPF area ID.

Area Type Select the OSPF area type from the drop-down list.

The OSPF area type can be one of the following:

• nssa

• regular

OSPF Polcies The following settings are required if you are using OSPF protocol for
underlay connectivity between the fabric and the IPN. If you plan to use BGP
instead, you can skip this step. BGP underlay configuration is done at the
port level, as described in [Configure spine switches].

You can either click an existing policy (for example, msc-ospf-policy-default
) to modify it or click +Add policy to add a new OSPF policy. If you are
adding a new policy, go to Add policy for more information.

SR-MPLS Settings

SR-MPLS
Connectivity

Choose whether you want to enable SR-MPLS connectivity for the fabric.

If the fabric is connected through an MPLS network, enable the SR-MPLS
Connectivity knob and provide the Segment Routing global block (SRGB)
range in the following fields.
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Field Description

SRGB Range
Minimum

Field available if you enable the SR-MPLS Connectivity field. The Segment
Routing Global Block (SRGB) is the range of label values that are reserved for
Segment Routing (SR) in the Label Switching Database (LSD). These values
are assigned as segment identifiers (SIDs) to SR-enabled nodes and have
global significance throughout the domain.

The default range is 16000-23999.

If you enable MPLS connectivity for the fabric, you need to configure extra
settings as described in Multi-fabric and SR-MPLS L3Out handoff for ACI
fabrics.

Maximum

Domain ID Base Field available if you enable the SR-MPLS Connectivity field. The Domain ID
Base enables the BGP Domain-Path feature. For more information, see the
Cisco APIC Layer 3 Networking Configuration Guide.

If you choose to provide a value in this field to enable the Domain-Path
feature, ensure that you use a unique value for each SR-MPLS fabric in your
Multi-Fabric domain, which will be specific to this ACI fabric.

Pod settings

The following fields are available for each pod shown in the Pod settings area.

Overlay Unicast
TEP

Add the overlay unicast TEP for the Pod.

This IP address is deployed on all spine switches that are part of the same
Pod and is used for sourcing and receiving VXLAN encapsulated traffic for
Layer2 and Layer3 unicast communication. See How TEP IP addresses are
used to provide connectivity between fabrics for more information on how
the three tunnel end-point (TEP) IP addresses (Overlay Multicast TEP,
Overlay Unicast TEP, and External TEP Pool) are used to provide connectivity
between fabrics.
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Field Description

External TEP
Pools

Lists the configured external TEP pools. The external routable TEP pools are
used to assign a set of IP addresses that are routable across the IPN to APIC
nodes, spine switches, and border leaf nodes. This is required to enable
Multi-Fabric architecture. See How TEP IP addresses are used to provide
connectivity between fabrics for more information on how the three tunnel
end-point (TEP) IP addresses (Overlay Multicast TEP, Overlay Unicast TEP,
and External TEP Pool) are used to provide connectivity between fabrics.

External TEP pools previously assigned to the fabric on APIC are
automatically inherited by Nexus Dashboard and displayed in the GUI when
the fabric is added to the Multi-Fabric domain.

• Click the pencil icon on any already-configured external TEP pool to edit
that entry.

• Click the trashcan icon on any already-configured external TEP pool to
delete that entry.

• Click + Add TEP Pool to add an external routable TEP pool.

The Add TEP Pool window appears. In the Add TEP Pool window,
specify the External TEP Pool that you want to configure for that fabric
and the Reserved Address Count. For the TEP pool, provide the subnet
and the subnet mask, for example 192.168.111.0/24.



Ensure that the TEP pool that you are adding does not
overlap with any other TEP pools or fabric addresses. You
can configure multiple disjointed TEP pools, so you do not
have to specify a large TEP pool from the beginning.

SR-MPLS L3Outs Displayed if you enabled the SR-MPLS Connectivity option above. Lists the
configured SR-MPLS L3Outs.

• Click the pencil icon on any already-configured SR-MPLS L3Out to edit
that entry.

• Click the trashcan icon on any already-configured SR-MPLS L3Out to
delete that entry.

• Click + Add SR-MPLS L3Out to add an SR-MPLS L3Out.

The Add SR-MPLS L3Out window appears. Go to Add SR-MPLS L3Out.

2. Click Next if you have completed the fabric-level settings and the Next option is enabled.

Go to 3. Switch and Interface details.

Add policy

In the Add/Update Policy window, specify the following:

1. In the Policy Name field, enter the policy name.
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2. In the Network Type field, choose either broadcast, point-to-point, or unspecified.

The default is broadcast.

3. In the Priority field, enter the priority number.

The default is 1.

4. In the Cost of Interface field, enter the cost of interface.

The default is 0.

5. From the Interface Controls drop-down list, choose one of the following:

◦ advertise-subnet

◦ bfd

◦ mtu-ignore

◦ passive-participation

6. In the Hello Interval (Seconds) field, enter the hello interval in seconds.

The default is 10.

7. In the Dead Interval (Seconds) field, enter the dead interval in seconds.

The default is 40.

8. In the Retransmit Interval (Seconds) field, enter the retransmit interval in seconds.

The default is 5.

9. In the Transmit Delay (Seconds) field, enter the transmit delay in seconds.

The default is 1.

10. Click Save.

Add SR-MPLS L3Out

1. In the Name field, provide a name for the SR-MPLS L3Out.

2. In the MPLS QoS Policy drop-down, choose a QoS policy that you created for SR-MPLS traffic.

◦ Select the QoS policy that you created in "Create custom QoS policy for SR-MPLS" in Multi-
fabric and SR-MPLS L3Out handoff for ACI fabrics, if applicable.

◦ Otherwise, if you do not assign a custom QoS policy, the following default values are
assigned:

▪ All incoming MPLS traffic on the border leaf switch is classified into QoS Level 3 (the
default QoS level).

▪ The border leaf switch does the following:

▪ Retains the original DSCP values for traffic coming from SR-MPLS without any
remarking.

▪ Forwards packets to the MPLS network with the original CoS value of the tenant traffic
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if the CoS preservation is enabled.

▪ Forwards packets with the default MPLS EXP value (0) to the SR-MPLS network.

▪ In addition, the border leaf switch does not change the original DSCP values of the tenant
traffic coming from the application server while forwarding to the SR network.

3. In the L3 Domain drop-down, choose the Layer 3 domain.

4. Configure settings for border leaf switches and ports that are connected to the SR-MPLS
network.

You must provide information about the border leaf switches and the interface ports that connect
to the SR-MPLS network.

a. Click + Add Leaf to add a leaf switch.

b. In the Add Leaf window, select the leaf switch from the Leaf Name drop-down.

c. In the SID Index field, provide a valid segment ID (SID) offset.

When configuring the interface ports later in this section, you are able to choose whether you
want to enable segment routing. The SID index is configured on each node for the MPLS
transport loopback. The SID index value is advertised using BGP-LU to the peer router, and
the peer router uses the SID index to calculate the local label. If you plan to enable segment
routing, you must specify the segment ID for this border leaf switch.

If you must update the SID index value, you must first delete it from all SR-MPLS L3Outs in the
leaf switch and redeploy the configuration. Then you can update it with the new value,
followed by redeploying the new configuration.

d. Provide the local Router ID.

Unique router identifier within the fabric.

e. Provide the BGP EVPN Loopback address.


The BGP EVPN Loopback address must be the same for the selected leaf
switch across all SR-MPLS L3Outs in the fabric.

The BGP-EVPN loopback is used for the BGP-EVPN control plane session. Use this field to
configure the MP-BGP EVPN session between the EVPN loopback addresses of the border
leaf switch and the DC-PE to advertise the overlay prefixes. The MP-BGP EVPN sessions are
established between the BGP-EVPN loopback and the BGP-EVPN remote peer address, which
you configure in the "Add Interface" substep below.

While you can use a different IP address for the BGP-EVPN loopback and the MPLS transport
loopback, we recommend that you use the same loopback for the BGP-EVPN and the MPLS
transport loopback on the ACI border leaf switch.

f. Provide the MPLS Transport Loopback address.

The MPLS transport loopback is used to build the data plane session between the ACI border
leaf switch and the DC-PE, where the MPLS transport loopback becomes the next-hop for the
prefixes that are advertised from the border leaf switches to the DC-PE routers.
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While you can use a different IP address for the BGP-EVPN loopback and the MPLS transport
loopback, we recommend that you use the same loopback for the BGP-EVPN and the MPLS
transport loopback on the ACI border leaf switch.

g. Click Add Interface to provide switch interface details.

i. From the Interface Type drop-down, select whether it is a Layer 3 physical interface or a
port channel interface. If you choose to use a port channel interface, it must have been
already created on the APIC.

ii. Provide the interface, its IP address, and MTU size.

If you want to use a subinterface, provide the VLAN ID for the subinterface, otherwise
leave the VLAN ID field blank.



If you are creating the L3Out template on a remote leaf using a single
uplink on the fabric port, you must create Routed Sub-Interface and
select the same fabric port from Interfaces dropdown menu.
This mandates the Encap Type to VLAN and you must provide the VLAN
ID in the Encap Value field. For more information about remote leaf
switches and their configuration in APIC, see the Cisco APIC Layer 3
Networking Configuration Guide.

iii. In the BGP-Label Unicast Peer IPv4 Address and BGP-Label Unicast Remote AS
Number, specify the BGP-LU peer information of the next hop device, which is the device
that is connected directly to the interface. The next hop address must be part of the
subnet that is configured for the interface.

iv. Choose whether you want to enable an MPLS or an SR-MPLS hand-off.

v. Choose to enable the additional BGP options based on your deployment.

vi. Click the check mark to the right of the Interface Type drop-down to save the interface
port information.

h. Repeat the previous substep for all interfaces on the switch that connect to the MPLS network.

i. Click Save to save the leaf switch information.

j. Repeat this step for all leaf switches connected to the MPLS networks.

5. Configure BGP-EVPN connectivity.

You must provide BGP connectivity details for the BGP EVPN connection between the fabric’s
border leaf switch (BL) switches and the provider edge (PE) router.

a. Click +Add BGP-EVPN Connectivity.

b. In the Add MPLS BGP-EVPN Connectivity window, provide the details.

For the MPLS BGP-EVPN Peer IPv4 Address field, provide the loopback IP address of the
DC-PE router, which is not necessarily the device that is connected directly to the border leaf
switch.

For the Remote AS Number, enter a number that uniquely identifies the neighbor autonomous
system of the DC-PE. The Autonomous System Number can be in 4 byte as plain format 1-
4294967295. Keep in mind, ACI supports only asplain format and not asdot or asdot+ format
AS numbers. For more information on ASN formats, see Explaining 4-Byte Autonomous
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System (AS) ASPLAIN and ASDOT Notation for Cisco IOS document.

For the TTL field, specify a number large enough to account for multiple hops between the
border leaf switch and the DC-PE router, for example 10. The allowed range is 2-255 hops.

(Optional) Choose to enable the additional BGP options based on your deployment.

c. Click Save to save the BGP settings.

6. Click Next.

You advance to 3. Switch and Interface details.

3. Switch and Interface details

In this window, enter the switch- and interface-level details for each of the fabrics that you selected
earlier in these procedures.

This section describes how to configure spine switches in each fabric for inter-fabric connectivity.
When you configure the spine switches, you are effectively establishing the underlay connectivity
between the fabrics in your fabric group by configuring connectivity between the spines in each fabric
and the ISN.

You can choose to use OSPF, BGP (IPv4 only), or a mixture of protocols to establish underlay
connectivity, with some fabrics using OSPF and some using BGP for inter-fabric underlay
connectivity. We recommend configuring either OSPF or BGP but not both. However, if you configure
both protocols, BGP will take precedence and OSPF will not be installed in the route table.

1. In the Example View area, click the down arrow to see an example view of the inter-fabric
network.

2. In the Switch Settings area, enter the required switch-specific configuration information, if
necessary.

◦ If the Next button is enabled, that means that all of the switches have the required information
to allow you to move forward with the inter-fabric connectivity configuration.

▪ If you are satisfied with the existing settings for each switch, click Next.

Go to 4. Summary.

▪ If you would like to review or change the configuration information for any switch before
proceeding, continue with these procedures.

◦ If the Next button is disabled and you see a triangle with an exclamation mark next to a switch
name in the Switch Settings area, then there is configuration information missing for that
switch. Click Edit on the row for that switch in this case.


In order to edit switch settings, you must first add a link in the Link Settings
area; the Edit option will be grayed out for switches that do not have the
necessary link information added. See Add Link for those instructions.

The Settings window for that switch appears. Go to Edit Switch.

3. In the Link Settings area, enter the required link-specific configuration information, if necessary.
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◦ If the Next button is enabled, that means that all of the links have the required information to
allow you to move forward with the inter-fabric connectivity configuration.

▪ If you are satisfied with the existing settings for each switch, click Next.

Go to 4. Summary.

▪ If you would like to review or change the configuration information for any link before
proceeding, continue with these procedures.

◦ If the Next button is disabled and you see a triangle with an exclamation mark next to a link
name in the Link Settings area, then there is configuration information missing for that link.
Click Edit on the row for that link in this case.

The Settings window for that link appears. Go to Add Link.

Edit Switch

1. Enter the necessary information to configure the switch-level settings.

The following table provides information on the fields that are available when you edit switch-level
settings.

Field Description

Fabric This is a non-editable field. Confirm that you are in the correct fabric before
editing the configuration information for the switch in this fabric.

Pod This is a non-editable field. Confirm that you are in the correct pod before
editing the configuration information for the switch in this pod.

Switch This is a non-editable field. Confirm that you are editing the configuration
information for the appropriate switch.

BGP Peering On Click selector to the right to enable BGP peering on this switch.

BGP-EVPN Router
ID

Enter the BGP-EVPN ID for this switch.

Is Route Reflector Click selector to the right to set this switch as a route reflector.

2. Click Save.

You return to the Switch and interface details window.

3. Click Next.

You advance to 4. Summary.

Add Link

1. Enter the necessary information to configure the link-level settings.

The following table provides information on the fields that are available when you edit link-level
settings.
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Field Description

Fabric This is a non-editable field. Confirm that you are in the correct fabric before
editing the configuration information for the switch in this fabric.

Switch This is a non-editable field. Confirm that you are editing the configuration
information for the appropriate switch.

Interface Enter the port ID (for example 1/29).

This is the interface that will be used to connect to the IPN.

IP Address Enter the IP address/netmask.

Nexus Dashboard creates a subinterface with VLAN 4 with the specified IP
ADDRESS under the specified PORT.

Description Enter a description for this link, if necessary.

MTU Enter the MTU. You can specify either inherit, which would configure an MTU
of 9150B, or choose a value between 576 and 9216.

The MTU of the spine port should match the MTU on the IPN side.



In the following fields, we recommend configuring either OSPF or BGP for
underlay connectivity, but not both. However, if you configure both protocols,
BGP will take precedence and OSPF routes will not be installed in the route
table because only EBGP adjacencies with the ISN devices are supported.

Enable OSPF Click to enable OSPF if you want to use OSPF protocol for underlay
connectivity.

Enable BGP Click to enable BGP if you want to use BGP protocol for underlay
connectivity.


BGP IPv4 underlay is not supported if you are using GOLF
(Layer 3 EVPN services for fabric WAN) for WAN
connectivity in any of your fabrics.

The following fields appear if you put a check in the check box for the Enable OSPF field.

Field Description

OSPF Policy From the OSPF Policy drop-down, select the OSPF policy that you have
configured for the switch. See Add policy for more information.

OSPF settings in the OSPF policy you choose should match on IPN side.

OSPF
Authentication

Choose one of the following options:

• none

• MD5

• Simple

The following fields appear if you put a check in the check box for the Enable BGP field.
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Field Description

Peer IP Provide the IP address of this port’s BGP neighbor.

• The IP address must be the address of the ISN physical interface of the
directly-connected ISN node.

• Only IPv4 IP addresses are supported for BGP underlay connectivity.

Peer AS Number Provide the Autonomous System (AS) number of the BGP neighbor.

This release supports only EBGP adjacencies with the ISN devices.

BGP Password Provide the BGP peer password.

Bidirectional
Forwarding
Detection

Enables Bidirectional Forwarding Detection (BFD) protocol to detect faults on
the physical link this port and the IPN device.

Admin State Sets the admin state on the port to enabled.

2. Click Save.

You return to the Switch and interface details window.

3. Repeat this procedure for every spine switch and port that connects to the IPN.

4. Click Next when you are finished.

You advance to 4. Summary.

4. Summary

1. Verify that the information provided in the Summary window is correct.

The Summary window shows the settings that you configured in each step of the Inter-Fabric
Connectivity wizard. If you want to change any settings that you see in the Summary window,
click View in step in the appropriate summary area to return to that particular step in the Inter-
Fabric Connectivity wizard.

2. If you are satisified that the information provided in the Summary window is correct, click Save.

A Configuration Saved window appears.

3. Determine if you want to deploy this inter-fabric connectivity configuration now or later.

◦ If you want to deploy this inter-fabric connectivity configuration later, click Deploy later.

A Progress Saved window appears, with a message saying that your configurations have
been saved and that you will be prompted to resume this process the next time that you
navigate to Manage > Inter-Fabric Connectivity. Click View fabrics or View fabric groups to
view either of those areas.



Atul: You provided this input here: Please check the message. Seems like it
is slightly changes. esp, no prompt for user. I’ll need your help to update this
- I can’t navigate to this point in the GUI in someone else’s rig so I don’t
know how this message/info has changed.
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◦ If you want to deploy this inter-fabric connectivity configuration now, click Deploy Now.

A Deploy Changes window appears, with a message that the deployment process has begun.
You can navigate away from the screen if necessary and return at any point to see the status
of the inter-fabric connectivity process.

If you see that a deployment has failed, hover over the Failed text to see what the issue is that
caused the deployment to fail.

4. When all fabrics show Deployed Successfully in the Deployment Status column, click Next.

A confirmation window appears, with a message that the inter-fabric connectivity process was
completed successfully.

◦ Click View fabrics or View fabric groups to view either of those areas.

◦ Navigate to Manage > Fabrics to see the Inter-Fabric tab and verify that the inter-fabric links
are present.

How TEP IP addresses are used to provide connectivity
between fabrics
Multi-Fabric topology uses three tunnel end-point (TEP) IP addresses (Overlay Multicast TEP, Overlay
Unicast TEP, and External TEP Pool) to provide connectivity between fabrics. These TEP addresses
are configured on Nexus Dashboard and pushed down to each fabric’s Cisco APIC, which in turn
configures them on the spine switches. These three addresses are used to determine when traffic is
destined for a remote fabric.
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