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Introduction
About this guide

This guide is intended to provide technical guidance to design, deploy, and operate Cisco software-defined
access (Cisco SD-Access) networks using Cisco Catalyst Center.

The audience for this document includes network design engineers and network operations personnel who
need to implement a Cisco SD-Access network within their campus networks using Catalyst Center.

This guide focuses on how to design and deploy a Cisco SD-Access network within an enterprise network
using Catalyst Center in day-zero and day-n operation, and how to monitor the overall health of the Cisco
SD-Access network.

Figure 1. Implementation Flow
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Major sections of this document include:

o The Define the Cisco SD-Access network section provides a high-level overview of the Cisco
SD-Access, including key components in Cisco SD-Access networks, and design considerations when
deploying a Cisco SD-Access wired and wireless network using Catalyst Center.

o The Design the Cisco SD-Access network section discusses the integration of Catalyst Center with Cisco
Identity Services Engine (Cisco ISE); creation of the site hierarchy; configuration of various network
services necessary for network operations, such as AAA, DNS, DHCP, NTP, SNMP, and Syslog servers;
configuration of wireless settings, including WLANs with SSIDs, VLANs, and RF profiles for the WLAN
deployment; enabling fabric site, fabric zones, virtual networks, anycast gateways and associating in
fabric sites and configuration of Cisco SD-Access and IP transit.

e The Deploy the Cisco SD-Access network section discusses discovering devices and provisioning
devices in fabric sites as fabric border and control plane node; LAN automation for onboarding day-zero
devices and provisioning them as fabric edges; configuring an embedded wireless controller on Catalyst
9000 devices and a standalone wireless controller; configuring layer 3 handoff and layer 2 handoff;
enabling multicast.

This section also explains the attributes and features supported in a border configuration and an anycast
gateway configuration.

o The Operate the Cisco SD-Access network section discusses day-n operations in a Cisco SD-Access
network, including onboarding access points (APs), different types of extended nodes and clients,
modifying and changing fabric features, replacing faulty devices with RMA procedure, deleting fabric
devices from a fabric site, and tearing down fabric sites.
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e The Monitor the Cisco SD-Access network and Cisco SD-Access application section briefly discusses
how Cisco Catalyst Assurance can be used to monitor and troubleshoot the Cisco SD-Access network

deployment. Cisco SD-Access system health tools are used to monitor the health of the Cisco
SD-Access application. Additionally, the Cisco SD-Access Compatibility Matrix check is used to prevent
the addition of unsupported devices or devices running unsupported software versions.
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Define the Cisco SD-Access network

This section provides a high-level overview of the Cisco SD-Access architecture and the design considerations
for deploying a wired and a wireless campus network through Catalyst Center.

Cisco SD-Access solution

What is Cisco SD-Access

Cisco SD-Access is the evolution from traditional campus designs to networks that directly implement the intent
of an organization. Cisco SD-Access is software running on Catalyst Center that automates wired and wireless
campus networks.

Fabric technology, an integral part of Cisco SD-Access, provides wired and wireless campus networks with
programmable overlays and easy-to-deploy virtual networks (VNs), permitting a physical network to host one or
more logical networks to meet the design intent. In addition to VNs, fabric technology in the campus network
enhances control of communications, providing software-defined segmentation and policy enforcement based
on user identity and group membership. Using Catalyst Center to automate the creation of VNs with integrated
security and segmentation reduces operational expenses and reduces risk. Catalyst Assurance and Analytics
provide network performance, network insights, and telemetry.

Why Cisco SD-Access

Cisco SD-Access is superior to a traditional network deployment for these primary reasons:
« Complexity reduction and operational consistency achieved through orchestration and automation
« Multitier segmentation incorporating group-based policies

« Dynamic policy mobility provided for wired and wireless clients

Cisco SD-Access is built on an intent-based networking foundation that includes visibility, automation, security,
and simplification. Using Catalyst Center automation and orchestration, network administrators can make
changes across the entire enterprise environment through an intuitive, graphical user interface (GUI).

Cisco SD-Access secures the network at the macrosegmentation and microsegmentation levels using virtual
routing and forwarding (VRF) tables and security group tags (SGTs). This multitier segmentation is not optimal in
traditional networks.

With multitier segmentation, all the security context associated with a user or a device are dynamically assigned
during network connection authentication. Cisco SD-Access provides the same security policy capabilities for
wired and wireless attachments, which maintains secure policy consistency when the user or the device
changes attachment type.

Instead of relying on IP-based security rules like a traditional network, Cisco SD-Access relies on centralized
group-based security rules using SGTs that are IP address-agnostic. As a user or device moves from location
to location and changes IP addresses, the security policy remains the same because the group membership is
location-independent for network access. Network administrators do not have to create as many rules nor
manually update them on different devices, which leads to a more dynamic and stable environment for network
consumers.

Cisco SD-Access solution components

The Cisco SD-Access solution uses these fundamental pillars:
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o Catalyst Center
« Cisco Identity Services Engine (Cisco ISE)

« Wired and wireless device platform that supports fabric connectivity

Catalyst Center

Catalyst Center is the centralized manager running a collection of applications and services powering the Cisco
Digital Network Architecture (Cisco DNA). Catalyst Center begins with the foundation of a digital-ready
infrastructure that includes routers, switches, APs, and wireless LAN controllers. Automation, analytics, visibility,
and management of the Catalyst Center network is enabled through the Catalyst Center software. Cisco SD-
Access is part of this software and is used to design, provision, and apply policy, and to help with the creation
of an intelligent wired and wireless campus network.

Cisco ISE

Cisco ISE is a secure network access platform that enables increased management awareness, control, and
consistency for users and devices accessing a network. Cisco ISE is an integral component of Cisco SD-
Access for implementing a network access control policy. Cisco ISE performs policy implementation that
enables dynamic mapping of users and devices to scalable groups. It also simplifies end-to-end security policy
enforcement. Within Cisco ISE, users and devices appear in a simple and flexible interface. Cisco ISE integrates
with Catalyst Center using the Cisco Platform Exchange Grid (pxGrid) and Representational State Transfer
Application Programming Interfaces (REST APIs) for endpoint event notifications and the automation of policy
configurations on Cisco ISE.

The Cisco SD-Access solution integrates Cisco TrustSec Microsegmentation by supporting end-to-end group-
based policy with SGTs. SGTs are a metadata value that is transmitted in the header of fabric-encapsulated
packets. While SGTs are administered by Cisco ISE through the integrated REST APIs, Catalyst Center is used
as the dashboard to manage and create SGTs and define their policies. Group and policy services are managed
by Cisco ISE and coordinated by the Catalyst Center policy authoring workflows. In a Cisco SD-Access
network, policy management is streamlined by integrating Cisco ISE with Catalyst Center, allowing for dynamic
mapping of users and devices to security groups. This simplifies end-to-end security policy management and
enforcement by providing a more scalable solution compared to traditional network policy implementations that
rely on IP access-lists.

Tech tip: Cisco ISE is not mandatory if the Cisco SD-Access solution is using Macrosegmentation.

Network infrastructure

The Cisco SD-Access solution infrastructure includes routers, switches, APs, and wireless LAN controllers. On
these devices, Catalyst Center deploys the various fabric roles based on the choices made in the user interface
(.

Cisco SD-Access architecture overview

The Cisco SD-Access architecture uses fabric technology to support campus networks. This involves creating
VNs, known as overlay networks, that operate on top of a physical network, known as an underlay network. This
setup allows for the creation of alternative topologies to connect devices, which enhances network flexibility
and functionality. This section discusses the Cisco SD-Access operational planes. The fabric underlay and
overlay networks introduce shared services that are a shared set of resources accessed by devices in the
overlay.
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Cisco SD-Access operational planes
These key technologies that make up the Cisco SD-Access solution each do distinct tasks in different network
planes of operation:

« Control plane:

Locator ID Separation Protocol (LISP) is used as messaging and the communication protocol between
infrastructure devices in the fabric.

o Data plane:

Virtual Extensible LAN (VXLAN) is used as an encapsulation method for the data packets.
o Policy plane:

Cisco TrustSec is used for security and microsegmentation.
« Management plane:

Catalyst Center is used for orchestration, assurance, visibility, and management.

Control plane with LISP

In many networks, the IP address associated with an endpoint defines both its identity and its location in the
network. The IP address is used for both network layer identification (who the device is on the network) and as
a network layer locator (where the device is in the network, or to which device it is connected).

LISP is a routing architecture that provides new semantics for IP addressing. It allows the separation of identity
and location through a mapping relationship of an End Point Identifier (EID) namespace in relationship to its
routing locator (RLOC) namespace.

The LISP control plane messaging protocol communicates and exchanges the relationship between the two
namespaces. This relationship is called an EID-to-RLOC mapping. The EID and RLOC combination provide all
the necessary information for traffic forwarding, even if an endpoint uses the same IP address when appearing
in a different network location (associated or mapped behind different RLOCs).

The fabric devices query the control plane node to determine the routing locator associated with the destination
address (EID-to-RLOC mapping) and use that RLOC information as the traffic destination.

Data plane with VXLAN

VXLAN is a MAC-in-IP encapsulation method for data traffic. It preserves the original Ethernet header from the
original frame sent from the endpoint, which allows for the creation of an overlay at layer 2 and at layer 3,
depending on the requirements of the original communication. For example, wireless LAN communication uses
layer 2 datagram information (MAC addresses) to make bridging decisions without a direct need for layer 3
forwarding logic.

Cisco SD-Access places additional information in the fabric VXLAN header, including alternative forwarding
attributes that can be used to make policy decisions by identifying each overlay network using a VXLAN
network identifier (VNI). layer 2 overlays are identified with a VLAN to VNI correlation (layer 2 VNI), and layer 3
overlays are identified with a VRF to VNI correlation (layer 3 VNI).

VXLAN encapsulation uses a User Datagram Protocol (UDP) transport. Along with the VXLAN and UDP headers
used to encapsulate the original packet, an outer IP and Ethernet header are required to forward the packet
across the wire. As shown, these extra headers add 50 bytes of overhead to the original packet, at minimum.
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Policy plane with Cisco TrustSec

Cisco TrustSec is an umbrella term for security improvements to Cisco network devices based on the capability
to strongly identify users, hosts and network devices within a network. It uses SGTs to represent logical group
privilege. The SGT is used in access policies. The SGT is understood by Cisco switches, routers and firewalls,
and is used to enforce traffic.

Cisco TrustSec is structured in phases: classification, propagation and enforcement. When users and devices
connect to a network, the network assigns a specific security group, called classification. Classification can be
based on the results of the authentication or by associating the SGT with an IP, VLAN, or port-profile. After user
traffic is classified, the SGT transmits from the point of classification to the location where enforcement actions
are applied. This process is known as propagation.

Methods of SGT propagation that Cisco TrustSec uses include:
« Inline tagging:

The SGT is embedded into the Ethernet frame. The ability to embed the SGT within an Ethernet frame
requires specific hardware support.

« SGT Exchange Protocol (SXP):

Network devices that do not have hardware support use SXP. SXP pairs the SGT with the IP address
mapping. This pairing allows the SGT propagation to continue to the next device in the path. An
enforcement device controls traffic based on the tag information.

A Cisco TrustSec enforcement-point can be a Cisco firewall, router, or switch. The enforcement device takes
the source SGT and compares it to the destination SGT to determine if the traffic should be allowed or denied.

The key component of Cisco TrustSec is the Cisco ISE. Cisco ISE provisions switches with Cisco TrustSec
identities and security group access control lists (SGACLS).

Management plane with Catalyst Center

Catalyst Center enables automation of device deployments and configurations into the network to provide the
speed and consistency required for operational efficiency.

Through the automation capabilities, the control plane, data plane, and policy plane for the fabric devices are
easily, seamlessly, and consistently deployed. Thorough assurance, visibility and context are achieved for both
the infrastructure devices and the endpoints.

A full understanding of LISP and VXLAN is not required to deploy the fabric in Cisco SD-Access, nor is there a
requirement to know the details about configuring each individual network component and feature to create the
consistent end-to-end behavior offered by Cisco SD-Access. Catalyst Center is an intuitive, centralized
management system used to design, provision, and apply policy across the wired and wireless Cisco SD-
Access network. It takes the user’s intent and programmatically applies it to network devices.

Fabric underlay

The underlay network is defined by the physical switches and routers used to deploy the Cisco SD-Access
network. All network elements of the underlay must establish IP connectivity using a routing protocol. The

© 2025 Cisco and/or its affiliates. All rights reserved. Page 7 of 268



underlay implementation for Cisco SD-Access uses a structured layer 3 foundation, including campus edge
switches, called a layer 3 Routed Access design, instead of random network topologies and protocols. This
ensures performance, scalability, resiliency, and deterministic convergence of the network.

In Cisco SD-Access, the underlay switches (edge nodes) support the physical connectivity for users and
endpoints. However, end-user subnets and endpoints are not part of the underlay network. They are part of the
automated overlay network.

Figure 2. Overlay and underlay relationship

Traffic flow

Physical connection

Physical Underlay

Fabric overlay

An overlay network is created on top of the underlay network through virtualization (VNs). The data plane traffic
and control plane signaling are contained within each VN, maintaining isolation among the networks and an
independence from the underlay network. Multiple overlay networks can run across the same underlay network
through VNs. In Cisco SD-Access, the user-defined overlay networks are provisioned as VRF instances that
provide separation of routing tables.

Cisco SD-Access allows for the extension of layer 2 and layer 3 connectivity across the overlay through the
services provided through LISP. layer 2 overlay services emulate a LAN segment to transport layer 2 frames by
carrying a subnet over the layer 3 underlay as shown in the figure.
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Figure 3. Layer 2 overlay with logically switched connectivity
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Layer 3 overlays abstract the IP-based connectivity from the physical connectivity, as shown in the figure. This
allows multiple IP networks to be part of each VN. Each layer 3 overlay, its routing tables, and its associated
control planes are completely isolated from each other.

Figure 4. Layer 3 overlay with logically routed connectivity
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Figure 5 shows an example of two subnets that are part of the overlay network. The subnets stretch across
physically separated layer 3 edge node devices. The RLOC interfaces, or LoopbackO interfaces in Cisco SD-
Access, are the only underlay routable addresses that are required to establish connectivity between endpoints
within the same VN.

Figure 5. Subnet stretching example

Underlay
IP Network

Edge Node Edge Node

RLOC interface RLOC interface
(Loopback 0) (Loopback 0)
10.100.1.11/32 10.100.1.12/32

LAN Segment LAN Segment LAN Segment LAN Segment
192.168.1.0/24 192.168.2.0/24 192.168.1.0/24 192.168.2.0/24

Virtual network Virtual network

192.168.1.101 192.168.2.101 192.168.1.51 192.168.2.51

Shared services

In all network deployments there is a common set of resources required by every endpoint, the common
examples include:

« Identity services (for example: AAA/RADIUS)

« Domain name services (DNS)

« Dynamic host configuration protocol (DHCP)

« |IP address management (IPAM)

« Monitoring tools (for example: SNMP)

« Data collectors (for example: NetFlow and syslog)

« Internet access
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o Other infrastructure elements
These common resources are often called shared services. These shared services generally reside outside of
the Cisco SD-Access fabric. In most cases, such services reside in the data center and are part of the Global
Routing Table (GRT) or another dedicated VRF.

Cisco SD-Access fabric clients operate in overlay virtual networks. If the shared services are part of the global
routing space or part of another VRF, some method of VRF route leaking between user VRFs and shared
services is required. This is achieved using a peer device or firewall.

Cisco SD-Access network overview

Fabric site

A fabric site is composed of a unique set of devices operating in a fabric role along with the intermediate nodes
that are used to connect those devices. A fabric site must have a border node and a control plane node, and
often have fabric edge nodes. A fabric site can also have an associated fabric wireless LAN controller (WLC)
and a Cisco ISE Policy Service Node (PSN).

Fabric zone

Fabric zones are child sets of a parent fabric site. Without fabric zones, all IP pools are configured on all the
fabric edge nodes leading to all subnets on every fabric edge node. Zones give the flexibility to have specific
subnets on specific fabric edge nodes. This configuration provides a way to manage large-scale deployments
of fabric edge nodes in a single fabric site based on smaller locations. For example, a fabric site may include
ten buildings. There may not be a need to have all the IP pools across all the buildings. Enabling fabric zones on
buildings ensures that some IP pools are only available in some buildings.

Transits

Transits can connect multiple fabric sites or can connect a fabric site to nonfabric domains, such as a data
center or the internet. Transits are a Cisco SD-Access construct that defines how Catalyst Center automates
the border node configuration for connections between fabric sites or between a fabric site and an external
domain. Transit types include:

IP-based transit

With IP-based transits, the fabric VXLAN header is added or removed by the fabric border nodes when a
packet enters or exits the fabric sites. After the VXLAN header is removed, packets are forwarded using
traditional routing and switching protocols between fabric sites. IP-based transits are provisioned with VRF-
LITE connections to upstream peer devices that typically connect to a data center, WAN, or the internet. An IP
transit can also be used to connect to shared services using a VRF-aware peer.

Cisco SD-Access transit

Using the Cisco SD-Access transit, packets are encapsulated with VXLAN between sites. This natively carries
VRF and SGT policy constructs between fabric sites. Key considerations when using Cisco SD-Access transit
include:

« Connections should support the recommended Maximum Transmission Unit (MTU) size of 9100 bytes
along the entire path between fabric site borders.

« IP reachability must exist between fabric sites. Specifically, there must be a known underlay route
between all fabric site borders and transit control plane nodes. The default route cannot be used for this
purpose.
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Cisco SD-Access transit is recommended for customers who require policy enforcement expansion across
different fabric sites.

VNs
Cisco SD-Access provides layer 3 and layer 2 connectivity across the overlay using VNs.
Layer 3 overlays emulate an isolated routing table and transport layer 3 frames over the layer 3 network. This

type of overlay is called a layer 3 Virtual Network (L3VN). An L3VN is analogous to a Virtual Routing and
Forwarding (VRF) table in a traditional network. Endpoint IDs (IPV4/IPV6 addresses) are routed within an L3VN.

Layer 2 overlays emulate a LAN segment and transport layer 2 frames over the layer 2 network. This type of
overlay is called a layer 2 Virtual Network (L2VN). An L2VN is analogous to a VLAN in a traditional network.
Endpoint IDs (MAC addresses) are switched within an L2VN.

Anycast gateway

Anycast gateway provides a default gateway for IP-capable endpoints in a Cisco SD-Access network. The
anycast gateway is represented as a Switched Virtual Interface (SVI) with a hard-coded MAC address that is
uniform across all edge nodes within a fabric site. This allows a subnet to be stretched across the Cisco SD-
Access network. The subnet being stretched allows a host to move around anywhere in the fabric site but
maintain the same gateway IP address and MAC address.

SGTs

SGTs are metadata values indicating the privileges of the source within the entire network. There are several
methods to propagate SGTs. Within the Cisco SD-Access fabric, SGTs are propagated in the header of the
VXLAN encapsulated packets. Outside the Cisco SD-Access fabric, SGTs can be maintained using inline
tagging, SXP, static binding, and so on.

With identity services provided through Cisco ISE, users and devices connected to the fabric can be
dynamically mapped to an SGT. This approach simplifies the management and enforcement of security policies
across the network, providing a more scalable solution compared to traditional network policy implementations
that rely on IP access-lists.

SGT details:
e Endpoints are not aware of SGT mappings
« SGTs Range is 1~65533, SGT 0 is used as ‘Unknown’
« Catalyst Center and Cisco ISE configurable SGT value is 2~65519

Segmentation
Cisco SD-Access creates macrosegmentation and microsegmentation.
Macrosegmentation

Macrosegmentation as first-level segmentation uses VNs. Users and devices can be put into different VNs that
enable isolation between them. Endpoints in different VNs cannot communicate with each other.
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Figure 6. Example: Endpoints in “Building Management VN” cannot communicate with endpoints in “Campus Users
VN!,
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Microsegmentation

Microsegmentation as second-level segmentation is achieved using SGTs. SGTs are used to segment inside
the VNs. SGT permits or denies communication within a given VN depending on the Default Policy setting.
When the Default Policy setting is to permit, users and devices in the same VN can communicate with each
other. SGTs can be used to deny communication within the VN. When the Default Policy setting is to deny,
users and devices in the same VN cannot communicate with each other. SGTs can be used to permit
communication within the VN.

Figure 7. Example: With endpoints in “Building Management VN” and “Campus Users VN” assigned different SGTs,
traffic is permitted or denied based on the SGT policies

4 N 4 N
$XF &b
St R axd

\Building ManagementVN‘/ \ Campus Users VN /

The microsegmentation is using the Cisco TrustSec solution defined by these primary concepts: classification,
propagation, and enforcement. Catalyst Center automates the security policy, including security groups,
contracts and policies, and synchronizes with Cisco ISE. The classification, assignment of security groups, and
handling of policy downloads is the responsibility of the Cisco ISE. For more details, see End-to-end

microsegmentation.

Cisco SD-Access fabric roles

For a fabric site to function, it needs at least a fabric control plane and a fabric edge. A fabric border is also
needed if connected to the external world. A network administrator can add other fabric devices, such as a
fabric wireless controller and fabric AP for fabric wireless deployment, an extended node to expand layer 2
access to the fabric edge, and so on. Some fabric roles can be colocated in a single device.
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Figure 8. Fabric roles

;iE
¢ Control plane node

A map server that receives registrations from edges, border nodes and fabric wireless controllers with

local endpoints. A control plane node is also a map resolver (MR) that resolves requests from edges and
borders to locate the destination endpoints.

g%
« Border node

The gateway between the Cisco SD-Access fabric site and the networks external to the fabric. The
border node acts as a gateway for entering and exiting a fabric site, handling network virtualization and

SGT propagation to the rest of the network. Layer 3 border nodes can be internal border, external
border, and anywhere border types.

« Edge node %

A fabric device that connects endpoints to the Cisco SD-Access fabric and optionally enforces
microsegmentation policy. These devices encapsulate at ingress and decapsulate at egress, to forward
traffic to and from the endpoints connected to the fabric network. It provides an anycast gateway for the
connected wired and wireless endpoints and is responsible for authenticating and authorizing.

e Access point %

A fabric-mode associated with a fabric wireless LAN controller configured with fabric-enabled SSID. It
connects wireless endpoints to the Cisco SD-Access fabric.

(wc)
1
. A pw
+ Wireless controller ]
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A controller that connects fabric APs to the Cisco SD-Access fabric. The fabric wireless controller
registers the MAC address of wireless clients with the fabric control plane node.

Extended node %

A layer 2 port extension to fabric edge nodes that optionally enforces a microsegmentation policy to the
connected endpoints. Endpoints, including fabric APs, can connect directly to the extended node.
Extended node types supported by Catalyst Center include:

o Extended nodes: Microsegmentation is not supported.

(g
-

=
o Policy extended nodes : Microsegmentation uplink support is configured as a port channel.

A

*_-l-

o Supplicant-based extended nodes : Microsegmentation uplink port support is dot1x
authenticated.

Intermediate nodes .EEE (underlay)

Part of the layer 3 underlay network used for interconnections among the fabric devices. They are not
limited to a single layer of devices. An intermediate node is not a fabric role.

EiE
Transit control plane node

The transit control plane is mandatory when using Cisco SD-Access transit. Functions similarly to a site-
local control plane node, except it serves the entire Cisco SD-Access transit.

Multiple fabric roles can be colocated in a single device, such as a border with a control plane
colocation, a border with a control plane and a wireless controller colocation, a border with a controller

plane and an edge colocation, and so on. A transit control plane node is a dedicated device. Colocation
of a transit control plane is not supported.

Embedded wireless controller (EWC) on a Catalyst 9000 device:
Enabled in Catalyst 9000 devices (EWC on Catalyst 9000) with a wireless subpackage. It is supported

*@

when Catalyst 9000 devices are in a fabric with the border with control plane fabric role

edge fabric role , or border with control plane and edge fabric role.

Note: Some wireless features such as RLAN and the assurance monitoring tool are not supported in EWC on
Catalyst 9000 devices. Up to two EWC on Catalyst 9000 devices can be enabled in a fabric site. EWC on

Catalyst 9000 devices are only recommended in a small branch. EWC on Catalyst 9000 devices only support
fabric SSID.
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« Fabric in a box (FiaB)

Combines the fabric roles of a border node, a control plane node, and an edge node on the same
device. This may be a single switch, a switch with hardware stacking, or a StackWise Virtual deployment.
The same switch can also serve as an EWC for fabric-enabled wireless designs.

Platform fabric role support

Cisco router platforms such as the ASR 1000 series, ISR series, and Catalyst 8000 series routers are mainly
supported as border and control plane devices. Catalyst 9000 switches support most of the fabric roles as
shown in Table 1:

Table 1. Fabric roles supported by Cisco Catalyst 9000 series switches

Platform family Edge node Control plane |Border node |Extended node |Embedded wireless
node controller

Cisco Catalyst 9200 Series v v

Cisco Catalyst 9300 Series v v v v v
Cisco Catalyst 9400 Series v v v v v
Cisco Catalyst 9500 Series v v v v v
Cisco Catalyst 9600 Series - v v - -

Cisco IE 3000 series, IE 4000 series, and IE 9000 series switches mainly serve as an extended node. IE 9000 is
also supported as a fabric edge device.

See the Cisco SD-Access Compatibility Matrix for a detailed list of supported platforms, supported fabric roles,
and recommended software versions.

Cisco SD-Access features and capabilities

LISP Publisher/Subscriber (LISP Pub/Sub)

As discussed in the previous section, the LISP protocol is used as the control plane in a Cisco SD-Access
solution to track the endpoint IDs (EID) and its routing locator (RLOC). Based on route distribution methods,
LISP with Border Gateway Protocol (BGP) and LISP Pub/Sub are supported.

LISP BGP uses concurrent LISP and BGP protocols to distribute reachability information. LISP Pub/Sub uses a
publish and subscribe model for routing information through native LISP.

LISP Pub/Sub is recommended for all new deployments with device image 17.6 and later versions. Currently,
migration from LISP/BGP to LISP Pub/Sub is not supported by Catalyst Center, but it is on the roadmap.

Areas LISP Pub/Sub offers additional advantages over LISP/BGP include:

« Removes dependency on internal BGP (iBGP) in the fabric and uses LISP for all fabric related operations
(in case of a non-colocated scenario where the control node is different from the border node, iBGP is
configured to support Cisco SD-Access used as a transit between two external networks).

« Enhances convergence times for communication between Cisco SD-Access endpoints and external
endpoints in the event of an uplink failure or upstream device failure on the border node that loses the
default route.

« Enables new fabric capabilities such as dynamic default border, backup internet, affinity-ID, and extranet
(not covered in the deployment guide). It also supports native multicast over Cisco SD-Access transit,
among other features.
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Dynamic default border

Dynamic default border is enabled by default in LISP Pub/Sub. It enables an external border to track the default
route availability. With a dynamic default border, the fabric overlay quickly adapts to uplink or upstream device
failures on border nodes affecting the default route.

Cisco SD-Access backup internet

In a multisite Cisco SD-Access transit deployment, several fabric sites may have access to the internet. Using
the Cisco SD-Access backup internet functionality, fabric sites can use each other as a backup path to the
internet if their local internet access is lost. The affinity-ID can be used to select the nearest remote borders for
establishing a backup path to the internet.

This guide focuses on LISP Pub/Sub in the deployment section.

LAN automation

LAN automation helps with the preparation, planning and automation of the Cisco SD-Access underlay
networks. It simplifies network operations, frees IT staff from time-consuming, repetitive network configuration
tasks, and creates a standard, error free underlay network. LAN automation accelerates building the underlay
network without the traditional network planning and implementation process.

LAN automation, dynamically discovers, onboards, and automates network devices from their factory-default
state to fully integrated into the network. System roles include:

+ Seed device:

A pre-deployed system in the network that is the initial point through which LAN automation discovers
and onboards new switches downstream. The seed device can be automated through technologies such
as Cisco Plug-and-Play (PnP) or configured manually. Up to two seed devices are supported in LAN
automation.

e PnP agent:

A Cisco Catalyst switch with factory-default settings. The switch uses the built-in day-zero mechanism

to communicate with Catalyst Center and supports the integrated PnP server function. Catalyst Center

dynamically builds the PnP profile and configuration sets that enable complete day-zero automation.
LAN automation in Catalyst Center supports discovering and automating switches up to five hops from the seed
device. Any additional network devices beyond five hops might be discovered but cannot be automated.

Cisco SD-Access multicast

Cisco SD-Access supports two different transport methods for multicast forwarding. Head-end replication uses
the overlay. Native multicast uses the underlay. Multicast forwarding is enabled for each VN. However, if native
multicast is enabled for a VN, head-end replication cannot be used for another VN within the same fabric site.
These two methods are mutually exclusive within the fabric site.

The multicast source can either be outside the fabric site (commonly in the data center) or can be in the fabric
overlay, directly connected to an edge node, extended node, or associated with fabric AP. Multicast receivers
are commonly directly connected to edge nodes or extended nodes, although they can also be outside of the
fabric site if the source is in the overlay.

Rendezvous point

PIM Any-Source Multicast (PIM-ASM) and PIM Source-Specific Multicast (PIM-SSM) are supported in both the
overlay and underlay. In the PIM-ASM routing architecture, the multicast distribution tree is rooted at the
Rendezvous Point (RP). RPs can be active for multiple multicast groups, or multiple RPs can be deployed to
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each cover individual groups. When PIM-ASM is used in the overlay and fabric borders are configured as RPs,
Catalyst Center automates the Multicast Source Discovery Protocol (MSDP) configuration on the RPs and
configures the other fabric nodes within a given fabric site to point to these RPs for a given virtual network.

The RP does not have to be deployed on devices within the fabric site. External devices can be designated as
RPs for the multicast tree in a fabric site. The external RP address must be reachable in the VN routing table on
the border nodes. External RP placement allows existing RPs in the network to be used with the fabric. In this
way multicast can be enabled without the need for new MSDP connections. If RPs already exist in the network,
using external RPs is the preferred method to enable multicast.

Head-end replication

Head-end replication (or ingress replication) is done either by the multicast first-hop router (FHR) when the
multicast source is in the fabric overlay, or by the border nodes when the source is outside of the fabric site.
The replication is performed for each RLOC and is sent as unicast packets in the overlay. When the multicast
source is located outside the fabric site, the border node assumes the role of FHR for the fabric site and carries
out head-end replication to all fabric devices that have interested multicast subscribers.

The multicast source is external to the fabric site. The border, equipped with a control plane node, duplicates
the original multicast packet for each edge node, encapsulates it in VXLAN, and then sends it through unicast.
The edge node decapsulates the VXLAN packet and sends the original multicast towards clients.

Figure 9. Head-end replication using ASM, with dual RPs on two colocated borders and control planes
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Native multicast

Native multicast does not require the ingress fabric node to do unicast replication. Instead, the whole underlay,
including intermediate nodes (nodes not operating in a fabric role) are used to do the replication. To support
native multicast, the FHR, last-hop routers, and all network infrastructure between them must be enabled for
multicast.
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Native multicast uses PIM-SSM for the underlay multicast transport. The overlay multicast messages are
tunneled inside underlay multicast messages. This approach allows overlap in the overlay and underlay
multicast groups in the network, if required. Because the entire underlay network between source and receiver
is working to do the packet replication, scale and performance is significantly improved compared to head-end
replication.

Native multicast does multicast-in-multicast encapsulation. Multicast packets from the overlay are encapsulated
within multicast packets in the underlay. With this method, both PIM-SSM and PIM-ASM can be used in the
overlay.

Native multicast underlay configurations can be archived through LAN automation. Archiving is also supported
in multisite Cisco SD-Access transit deployment.

When the multicast source is outside the fabric site, the border nodes replicate the original multicast packet
using the underlay multicast SSM tree. They then encapsulate the packet in VXLAN and send it towards the
intermediate node. The intermediate node replicates the original multicast packet and forwards one copy to
each edge node where receivers are connected. The edge node decapsulates the VXLAN packet and forwards
it to receivers.

Figure 10. Native multicast with ASM, dual RPs on two colocated borders and control planes
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Table 2. Comparison of head-end and native multicast

Head-end replication Native multicast
Supported modes (overlay) ASM, SSM ASM, SSM
Supported modes (underlay) N/A SSM (through LAN automation or manual
configuration)
RP placement (ASM, overlay) Inside or outside the fabric site Inside or outside the fabric site
Multicast source placement Inside or outside the fabric site Inside or outside the fabric site
RP redundancy (ASM, overlay, inside =~ MSDP MSDP
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Head-end replication Native multicast

fabric site)

Multicast forwarding Multicast packets are Multicast packets are encapsulated in
encapsulated in VXLAN and VXLAN as multicast and forwarded to
forwarded as unicast towards edge nodes through underlay multicast
edge node separately tree

The advantage of head-end replication is that it does not require multicast in the underlay network. This creates
a complete decoupling of the virtual and physical networks from a multicast perspective. However, this can
create high overhead on the FHRs and result in high bandwidth use. In deployments where multicast cannot be
enabled in the underlay networks, head-end replication can be used. Native multicast is recommended for its
efficiency and ability to reduce the load on the FHR fabric node.

This guide focuses on native multicast in the Deployment section.

Cisco SD-Access layer 2 flooding

The layer 2 flooding feature enables the flooding of broadcast, link-local multicast, and ARP traffic for a given
overlay subnet. In traditional networking, broadcasts are flooded out of all ports in the same VLAN. By default,
Cisco SD-Access handles frames without using layer 2 broadcast and unknown unicast flooding, using
alternative methods to manage ARP needs and maintain standard IP communication between endpoints.

However, some networks need to use broadcast, particularly to support silent hosts that generally require
reception of an ARP broadcast to come out of silence. This is commonly seen in building management systems
(BMS) that have endpoints that need to be able to ARP for one other and receive a direct response at layer 2.
Another common use case for broadcast frames is wake on LAN (WoL) Ethernet broadcasts, which wake up
sleeping hosts in the same broadcast domain.

Layer 2 flooding works by mapping the overlay subnet to a dedicated multicast group in the underlay.
Broadcast, link-local multicast, and ARP traffic are encapsulated in fabric VXLAN and sent to the destination
underlay multicast group. PIM ASM is used as the transport mechanism.

All fabric edge nodes within a fabric site will have the same overlay VNs and overlay IP subnets configured
when a fabric zone is not configured. A fabric zone is recommended to avoid unnecessary layer 2 flooding
traffic. The flooding is restricted to selected fabric edges and not the entire fabric. It is also recommended to
separate endpoints that require flooding in their own VLANs. When layer 2 flooding is enabled for a given
subnet, fabric edge nodes send multicast PIM joins for the respective underlay multicast group, effectively pre-
building a multicast shared tree. A shared tree must be rooted at an RP. For layer 2 flooding to work, this RP
must be in the underlay. LAN automation can be used to configure the underlays.

If LAN automation is used, the LAN automation primary device (seed device) along with its redundant peer
(peer seed device) are configured as the underlay RP on all discovered devices. MSDP is automatically set up
between seed devices to establish Anycast RP for layer 2 flooding. Additionally, PIM sparse mode is activated
on Loopback0 and all point-to-point interfaces configured through LAN automation.

If layer 2 flooding is needed and LAN automation was not used to discover all the devices in the fabric site,
multicast routing must be enabled manually on the devices in the fabric site, and MSDP should be configured
between the RPs in the underlay. LoopbackO can be used as the connect-source and originator-ID for the
MSDP peering.

Connect-source uses the primary IP address on the configured interface as the source IP address for the MSDP
TCP connection. Originator-ID allows the MSDP speaker, originating a source-active (SA) message, to use the
IP address of the defined interface as the RP address of the SA message. Originator-ID is the mechanism by
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which MSDP works to address the RPF check. If configuring the underlay manually, to echo the same
configuration elements done through LAN automation, Loopback60000 can be used as the RP address on the
MSDP peers in the underlay.

Multisite remote border

A multisite remote border (MSRB) enables the fabric network to isolate untrusted traffic to a central location like
a firewall or a demilitarized zone (DMZ). For example, if the network has a guest VN that is stretched across
multiple sites, all the guest traffic can be tunneled to a remote border at the DMZ, thus isolating the guest traffic
from the enterprise traffic.

In a multisite network deployment, a network administrator can designate a common border (MSRB) to route
the traffic to and from a particular VN that is stretched across multiple sites. This allows an administrator to
deploy a VN across multiple fabric sites with a single subnet across all these sites. Preserving the subnets
across multiple fabric sites helps to conserve the IP address space.

Some common terms used in the context of an MSRB include:
« Anchored virtual network:

A virtual network that exists across multiple fabric sites in a network. The associated IP subnet and
segment are common across these multiple sites.

+ Anchor site:

A fabric site that hosts the common border and control plane for an anchor VN. An anchor site handles
the ingress and egress traffic for the anchor VN.

« Inherited sites:
The fabric sites other than the anchor site where the anchor VN is deployed.
o Multisite remote border:

The fabric border node at the anchor site that provides the ingress and egress location for traffic to and
from the anchor VN.

¢ Anchor control plane node:

The fabric control plane node at the anchor site that accepts registrations and responds to requests for
endpoints in the anchor VN.

Multiple Catalyst Center to single Cisco ISE

Cisco ISE scales to 2,000,000 endpoints. Catalyst Center scales between only 25,000 to 100,000 endpoints
(25,000 for DN3-HW-APL 32-core appliance, 40,000 for DH3-HW-APL-L 56-core appliances, and 100,000 for
DN3-HW-APL-XL 112-core appliances). The multiple Catalyst Center functionality allows multiple Catalyst
Centers to integrate with the same Cisco ISE for customers who have large or distributed enterprise fabric
deployments. Using the concepts of author node and reader nodes, this feature creates a single management
point for policy definitions and global Cisco SD-Access data in the deployment. Replication of these definitions
is then propagated from author node to the read nodes through Cisco ISE.

Solution design

The multiple Catalyst Center feature uses the existing secure connection with Cisco ISE to replicate VNs, SGTs,
access contracts, policies, shared Cisco SD-Access transit and extranet policies, from one cluster to another
cluster that are integrated with the same Cisco ISE deployment. Cisco ISE takes the information learned from
one cluster (author node) and propagates it to the other clusters (reader nodes)
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Figure 11. Catalyst Center creates a trusted communication link with Cisco ISE to propagate group-based access
control policy and global Cisco SD-Access data
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Author node

Author node is the first Catalyst Center that integrates with Cisco ISE. It pushes global Cisco SD-Access and
GPB data to Cisco ISE using ERS with PxGRID REST API interfaces. Creation, modification, or deletion of GPB
and Cisco SD-Access components can only be done on the author node. All the changes made to the author
node are synchronized to Cisco ISE and then Cisco ISE publishes to the reader nodes.

Only one Catalyst Center can be designated as the author node. It is the only node that can be brownfield
(containing a user defined VN, shared Cisco SD-Access transit, extranet policy, SGTs, access contracts and
Group-Based Access Control [GBAC] policy).

Reader node

All other Catalyst Centers integrated with the same Cisco ISE reader nodes. Reader nodes have a read-only
view of security groups and global Cisco SD-Access data, but they have no access contracts or policies
visibility. Instead, the reader nodes have a hyperlink to cross-start to the author node to access the information.

Reader nodes use the same SGTSs, access contracts, GBAC policy, global Cisco SD-Access data defined on the
author node cluster. These objects are available to use for provisioning operations just as if this were a stand-
alone Catalyst Center.

Up to four reader nodes are supported and any reader node can be promoted to assume author role. A Catalyst
Center must have no user-defined VNs before adding it as a reader node.

Note: This is a limited availability feature. Contact the Cisco SD-Access Design Council to participate in the
Limited Availability program, if interested.

Cisco SD-Access wireless

Cisco SD-Access provides a unique differentiator by integrating the wireless control plane with the overlay
control plane of the wired world. Cisco SD-Access wireless offers a centralized control and management plane
with a distributed data plane providing both centralized and distributed wireless designs. The wireless controller
integrates with the control plane node. It registers endpoints as they are onboarded and updates their location
as they roam. This is the first instance where there is synergy between the wireless and wired control planes.

This unique integration of wired and wireless brings several benefits to network users and the operations team
that support them:

« Simplification:
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Networks can have a single subnet for both wired and wireless clients.
« Consistency of policy:

The extensive set of wired policies are extended to wireless traffic, and they are both applied at the
edge node.

« Improved performance:

Wireless roaming is layer 2 and does not require anchoring.

Integration modes
Cisco SD-Access supports several options for integrating wireless access into the network.

One option is to use traditional Cisco Unified Wireless Network (CUWN) local-mode configurations over-the-
top as a non-native service. In this mode, the Cisco SD-Access fabric is a transport network for the wireless
traffic, which can be useful during migrations to transport tunneled Control and Provisioning of Wireless Access
Points Protocol (CAPWAP) endpoint traffic from the APs to the wireless controllers.

CUWN Wireless Over The Top (OTT)

ISE Cisco Catalyst Center

MNon-Fabric WLC
o hw

..‘_:

SD-Access Fabric

(BN (BN )y
CAPWAP *‘ ﬁg\\
Control & Data

_ - L~ Non-Fabric APs
L ] - L ] -

A second option is FlexConnect over-the-top (OTT). In this mode, APs redirect traffic locally to the edge nodes
to which they are connected.
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FlexConnect Over The Top (OTT)

ISE Cisco Catalyst Center

Mon-Fabric WLC

CAPWAP Control

Ethernet Traffic

Note: To achieve faster roaming latency, the additional Cisco SD-Access feature Intra-Subnet Routing, which
disables layer 2 flooding, must be configured. If layer 2 flooding is required, flex OTT integration with Cisco SD-
Access may not be supported by all flex Wi-Fi vendors.

A third option is mixed mode, where the fabric wireless controller is broadcasting both fabric and nonfabric
(centralized) SSIDs. Mixed mode is supported both on the same AP or different APs. Traffic from clients who
join nonfabric SSID is encapsulated in CAPWAP and sent to the wireless controller. Fabric client-traffic is
VXLAN encapsulated and sent to the fabric ed
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Mixed Mode Over The Top (OTT)

Cisco Catalyst Center

CAPWAP Control
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The last and the best option is fully integrated Cisco SD-Access Wireless, extending the Cisco SD-Access
beyond wired endpoints to also include wireless endpoints.
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SD-Access Wireless

ISE Cisco Catalyst Center

CAPWAP Control

VXLAN Traffic

Fabric enabled AP

Integrating the wireless LAN into the fabric provides the same advantages for the wireless clients as provided to
the wired clients in the fabric, including addressing simplification, mobility with stretched subnets, and end-to-
end segmentation with policy consistency across the wired and wireless domains. Wireless integration also
enables the wireless controller to shed data plane forwarding duties while continuing to function as the control
plane for the wireless domain.

Fabric wireless controllers manage and control the fabric-mode APs using the same general model as the
traditional local-mode controllers which offers the same operational advantages such as mobility control and
radio resource management. A significant difference is that client traffic from wireless endpoints is not tunneled
from the APs to the wireless controller. Instead, communication from wireless clients is encapsulated in VXLAN
by the fabric APs which build a tunnel to their first-hop fabric edge node. Wireless traffic is tunneled to the
edge nodes as the edge nodes provide fabric services such as the layer 3 anycast gateway, policy, and traffic
enforcement.

This difference enables a distributed data plane with integrated SGT capabilities. Traffic forwarding takes the
optimum path through the Cisco SD-Access fabric to the destination while keeping consistent policy,
regardless of wired or wireless endpoint connectivity.

The control plane communication for the APs uses a CAPWAP tunnel to the wireless controller, which is similar
to the traditional CUWN control plane. However, a fabric wireless controller is integrated into the Cisco SD-
Access control plane (LISP) communication. When added as a fabric wireless controller, the controller builds a
two-way communication to the fabric control plane nodes.

This communication allows the wireless controllers to register client layer 2 MAC addresses, SGT, and layer 2
segmentation information (layer 2 VNI). All this works together to support wireless client roaming between APs
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across the fabric site. The Cisco SD-Access fabric control plane process inherently supports the roaming
feature by updating its host-tracking database when an endpoint is associated with a new RLOC (wireless
endpoint roams between APs).

This deployment guide focuses on fully integrated Cisco SD-Access wireless.

Cisco SD-Access wireless platform support
Cisco SD-Access wireless is supported on variety of Cisco wireless controller platforms and APs, for instance:
e Cisco 3504,5520 and 8540 Series Wireless Controllers
¢ Cisco Catalyst 9800 Series Wireless Controllers
« Embedded wireless controller on Cisco Catalyst 9300/9400/9500
« Wi-Fi 6 APs: Cisco Catalyst 9105AX,9115AX,9117AX,9120AX,9124AX, and 9130AX Series
e Wi-Fi 6 APs: Cisco Catalyst 9163E,9164, and 9166 Series
o Cisco Catalyst Wireless 9162l Unified Access Points
e 802.11 Wave 2 APs: Cisco Aironet 1800, 2800,3800, and 4800 Series
« 802.11 Wave 2 outdoor APs: Cisco Aironet 1540, 1560
« Heavy Duty Series APs: Cisco Catalyst IW6300, IW9165, and IW9167

o Cisco Industrial Wireless 3702 Access Points
See the Cisco SD-Access Compatibility Matrix for the latest supported device model and software information.

Cisco SD-Access wireless deployment consideration

This section gives some important considerations for deploying wireless controller and APs in a Cisco
SD-Access wireless network.

Wireless controller

WLC Mgmt subnet
I 172.16.201.0/24

(& (W
= B

Fabric WLC
APs' EID prefix 172.16.3.0/24  =o—

e The wireless controller is located outside of the fabric.
e The fabric AP is local to the fabric and joins the wireless controller in local mode.
e The border advertises the wireless controller management subnet to the fabric.

« The border advertises fabric prefixes to the wireless controller management network.
APs
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AP VLAN SVI
172.16.3.1/24

WLC Mgmt subnet
172.16.201.0/24

Fabric WLC

[ 8 ——
/AP' VLAN SVI APs’ EID prefix 172.16.3.0/24

172.16.3.1/24

-

172.16.3.21

e APs are directly connected to the fabric edge or extended node devices.

« APs are in overlay space on fabric edges.

o APs get registered in the control plane database.

« Simplify IP design for AP onboarding, one subnet for each fabric site for AP onboarding.

Clients flow

Client VLAN SVI
192.168.101.1/24

192.168.101.11 Fabric WLC

»
% /clf'ent VLAN SV Clients’ EID prefix 192.168.101.0/24
@ = 192.168.101.1/24

192.168.101.21

« Client subnets are distributed on fabric edge switches.
o Client subnets on wireless controllers do not need defining.
« Client subnets are mapped to VLAN with an anycast gateway on all fabric edge switches.

o All roams are layer 2.
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Wireless traffic flow

Wireless Client VLAN 5VI
192.168.101.1/24

@ a &
SB-Access Fabric 2
192.168.101.11 Fabric WLC

24

[ ]

Wired Client VLAN SVI
192.168.103.1/24

192.168.103.21

« Wireless client traffic is distributed
« No hair-pinning to centralized controller

« Communication to wired clients goes directly through the fabric
In summary:

APs must be deployed as follows:
« Connect directly to the fabric edge (or to an extended node switch)
« Be a part of the fabric overlay
o Belong to the INFRA_VN, which is mapped to the global routing table

« Join the wireless controller in Local mode
Wireless controllers must be deployed as follows:

« Reside in the global routing table
« Connect as standalone wireless controllers outside the fabric (optionally directly to border)
« Belong to one fabric site

« Consider limitations, such as, an embedded wireless controller on a Cisco Catalyst 9300/9400/9500,
which has limitations in scale and feature support, therefore, it is only recommended for small branch
deployments

« Avoid using Cisco 3504,5520, and 8540 Series wireless controllers in a new deployment because they
will be phase out in the near future

Note: Wireless controllers should not be reachable through the default route. Use a specific route in the global
routing table for each fabric node.

Wireless controller redundancy

Wireless controllers support high availability (HA) using both SSO (stateful) and N+1 (stateless) architectures for
the fabric-aware controller.

In stateful redundancy with SSO architecture, the wireless controller pair is seen as one node by the fabric. Only
the active wireless controller interacts with fabric control plane nodes. The fabric configuration and control
plane status are synchronized between the active and standby wireless controller. If there is a failure, a new
active wireless controller bulk updates fabric clients to a fabric control plane node (host tracking database
node) so that APs and clients stay connected.
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With the stateless N+1 redundancy architecture, APs are configured with primary and secondary wireless
controllers. APs and associated wireless controllers register with the primary wireless controllers. Upon primary
failure, the AP disconnects and joins the secondary wireless controller. Wireless clients are also disconnected
and join the secondary. The secondary performs new client registration in the fabric control plane node (host
tracking).
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Cisco SD-Access Wireless Guest Access Design

In a fully integrated Cisco SD-Access wireless network, wireless guest access can be integrated using different
solutions:

¢ A dedicated guest VN
« A dedicated guest fabric site (MSRB VN anchoring solution)

e An OTT solution leveraging a guest anchor controller

Figure 12. Dedicated VN for Guest:

10.10.10.40

In this design, the guest network is established as a separate VN within the Cisco SD-Access fabric, using
macrosegmentation to isolate the guest data plane from other enterprise traffic. Configuration is done through
Catalyst Center by creating a VN, defining IP pools, and associating the SSID with the guest IP pool.
Microsegmentation can be used as a second layer segmentation in the VN. Different SGTs can be assigned for
different guest roles.

The same guest VN can also be used for wired guest clients.
Guest as a separate fabric site (MSRB VN anchoring solution)

If complete isolation is required for the guest network, for the data plane traffic and the control plane, you can
configure a dedicated control plane and border (MSRB) with an anchor VN and an anchor pool in Catalyst
Center to manage guest users.

In this solution the traffic is encapsulated at the AP in the VXLAN to the fabric edge switch, but the fabric edge
node is configured to use a different border node for the anchor VN. This border node can reside in another
fabric site, providing complete traffic isolation. The guest users register in a dedicated control plane that may
be colocated with the border, and the users get an IP address in the DMZ.
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Like the dedicated VN solution, this design provides policy consistency for wired and wireless guests. The
choice of a guest control plane and border depend on the scalability of the solution.

10.10.10.40

OTT Solution leveraging Cisco Unified Network Guest Anchor

Use guest anchor controllers by deploying the guest wireless network as an OTT solution. The WLAN for guests
can be configured to be anchored at a guest anchor controller in the DMZ, and the traffic will be an overlay to
the fabric. This well proven Cisco Unified Wireless Network solution protects the customer investment and is
particularly suited for brownfield deployments.

N @
— G

10.10.10.40
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Cisco SD-Access network deployment considerations

Underlay network design

Having a well-designed underlay network ensures the stability, performance, and efficient use of the Cisco SD-

Access network. Automation for deploying the underlay network is available through Catalyst Center using the
LAN automation capability.

Whether using LAN automation or deploying the network manually, the underlay networks for the fabric have
these general design requirements:

o MTU and TCP MSS:

The VXLAN header adds 50 bytes of encapsulation overhead. Enabling a campus and branch-wide MTU
of 9100 ensures that Ethernet jumbo-frames can be transported without fragmentation inside the fabric.

There are scenarios where the underlay network does not support more than 1500-byte packets, for
example, if the fabric sites are connected using a Cisco SD-Access transit over a WAN that does not
support more than 1500-byte packets. In these scenarios, the Transmission Control Protocol Maximum
Segment Size (TCP MSS) can be set to limit the packet size, considering the overhead from VXLAN
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header encapsulation. The recommended value is 1250. Catalyst Center supports TCP MSS automation.
This method works only on TCP applications.

MTU 9100 configuration is supported by LAN automation on all Catalyst 9000 switches.

¢ Point-to-point links:
Point-to-point links provide the quickest convergence times because they eliminate the wait for the

upper layer protocol timeouts typical of more complex topologies. Combining point-to-point links with
the recommended physical topology design provides fast convergence if a link fails.

Point-to-point configuration is supported by LAN automation on all Catalyst 9000 switches.

o ECMP:

Equal-cost multipath routing is a routing strategy where next-hop packet forwarding to a single
destination can occur over multiple best paths. Load balancing between these ECMP paths is performed
automatically using Cisco Express Forwarding (CEF). ECMP-aware routing protocols should be used to
leverage parallel-cost links and ensure redundant forwarding paths for enhanced resiliency.

o BFD:

Bidirectional forwarding detection enhances fault detection and convergence characteristics of routing
protocols. Routing protocols use the absence of Hello packets to determine if an adjacent neighbor is
down (commonly called Hold Timer or Dead Timer). Thus, the ability to detect liveliness in a neighbor is
based on the frequency of Hello packets. BFD provides low overhead, subsecond detection of failures in
the forwarding path between devices and can be set as a uniform rate across a network using different
routing protocols that may have variable Hello timers.

BFD is configured through LAN automation on all LAN automated layer 3 interfaces with (rx_min 250ms,
tx_min 250 ms) x 3.
o NSF:

Non-stop forwarding, or graceful restart, works with SSO to provide continued forwarding of packets
during a route processor (RP) switchover. NSF-aware IGP routing protocols should be used to minimize
the amount of time that a network is unavailable following a switchover.

« SSO:

Stateful switchover maintains stateful feature information, such as user session, by synchronizing state
information between a primary and backup route processor such as an RPs in routing platforms or
supervisor engines in switching platforms. SSO should be enabled together with NSF on supported

devices.

« IGP process for the fabric:
While IS-IS is currently the only supported protocol for LAN automation, other classless routing protocols
such as OSPF and EIGRP are supported and are both ECMP and NSF-aware.

o LoopbackO propagation:

Catalyst Center uses LoopbackO interfaces as the RLOCs in LISP configurations and they require a /32
mask. Reachability between loopback addresses (RLOCs) cannot use the default route, they must use an
explicit route (/32 route) inside the fabric site.

In a multisite Cisco SD-Access transit deployment, Loopback 0 addresses of an external border and a
transit control plane node need to be advertised. In an MSRB deployment, MSRB and the fabric edges in
an anchored site also must have a /32 route to each other.

LAN automation configures LoopbackO with the /32 subnet from a provided LAN pool.

e Wireless controller reachability:
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Connectivity to the wireless controller should be treated like reachability to the loopback addresses. A
default route in the underlay cannot be used for fabric edges to reach the wireless controllers. A specific
route (non-default route) to the wireless controller IP address must exist in the GRT (underlay) at each
fabric edge where the APs are physically connected. This can be a host route (/32) or a summarized
route.

e LAN automation for deployment:

The configuration of the underlay can be orchestrated by using LAN automation services in Catalyst
Center. LAN automation is an alternative to manual underlay deployments for new networks. It uses an
IS-IS routed access design. The IS-IS routing protocol offers operational advantages such as neighbor
establishment without IP protocol dependencies, peering capability using loopback addresses, and
agnostic treatment of IPv4, IPv6, and non-IP traffic. Manual underlays are also supported, offering
flexibility to deviate from an automated underlay deployment, such as selecting a different IGP, while still
adhering to the fundamental underlay design principles.

LAN automation is not supported on router platforms and only supported for IPV4 addressing. It can
discover and automate up to five tiers of PnP agent devices.

Peer device and shared services routing

As discussed in the Shared services section, shared services are normally outside the fabric site and are the
required elements for clients in a Cisco SD-Access network. In a Cisco SD-Access deployment, the peer
device is responsible for advertising shared services from an external domain into the fabric. A peer device is
outside the fabric and can be either a true routing platform, a layer 3 switching platform, or a firewall that must
meet several technological requirements, including:

o Multiple VRFs:

Multiple VRFs are needed for the VRF-aware peer model. For each VN that is handed off on the border
node, a corresponding VN and interface is configured on the peer device. The selected platform should
support the number of VNs used in the fabric site that will require access to shared services.

 Subinterfaces (routers or firewall):

A virtual layer 3 interface that is associated with a VLAN ID on a routed physical interface. It extends IP
routing capabilities to support VLAN configurations using the IEEE 802.1Q encapsulation.

« Switched Virtual Interfaces (layer 3 switch):

Represents a logical layer 3 interface on a switch. This SVl is a layer 3 interface forwarding for a layer 3
IEEE 802.1Q VLAN.

» |EEE 802.1Q:

An internal tagging mechanism that inserts a 4-byte tag field in the original Ethernet frame between the

Source Address and Type/Length fields. Devices that support SViIs and subinterfaces also support

802.1Q tagging.
Catalyst Center can automate the configuration on the border nodes with the layer 3 handoff feature. This
feature provisions VREF lite by associating each SVI in switching platforms or subinterface in router platforms
with a different fabric VN (VRF in the example). An external BGP (eBGP) is used as the routing protocol to
advertise the endpoint space (EID-space) prefixes from the fabric site to the external routing domain and to
attract traffic back to the EID-space. This BGP peering is also used to advertise routes into the overlay such as
for access to shared services on internal border.

As shown in Figure 12, VNs in the fabric site are mapped to VRFs on the firewall to provide routing separation.
The eBGP peers are established for each VRF based with border layer 3 handoff to facilitate the separation and
routing. The internet service default route 0.0.0.0./0 is advertised to the fabric border node in each VRF.
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Figure 13. The peer device is a firewall that supports subinterfaces and has multiple VRFs and 802.1Q
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Depending on how the shared services are deployed, the primary way that shared service routing on peer
devices is archived include:

« Route leaking:

Used when shared services routes are located in the Global Routing Table (GRT), IP prefix lists are used
on the peer device to identify these routes. Route maps reference these IP prefix lists, and the VRF
configurations refer to the route maps to ensure that only the specifically matched routes are leaked.

As shown in Figure 13, eBGP peers are established for each VRF based with border layer 3 handoff. The shared

service prefix is in the GRT. Route leaking is performed on the peer device, where client prefixes from VRFs are
leaked to the GRT. Shared service prefixes in the GRT are leaked to the VRFs.

Figure 14. VNs in the fabric site are mapped to VRFs on the peer device
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« VRF leaking:

Used when shared services are deployed in a dedicated VRF on the peer device. Route-targets under
the VRF configuration are used to leak between the fabric VNs and the shared services VRF.

End-to-end microsegmentation
Macrosegmentation uses VNs to isolate clients. Clients in different VNs cannot communicate with each other.

Microsegmentation uses SGT and Security Group Access Control Lists (SGACL) to enforce traffic policies at the
egress access device.
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Figure 15. The way microsegmentation works in a Cisco SD-Access deployment for endpoint traffic
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« Classification:

Clients are coming online in the same VN and assigned different SGTs: SGT 21 (Teachers), SGT 22
(Students) and SGT 26 (Admin). The SGT assignment can be archived through Cisco ISE using
authentication and authorization rules or statically assigned based on the connected port or IP address
pools (configurable from Catalyst Center). SGACL rules are downloaded from the Cisco ISE to the fabric
edge where the client Admin is connected.

o Propagation:

Within the same fabric site but across different fabric edges, or between different fabric sites connected
through Cisco SD-Access transit, the source SGT is encapsulated within the VXLAN header. The traffic is
then forwarded to the fabric edge where the client Admin is connected.

« Enforcement:

Happens on the fabric edge where the client Admin is connected. Based on the SGACL, traffic from
client Teacher is allowed, but traffic from client Student is denied and dropped.
If clients are connected to the same fabric edge, propagation is not needed. Enforcement happens directly on
this fabric edge.

For fabric wireless clients, the wireless controller sends the SGT to the AP when a client joins through Cisco ISE
using authentication and authorization or statically assigned to the SSID (configurable from Catalyst Center).
The AP puts this SGT in the VXLAN header when it forwards data traffic from the wireless client to the ingress
fabric edge over the VXLAN tunnel. At egress, fabric edge policy enforcement happens. For clients connected
to the same AP and on the same VLAN, the traffic flow is always switched at the fabric edge. The AP
encapsulates the traffic within a VXLAN tunnel directed to the fabric edge, which then handles the switching of
the traffic back to the same AP.

Because a VXLAN data plane carries SGT natively, microsegmentation can be used directly within the same
fabric site or multiple fabric sites with Cisco SD-Access transit. With IP-based transit, due to the
de-encapsulation of the fabric packet, SGT policy information can be lost. Inline tagging and SXP can carry SGT
information between two fabric sites connected using IP transit.

Inline tagging

Inline tagging is the process where the SGT is carried within a special field known as Cisco Meta Data (CMD)
that can be inserted in the header of the Ethernet frame. This changes the Ether Type of the frame to 0x8909. If
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the next-hop device does not understand this Ether Type, the frame is assumed to be malformed and is
discarded. Ways to propagate SGTs end-to-end inline tagging include:

e Hop-by-hop:
Each device in the end-to-end chain would need to support inline tagging and propagate the SGT.
e Preserved in tunnels:

SGTs can be preserved in the CMD inside of the Generic Routing Encapsulation (GRE) tunneling protocol
or in the CMD inside of the IPsec tunnel encapsulation.

Figure 16. The inline tagging enabled between fabric sites
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With inline tagging, the SGT is embedded into the Ethernet frame. The ability to embed the SGT within an
Ethernet frame requires specific hardware support. Network devices without the hardware support can use
SXP.

SXP over TCP

SXP is used to distribute SGTs to border nodes across an interconnecting network that does not support
carrying the SGT in the data plane. This allows the borders to reclassify the incoming IP packet and insert the
SGT into the VXLAN data plane as the packet is forwarded to the fabric edge towards the destination endpoint.

When users and endpoints authenticate and are authorized into the network, Cisco ISE assigns the SGT using
the authorization table and learns the user and endpoint IP address using accounting. Cisco ISE creates the
association of an IP-SGT mapping of that user and endpoint and sends it to another fabric site when Cisco ISE
has SXP connections with devices in other sites.

For example, as shown in Figure 16, mappings created from Site A are sent to Site B using SXP. This mapping
allows traffic flowing from Site A to Site B to be classified on the Site B border with the original source SGT and
then carries over VXLAN and enforces it on the fabric edge.
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Figure 17. Sending SXP mappings to a remote border
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Inline tagging compared with SXP

The SGT-propagation method use depends on the platforms in the path. Not all devices are capable of inline
tagging. But if the devices support both inline tagging and SXP, inline tagging is preferred.

Inline tagging occurs within the data plane without impacting performance. SXP is a control plane function that
impacts CPU and memory performance.

SXP scalability is another consideration. The number of SXP peers and the number of IP-SGT mappings in
different platforms can be found in the policy platform capability matrix.

Firewall as peer device

A firewall is used as a security measure that monitors and controls incoming and outgoing network traffic based
on predetermined security rules in a traditional network. It acts as a barrier between a trusted internal network
and untrusted external networks, such as the internet.

In fabric deployment, a firewall can be used as a peer device that is connected to fabric border devices to
provide access to shared services and the internet, segment guest networks from internal networks, or for
interVN communications.
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Figure 18. A typical firewall function in a Cisco SD-Access deployment
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Provide access to shared services/internet

A firewall is connected to both fabric border and data center. Shared service prefixes are advertised to a
firewall from a data center. BGP peers are configured between a fabric border (through layer 3 handoff) and a
firewall (manual configuration) so that the shared service prefixes can be advertised from the firewall to the
border in each VN (Building and Campus, as shown in Figure 17). Client prefixes from these two VNs are
advertised to the firewall. The firewall can use a single VRF solution or a multiVRF solution. In case of multiVRF,
shared service prefixes are in a dedicated VRF, such as global. The routes leaking is required between Building
and global, and Campus and global, so shared service prefixes are leaked to Building and Campus, and client
prefixes are leaked to global.

Similarly for internet access, the firewall advertises a default route to the borders in each VN (Building and
Campus). Client prefixes are leaked in global when a multiVRF solution is in use.

InterVN communication

In most deployments, endpoints, users, or devices that need to directly communicate with each other should be
placed in the same VN. But some networks may have specific requirements for VN-to-VN communication. VN-
to-VN requirements are often seen during mergers of companies or in some corporate or government
structures or similar multitenant environment where each agency, tenant, or division is required to have their
own VN-space. As shown in Figure 17, the firewall can advertise the default route to a border device in the
Campus and Building VN. Since it has reachability information about the client prefixes in each VN, traffic
between Campus and Building can be routed through the firewall.

Policy enforcement
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A firewall is a policy-oriented device and can be configured to use SGT in the rules for traffic enforcement. In
the figure, the firewall receives SGT information from Cisco ISE through SXP (SGT exchange protocol over TCP)
and receives traffic with SGT information in Ethernet CMD from the border through inline tagging. However,
unlike fabric devices, the SGT based rules and policies are not downloaded from Cisco ISE. They are configured
manually in the firewall. With policy enforcement, InterVN communications can be restricted only among
specific clients.

As shown in Figure 18, in a guest network, a firewall can be used to ensure that visitors have only limited
access to sensitive resources. Guest traffic is separated from enterprise traffic and located in a dedicated guest
VN.

Figure 19. Firewall deployed in a guest network
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As shown in Figure 19, another deployment scenario is with a layer 2 border where the gateway is configured
on the firewall and located outside the fabric. The firewall as the gateway can inspect interVLAN traffic and
traffic exiting the fabric.

Figure 20. Gateway on a firewall
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Cisco ASA and Cisco Firepower Threat Defense (FTD) are recommended. They can be managed by Catalyst
Center with limited support (polices, routings and so on are not supported) and integrate with Cisco ISE. They
can provide stateful inspection for interVN communication and provide Intrusion Prevent System (IPS)
capabilities, advanced malware protection (AMP), granular Application Visibility and Control (AVC), and URL
filtering. They also have a detailed reporting capability with information about traffic sources, destinations,
usernames, groups, and firewall actions with guaranteed logging of permits and drops.

They can be deployed as a cluster (multiple devices acting as a single logical unit), as an HA pair (commonly
Active and Standby), or even as a standalone device.

For a full list of supported firewall platforms, see the Catalyst Center Compatibility Matrix.

Fabric site sizes - design strategy

A practical goal for Cisco SD-Access designs is to create larger fabric sites rather than multiple, smaller fabric
sites. The design strategy is to maximize fabric site size while minimizing total site count. Some business
requirements necessitate splitting locations into multiple sites, such as creating a fabric site for an Emergency
Room (ER) that is separate from the fabric site that is represented by the remainder of the hospital.

The multidimensional factors of survivability, HA, number of endpoints, services, and geography are all factors
that drive the requirement for multiple, smaller fabric sites instead of a single large site. To help with designing
fabric sites of varying sizes, reference models were created, including:

« Fabric-in-a-Box (FiaB) site

e Small site

¢ Medium site

o Large site

o Extra-large site
Each fabric site includes a supporting set of control plane nodes, edge nodes, border nodes and wireless
controllers, sized appropriately from the listed categories. Cisco ISE PSN are also distributed across the sites to
meet survivability requirements.

FiaB site

The FiaB Site Reference Model should target less than 200 endpoints. The central component of this design is a
switch stack or StackWise Virtual operating in all three fabric roles: control plane node, border node, and edge
node. For switch stack FiaB deployments, Cisco SD-Access EWC on Catalyst 9000 is used to provide site-local
wireless controller functionality. The site may contain an Cisco ISE PSN depending on the WAN and internet
circuit and latency.

For similar site design sizes, stay within the table guidelines. The numbers are used as guidelines and do not
necessarily match specific limits for devices used in a design of this site size.

Table 3.  Fabric-in-a-Box Site Reference Model guidelines

Component

Endpoints, target fewer than 200
Virtual networks, target fewer than 5

IP pools, target fewer than 8
APs, target fewer than 40
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HA in this design is provided through switch stacking or StackWise Virtual, which both combine multiple
physical switches into a single logical switch. StackPower is used to provide power redundancy between
members in a switch stack. StackWise Virtual deployments have power redundancy by using dual power
supplies in each switch. If a chassis-based switch is used, HA is provided through redundant supervisors and
redundant power supplies. To support power redundancy, available power supplies need to be redundant
beyond the requirements of the switch to support power, chassis, supervisor, and line cards.

Tech tip: Client SSO provides the seamless transition of clients from the active controller to the standby
controller. Client information is synchronized from the active to the standby to avoid client re-association during
a switchover event.

wireless controllers can be deployed as physical units directly connected to the fabric-in-a-box or deployed as
the embedded Catalyst 9800 controller. When using the embedded Catalyst 9800 with a switch stack or
redundant supervisor, AP and Client SSO are provided automatically. StackWise Virtual deployments of fabric-
in-a-box need physical wireless controllers.

When using stacks, links to the upstream routing infrastructure should be from different stack members. Ideally,
the uplinks should be from the member switches rather than the active stack. With chassis switches, links
should be connected through different supervisors. To prepare for border node handoff automation along with
having initial IP reachability, SVIs and trunk links are commonly deployed between the small site switches and
the upstream routing infrastructure.

Small site

The Small Site Reference Model supports fewer than 2,000 endpoints. The physical network is usually a two-
tier collapsed core or distribution layer with an access layer servicing several wiring closets. Rather than
colocating all roles in one device, the small site model provides added resiliency and redundancy along with a
larger number of endpoints by separating the edge node roles onto dedicated devices in the access layer. The
border and control plane nodes are colocated in the collapsed core layer. For Cisco SD-Access wireless, the
embedded wireless controller is provisioned on one of the colocated border and control plane nodes.
Optionally, a virtual or hardware-based wireless controller is used. If there are fewer than 200 APs and 4,000
clients, Cisco SD-Access embedded wireless can be deployed along with the colocated border node and
control plane node functions on a collapsed core switch. Use hardware or a virtual wireless controller for
wireless HA.

For similar site design sizes, stay within the table guidelines. The numbers are used as guidelines and do not
necessarily match specific limits for devices used in a design of this site size.

Table 4. Small Site Reference Model guidelines

ot~

Endpoints, target fewer than 2,000
Virtual networks, target fewer than 8

IP pools, target fewer than 20
APs, target fewer than 100
Control plane nodes, collocated 2
Border nodes, collocated 2
Fabric nodes, target fewer than 50

Medium site
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The Medium Site Reference Model is designed for a building with multiple wiring closets, using a two-tier
network structure that combines core and distribution layers with an access layer.

The medium site supports fewer than 25,000 endpoints and fewer than 2,000 APs. The border node function is
colocated with the control plane node function on one or two devices. Ideally, for a HA configuration, deploy a
highly resilient single device and a separate wireless controller.

For similar site design sizes, stay within the table guidelines. The numbers are used as guidelines and do not
necessarily match specific limits for devices used in a design of this site size.

Table 5. Medium Site Reference Model guidelines

Component

Endpoints, target fewer than 25,000
Virtual networks, target fewer than 50

IP pools, target fewer than 200
APs, target fewer than 2,000
Control plane nodes, collocated 2
Border nodes, collocated 2
Fabric nodes, target fewer than 450
Large site

The Large Site Reference Model is designed for multiple buildings or a building with multiple wiring closets. The
physical network is usually three-tier with core, distribution, and access layers. It may even have a routed super
core that aggregates many buildings and serves as the network egress point to the WAN and internet. The
border node and control plane node functions are provisioned on separate devices rather than colocating.

The large site supports up to 100,000 endpoints and 6000 APs. The border is distributed using redundant
devices from the control plane function, and a separate wireless controller in an HA configuration.

Use the table below to understand the guidelines to stay within for similar site design sizes. The numbers are
used as guidelines only and do not necessarily match specific limits for devices used in a design of this site
size.

Table 6. Large Site Reference Model guidelines
Component

Endpoints, target fewer than

Virtual networks, target fewer than 64

IP pools, target fewer than 450
APs, target fewer than 6,000
Control plane nodes 2-4
Border nodes (2 as internal, 2 as external) 2-4
Fabric nodes, target fewer than 750

Extra-large site

The Extra-Large Site Reference Model is designed for a building with multiple wiring closets or multiple facilities
stretched across a large campus. The physical network is a three-tier network with core, distribution, and
access layers and may sometimes have a super core in a four-tier. An extra-large network requires dedicated
services exit points such as a dedicated data center, shared services block and internet services.
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The extra-large site supports up to 20,0000 endpoints and 10,000 APs. Multiple border nodes are distributed
from the control plane node function on redundant devices, and sperate wireless controllers in an HA
configuration.

Ecosystem

Catalyst Center has an ecosystem with a variety of parallel solutions and third-party applications. This section
describes those ecosystem solutions in the context of Cisco SD-Access.

Wide Area Bonjour

Bonjour is a zero-configuration solution that simplifies network configuration and enables communications
between connected devices, services and applications. Bonjour is designed for single layer 2 domains such as
small, flat networks.

The Cisco Wide Area Bonjour applications on Catalyst Center eliminate the single layer 2 domain constraint and
expand the scope to larger layer 3 domains that are used in Cisco SD-Access wired and wireless networks.

ThousandEyes

The ThousandEyes application is hosted on Catalyst 9000 Series switches and is provisioned through a
workflow in Catalyst Center. ThousandEyes provides a way to monitor and observe devices and applications in
the network.

A ThousandEyes agent on fabric edge nodes provides network and application visibility from client subnet to
services. It also provides network and application visibility from border node to services outside of the fabric
site.

Cisco Al Endpoint Analytics

Cisco Al Endpoint Analytics is a solution that detects and classifies endpoint and loT devices into different
categories based on endpoint type, hardware model, manufacturer and operating system type. The Cisco Al
Endpoint Analytics engine and user interface runs on Catalyst Center and assigns labels to endpoints by
receiving telemetry from the network infrastructure.

Return material authorization workflow

Catalyst Center return material authorization (RMA) workflow makes replacing devices a zero-touch process. A
customer flags a failed device in Catalyst Center. They physically install the new device and run the basic zero-
touch workflow to bring up the device through the PnP process. Using this process, Catalyst Center automates
software image upgrades, installs appropriate licenses and certificates, and applies the basic configurations.
When a device is detected by Catalyst Center, it configures the replacement device with the old device
configuration. Catalyst Center supports RMA for both fabric and nonfabric devices.

The RMA workflow is demonstrated in the Day-n operation - RMA section.

Fabric Assurance

Cisco SD-Access Assurance provides visibility into the Underlay and Overlay, and it enables reachability into
critical network services in the Fabric infrastructure. Fabric network devices are provisioned with model-driven
streaming telemetry which monitors the status of certain protocol states. Any change in the protocol state will
be reported by the network device to Catalyst Center. Suggested actions in Assurance dashboard help network
operators to narrow down the issue domain and eventually remediate the issue.

Cisco SD-Access Assurance provides visibility into health and state of the Fabric Site, Virtual Networks and
Cisco SD-Access Transit.
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Fabric Assurance is demonstrated in the Monitor the Cisco SD-Access network and Cisco SD-Access
application section.

Third-Party Integrations

IP address management systems

With third-party IP address management (IPAM) systems integration, all aspects of IPAM, such as DNS and
DHCP, can be done using one integrated platform. This integration eliminates manual processes and patchwork
tools, increasing IP address management efficiency. Catalyst Center supports the ability to integrate third-party
IPAM systems Infoblox and BlueCat.

ServiceNow

The Cisco SD-Access integration with ServiceNow monitors and publishes all fabric provision events. This
provides security and other operational triggers to the IT Service Management system.

Latency and scale

Latency in the network is an important consideration for performance, and the round-trip time (RTT) between
Catalyst Center and any network device it manages must be taken strictly into account. The RTT should be
equal to or less than 100 ms to achieve optimal performance for all solutions provided by Catalyst Center
including Cisco SD-Access. The maximum supported latency is 200 ms RTT. Latency between 100 ms and 200
ms is supported, although longer execution times could be experienced for certain functions including inventory
collection, fabric provisioning, and other processes that involve interactions with the managed devices.

Figure 21. RTT requirements between Catalyst Center and network elements
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Table 7. Cisco recommended RTT for Cisco SD-Access deployment
Source device Target device

Maximum round trip time supported

FE/Wireless Controller/Border/Control Plane 200 ms
Catalyst Center Node Cisco ISE 300 ms

Catalyst Center Node
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Target device Maximum round trip time supported

Cisco ISE FE/Wireless Controller/Border/Control Plane 100 ms
Wireless Controller APs 20 ms
Wireless Controller Control Plane Node 100 ms

Table 8 through Table 12 list the scale number of endpoints, APs, VN and so on supported in different fabric
roles of commonly used device families and Catalyst Center. For more detailed information and a full list of
device families, see the Catalyst Center Data Sheet.

Table 8. Cisco SD-Access scale numbers for fabric edge nodes

Device family Virtual networks Wired endpoints Directly connected AP

9200-L 1 2,000 Not supported
9200 4 4,000 25

9300-L 256 6,000 50

9300 256 6,000 200

9400 256 6,000 200

9500/H 256 6,000 200

Table 9. Cisco SD-Access scale numbers for fabric border nodes

Device family Fabric hosts entries (/32 or /128)

9300-L 256 16,000
9400 256 70,000
9500 256 70,000
9500-H 256 150,000
9600 256 150,000
ASR1K, 4K, ISR (8 GB RAM) 128 1,000,000
ASR1K, 4K, ISR (16 GB RAM) 128 4,000,000

Table 10. Cisco SD-Access scale numbers for wireless controller models

Wireless controller model Max. number of APs Max. number of clients

Catalyst 9800-L 250 5,000
Catalyst 9800-40 2,000 32,000
Catalyst 9800-80 6,000 64,000
Catalyst 9800-CL (4 CPU/8 GB RAM) 1,000 10,000
Catalyst 9800-CL (6 CPU/16 GB RAM) 3,000 32,000
Catalyst 9800-CL (10 CPU/32 GB RAM) 6,000 64,000
Embedded Wireless Controller on Catalyst 9000 50 1,000
(9300L)

Embedded Wireless Controller on Catalyst 9000 200 4,000

(9300,9400,9500,9500H)

Table 11. Catalyst Center Cisco SD-Access system scale
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DN-SW-APL DN3-HW-APL DN3-HW-APL-L |DN2-HW-APL-XL (C480
(Virtual appliance) |(C220 M5 44 cores) (C220 M6 56 M5 112 cores)

cores)

DN3-HW-APL DN3-HW-APL-XL

(C220 M6 32 cores) DN3-HW-APL-L |(C480 M6 80 cores)

(C220 M6 56
cores)

Devices (Switch, Router, 4000 8000
WLC) (fabric)

Wireless Access Points 3000 3000 4000 10000
(fabric)

Concurrent Endpoints 25,000 25,000 40,000 100,000
Transient Endpoints 75,000 75,000 120,000 250,000

(over 14-day period)

Ratio of Endpoints to:

Wired Any Any Any Any
Wireless Any Any Any Any
Fabric Sites 500 500 1000 2000
Scalable groups 4000 4000 4000 4000
Global IP Pools 100 100 100 200
Layer 3 VN per site 64 64 128 256
Layer 2 VN per site 200M 200M 600®@ 1000@
IP Pools per site 100M 100M 300 1000®
Fabric devices per site 500 500 600 1200
Note:

M Per fabric site, the sum of IP pools plus layer 2 Virtual Networks must not exceed 200.
@ Per fabric site, the sum of IP pools plus layer 2 Virtual Networks must not exceed 300.

® Per fabric site, the sum of IP pools plus layer 2 Virtual Networks must not exceed 1000.

Table 12. Scale for 3-node DN3-HW-APL-XL cluster

Devices (Switch, Router, wireless controller) 10,000
Wireless Access Points 25,000
Concurrent Endpoints 300,000
Transient Endpoints (over 14-day period) 750,000
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Design the Cisco SD-Access network

This section demonstrates the processes and procedures of designing the Cisco SD-Access network using
Catalyst Center.

The processes for designing the Cisco SD-Access networks are as follows:
« Integrate Cisco ISE with Catalyst Center (required for microsegmentation).
o Configure the site hierarchy.
« Configure the network services required for Cisco SD-Access network operation.
« Configure the IP pools.

« Configure wireless settings for the WLAN deployment (required for a fabric wireless network).
For the process and procedure for installing Catalyst Center, see the Catalyst Center Installation Guide.

For the process and procedure for installing Cisco ISE, see the Cisco ISE installation Guide.

Integrate Cisco ISE with Catalyst Center

The integration of Cisco ISE and Catalyst Center enables sharing information between the two platforms,
including device and group information. It is mandatory for a microsegmentation solution but optional for a
macrosegmentation solution.

Use the procedures to integrate Cisco ISE with Catalyst Center include:

« Configure Cisco ISE as an authentication and policy server to Catalyst Center.

« Permit pxGrid connectivity from Catalyst Center into Cisco ISE.

Procedure 1. Configure Cisco ISE as an authentication and policy server

Step 1. From the top-left corner, click the menu icon and choose System > Settings then in the left
panel choose External Services > Authentication and Policy Servers.
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Catalyst Center

Q. Search
PnP Device Autherization
Device Prompts
Configuration Archive
External Services

Umbrella

Authentication and Palicy Serv...

Integrity Verification

SD-Access Compatibility Matrix

IP Address Manager

Cloud Access Login

Cisco Al Analytics

Stealthwatch

Talos IP Reputation

Destinations

Cisco Spaces/CMX Servers

Catalyst Dashboard

Machine Reasoning Engine

Cloud Authentication

Cisco Catalyst - Cloud

Webex Integration

ThousandEyes Integration
System Configuration

Debugging Logs

System / Settings

Certificates

Trusted Certificates

Manage the PKI Trusted Certificates bundle to enable authentication of Cisco networking
devices to Cisco Catalyst Center and its applications, such as Network Plug and Play.

Certificate Authority
Control how Cisco Catalyst Center manages and shares the Certificate Authority information

Cisco Accounts

PnP Connect

Add the device inventory from the Cisco Plug and Play Connect cloud portal to Plug and Play in
Catalyst Center.
Smart Account

Set up a Smart Licensing account for entitlement and license management

SSM Connection Mode

Connection mode provides options for the Catalyst Center to access Cisco Smart Software
Manager (SSM) cloud

Device Settings

PnP AP Location
Configure AP Location during PnP flow

MAvinn Pantealinkiling

O maglev

System Certificates

View information about Cisco Catalyst Center's currently active SSL certificate or information
about how to replace it

Device Certificates

View certificates that were issued by Cisco Catalyst Center for managed devices to authenticate
and identify the devices.

Cisco.com Credentials

Set up a Cisco.com ID to connect to Cisco and enable access to software and services

Smart Licensing

Smart Licensing is a cloud-based, software license management solution that allows you to
manage and track the status of your license and softwars

sage

Image Distribution Servers

Configure Image Distribution Servers which will help in storage and software distribution

Rlatiainrls Pammn Inta il

Step 2. Click Add then from the drop-down menu, select ISE.

Step 3. Enter the information within the Add ISE server pane.

The Table 13 explains the fields within the Add ISE server pane.

Table 13. Add AAA with ISE server pane fields
Description

Server IP Address Text Field The IP address of the Cisco ISE server. (Ensure this
is the IP address shown on the Cisco ISE deployment

instance if it has multiple IP addresses configured.)

Shared Secret Text Field This is used by network devices for communicating
with the Cisco ISE server. This is also referred to the

PAC key within an I0S XE device configuration.

Username Text Field This is the username of the default super admin
account that you created during the Cisco ISE

installation.

Password Text Field This is the password of the default super admin
account that you created during the Cisco ISE

installation.

FQDN Text Field This is the fully qualified domain name of the Cisco

ISE server.

Virtual IP Address Text Field This can have one or more PSN behind a single load
balancer. In those cases, you can add the load

balancer IPs in the Virtual IP field.

Advanced Settings > Protocol Multiple Choice This determines the authentication protocols used.

Radio Button The choices are as follows:

RADIUS: This is the default setting, using the RADIUS
protocol

TACACS: Uses the TACACS protocol

This uses 1812 for the default port when RADIUS is

Advanced Settings > Authentication Port Text Field
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selected.

Advanced Settings > Accounting Port Text Field This uses 1813 for the default port when RADIUS is
selected.

Advanced Settings > Port Text Field This field appears only when TACACS is selected.

The default port is 49.

Retries Number This is the number of authentication-retries before
failure. The default is 3.

Timeout (seconds) Number This is the number of seconds before an attempt
times out. The default is 4 seconds.

For this design and deployment guide, the information in Table 14 was entered.

Table 14. Add AAA with ISE server pane fields

Value

Server IP Address 10.195.221.144

Shared Secret ke

Cisco ISE Server On

Username Admin
Password il

FQDN FANIU-ISE-V3.cisco.cpm
Subscriber Name Admin

SSH Key None (empty)
Virtual IP Address None (empty)
Advanced Settings > Protocol RADIUS
Advanced Settings > Authentication Port 1812
Advanced Settings > Accounting Port 1813

Retries 3

Timeout (seconds) 4

Before adding Cisco ISE ensure theses prerequisites are met:
« Cisco ISE and Catalyst Center have compatible versions (see Catalyst Center Compatible Matrix).

« Cisco ISE GUI password matches Cisco ISE CLI password (this restriction is removed in Catalyst Center
2.3.7.6 and later releases).

« PxGrid is enabled for the Cisco ISE deployment instance.
e On Cisco ISE the ERS is Read/Write Enabled.
Step 4. Click Add to create the Cisco ISE server within Catalyst Center.
Step 5. When the sidebar with a certificate of Cisco ISE to be trusted displays, click Accept.
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Figure 22. Side panel showing Cisco ISE certificate to be trusted the first time

Catalyst Center System / Settings o @ Q  maglev
Settings / External Services .
Q Search nos | EremaL e ISE server Integration “
Authentication and Policy Servers
Certificates M
Use this form to specify the servers that authenticate Catalyst Center users. Cisco Identity This is the first time Cisco DNA Center has seen this certificate from Cisco
Trusted Certificates - )
Services Engine (ISE) servers can also supply policy and user information @ ISt anditis not yet trusted. Do you want to accept this certificate and
System Certificates establish trust?

Certificate Authority ®Add ~ 1 Export
Integration of 10.195.221.144 is waiting for user input
Device Gertificates
IP Address Protocol = Type
Cisco Accounts v +@ Initiating connection...
less than a minute ago
P G 4444 RADIUS AAA
N This is the first time Cisco DNA Center has seen this certificate from Cisco ISE
Cisco.com Credentials and it is not yet trusted. Do you want to accept this certificate and establish
10.195.221.144 RADIUS ISE trust?
Smart Account .
tifi
Smart Licensing e RADIUS ann .
SSM Connection Mode
Device Settings v 1111 RADIUS AAA
Establishing trust.
PnP AP Location Reading, val g oring trusted certificates
45.6.3.2 RADIUS AAA

Image Distribution Servers

© Discovering nodes
Device Controllability

nodes and pxGrid nodes

Network Resync Interval

@ Connecting to pxGri
Loading and validatin

SNMP

Grid certificates, subscribing to pGrid topics
ICMP Ping
Device EULA Acceptance
PnP Device Authorization
Device Prompts
Configuration Archive

External Services v
Umbrella
Authentication and Policy Serv.
Integrity Verification
SD-Access Compatibility Matrix

IP Address Manager

When the integration finishes, you return to the Authentication and Policy Servers dashboard. The new Cisco
ISE server shows with a Status of Active. If you must change or correct any settings, select it and click Edit.
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Figure 23. Editing an existing ISE server

* Catalyst Center System [/ Settings s Q ‘ Q. maglev

Settings / External A
Q search e Edit ISE server X
Authentication and Policy Servers
Certificates v
Use this form to specify the servers that authenticate Catalyst Center users. Gisco Identity Server IP Address
Trusted Certificates N N
Services Engine (ISE) servers can also supply policy and user information 95.221.144

System Certificates

Certificate Authority @Add 1 Export
Shared Secret
Device Certificates
IP Address Protocol ~ Type
Cisco Accounts v Username
admin
PnP Connect 4444 RADIUS AAA
Cisco.com Credentials
10.195.221.144 RADIUS ISE . N
Smart Account word
S U 1.1.1.2 RADIUS AAA FQON
SSM Connection Mode FANIU-ISE co.com
Device Settings v 111 RADIUS AAA
PnP AP Location
Image Distribution Servers 45632 RADILS AR
Device Controllability Virtual [P Address(es) v

Network Resync Interval "'

SNMP

lj Advanced Settings ()
ICMP Ping

EETERE
Device EULA Acceptance & connect to pxGrid

PnP Device Authorization
(O Enable Multiple Catalyst Center operation
Device Prompts

Configuration Archive

External Services v Promcel ®

@ 7acacs
Umbrelia =

I Authentication and Policy Serv.

Authentication Port

Integrity Verification

SD-Access Compatibility Matrix Cancel

IP Address Manager

To confirm Catalyst Center is integrated with Cisco ISE, within Catalyst Center:

Step 6. From the top-left corner, click the menu icon and choose System > System 360 then scroll to
the Externally Connected Systems > Identity Services Engine (ISE) section.

Primary and pxGrid should both show as Available.
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el Catalyst Center System / System 360 ® Q & 526 | Q mage

System 360 System Health Service Explorer
Hign Avaliapiity Gluster 100Is
of Jul 29, 2024 5:21 PM As of Jul 29, 2024 5:20 PM
® 10.195.144.108
View 137 Servi ® Enabling High Availability View Guide Monigting
requires installing a minimum of Log &
3 Cisco Catalyst Center hosts. Explorer
System Management
Backups
Software Management 260 0 25, 2 Gl (0 Application Health
of Jul 29, 2024 5:21 PM As of Jul 29, 2024 5:21 PM
@ Last successful backup took View
® Connected to Cisco’s software server. Rlacelon U lE RO a M ® Automation
® A release is being Vi ® There are no backups scheduled Schedule O eSS
downloaded
® 3 applications are available View
for installation
Externally Connected Systems
Identity Services Engine (ISE) IP Address Manager (IPAM)
As of Jul 29, 2024 5:21 PM As of Jul 29, 2024 5:20 PM
Primary 10.195.221.144 & Available Q‘Updale ® No IPAM server Configure
pxGrid  10.195.221.144 & Available © DL IS
L T T

Step 7. In Cisco ISE, from the top-left corner, click the menu icon and choose Administration > pxGrid
Services then click the Client Management tab. Confirm that the pxGrid session with the Cisco
Catalyst session is created and that the Status shows as Enabled.

‘uses’ Identity Services Engine Administration / pxGrid Services

] Y Client i i Settings
L] "
Clients
| Policy Clients
Groups
‘\ ) Clients must register and receive account approval to use pxGrid services in Cisco ISE. Clients use the pxGrid Client
Certficates Library through the pxGrid SDK to register as clients. Cisce ISE supports both auto and manual registrations.
( pxGrid Cloud Connection
PXGrid Gloud Policy
2 g
pxGrid Clients
n
Rows/Page 1 ~ 12 n 1 Total Rows
Trash Vv Filter &
O Name Description Client Groups Status
[]  pxarid_client_1659305283 Cisco DNA Center ise-bridge service  Enabled

Procedure 2. Integrate with Catalyst Center policy window

To use Catalyst Center as the administrator for GBAC, Catalyst Center must migrate policy data from the ISE.

Step 1. From the top-left corner, click the menu icon and choose Policy > Group-Based Access
Control.

Step 2. Click Start migration from the banner. Migration can be scheduled later or start immediately. It
can take up to one hour depending on the data scale.
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el Catalyst Center Policy / Group-Based Acc { 4 ) maglev

Overview Policies Security Groups Access Contracts

In order to begin using Catalyst Center as the administration point for Group-Based Access Control, Catalyst Center must migrate policy data from the Cisco Identity Services Engine (ISE):
« Any policy features in Cisco ISE that are currently not supported in Catalyst Center will not be migrated, you will have a chance to review the migration rule after click on " Start migration"
. + Any policy information in Catalyst Center not already exist in Cisco ISE will be copied to Cisco ISE to ensure the 2 sources are in sync

Once the data migration is initiated, you cannot use Group-Based Access Control in Catalyst Center until the operation is cumn\elT Start migration
After policy data migration has completed, if you prefer to manage Group-Based Access Control in Cisco Identity Services Engin:

ion under " Group-Based Access Control Configuration”

Search by group name, IP Address, or MAC address I Upcemi ”,,0 In p‘ac,m@ Fa gd@ & Configuration 5 Reports

View traffic for ...

10 17
SECURITY GROUPS ISE PROFILES
Policy Issues 24hrs v Mar 16, 2024 10:00 PM - Mar 17, 2024 10:00 PM
0 0 0 0
Pl P2 P3 P4
Most Active Policies Least Active Policies
All Packets v All Packets v/
Source Destination Packet Gount Source Destination Packet Gount
1 ( Default Policy ) ? Default Policy 20,355,227 1 Default Policy > { Default Policy )
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Qverview Policies Security Groups Access Contracts
° Migration is complete. Catalyst Center will be the policy administration point, and screens of Security Groups, Access Contracts and Policies in Cisco Identity Services Engine will be read-only. You can review the policy migration log, and/or X
change the administration mode in Group-Based Access Control Configurations
QU search by group name, IP Address, or MAC address I Upcom m® N :‘m_‘m;g@ Fa cd@ @ Configuration = Reports
© View traffic for ...
10 17
SECURITY GROUPS ISE PROFILES
Palicy Issues 24 hrs v Mar 16, 2024 10:00 PM - Mar 17, 2024 10:00 PM
0 0 0 0
P1 P2 P3 P4
Most Active Policies Least Active Policies
All Packets All Packets
Source Destination Packet Gount Source Destination Packet Gount
1 (Default Policy ) ) Default Policy 20,355,227 1 (Default Policy ) ( Default Policy ) 20,355,227

Any policy features in Cisco ISE that are currently not supported in Catalyst Center will not be migrated.
Network administration provides the ability to review the migration rule after you click Start migration.

Any policy information in Catalyst Center not already existing in Cisco ISE is copied to Cisco ISE to ensure the
two sources are synchronized.

After an upgrade, navigate to the same place. Migration must be re-done to ensure Catalyst Center and Cisco
ISE are synchronized.

Procedure 3. Change Administration Mode

Catalyst Center provides the option to define the Administration Mode.

If Cisco ISE is preferred as the administration point and switching the administration point between Cisco ISE
and Catalyst Center is required:

Step 1. From the top-left corner, click the menu icon and choose Policy > Group-Based Access
Control then click the Overview tab.

Step 2. Click Configuration.
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- (1
O\ Search by group name, IP Address, or MAC address [ Upcomi ﬂﬂ® n Lmimgg@ Fail Ld # Configuration Reports

© View traffic for ...

10 17
SECURITY GROUPS ISE PROFILES
Policy Issues 24 hrs v Jun 5,2024 9:00 PM - Jun 6, 2024 9:00 PM
0 2 0 0
P1 P2 P3 P4
Most Active Policies Least Active Policies
All Packets All Packets ~~
Source Destination Packet Gount Source Destination Packet Gount
{ Default Policy ) > ( Default Policy } 164,996 Default Policy ) > { Default Policy 164,996

Step 3. Choose one of options for the administration point.

verview | Configurations

(el S Policy Settings
Analytics Settings
Administration Mode View migration log  Last migration: Jun 5, 2024 10:13 PM

oup-Based Access Control in

Center, policy Ul in Cisco Identity Services Engine will be read-only

y mode in Cisco Identity

ue both sides out of

© Cisco Identity Services Engine, Group-Based Access Control Ul in Catalyst Center will be inactive

Configure the site hierarchy

Configuring the site hierarchy involves defining the network sites for the deployment, and their hierarchical
relationships. Network sites consist of areas, buildings, and floors. Their hierarchical relationship is important
because child sites automatically inherit certain attributes from parent sites. However, these attributes may be
overridden within the child site.

Table 15 summarizes the site hierarchy for this design and deployment guide. A single area (Milpitas) with
multiple Buildings (Cisco-buidling-24), (Floor 1 and Floor 2) is provisioned.
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Table 15. Design and deployment guide site hierarchy

Type of Site m Additional Information

Milpitas Area Global
Building 24 Building Milpitas Address: 510 McCarthy Boulevard, Milpitas, California, 95035
The procedures for configuring the site hierarchy for this design and deployment guide include:
e Create an area.
e Create buildings within the area.

« Create floors within each building and import floor maps (optional).

Procedure 1. Create an area

Step 1. From the top-left corner, click the menu icon and choose Design > Network Hierarchy.

Step 2. In the Network Hierarchy dashboard, choose Add Site > Add Area.

Figure 24. Add Area dialog
Add Area X

Area contains other areas and/or buildings.
Buildings contain floors and floor plans.

Area Name*
Milpitas|
Parent
US | Global/ v
Or
Import Sites

Procedure 2. Create buildings within the area

Adding buildings can be done through the Add Site drop-down list or through the Global > Milpitas in the
navigation pane on the left side.
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Step 1.
Step 2.
Step 3.
Step 4.

° 4d Site  \L) Import Export eal I u

Edit Building

Cisco-buidling-24

Milpitas | Global

510 Mccarthy Boulevard, Milpitas, Califc

37.419978 -121.919684

1+

Type a Building Name in the field. For this example, type: Cisco-building-24.
For Cisco-building-24, type the Address in the field.
Choose Parent > Milpitas.

Repeat Step 1 and Step 2 to add a second building example. For this example, type: Cisco-
building-23.

Procedure 3. Create floors within the buildings

AP locations and wireless coverage (heatmaps) can be displayed from the floor maps. Floors are referenced
during wireless provisioning.

Adding floors can be done through the Add Site drop-down list or through Global > Cisco-building-24 and
Global > Cisco-building-23 in the navigation pane on the left side.
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Figure 25. Add Floor dialog

Add Floor X
Floor Name*
Eg: Floor 1
Parent
Glabal Unit System® @
O reet O Meters
Type (RF Model)* Floor Number®
Cubes And Walled Offices v 3
Floor Type* Thickness (f)”
Medium Floor (15dB/ft} v 2
Floor Image

Drag floor plan here

or
Upload file
{Supported formats DXF, DWG , JPG, GIF, PNG, PDF
© width (ft) * () Length {ft) Height [ft) *
100 10
Cancel Add

Step 1. Type a first floor Floor Name in the field for the Parent (example: Cisco-building-24).
Step 2. (Optional) Upload a Floor Image map.

Step 3. Repeat Step 1 and Step 2 to add a second floor.

Configure network services necessary for network operation

In Catalyst Center, common network resources and settings are saved in the Network Settings tab of the design
application.

Configurable common network settings in the design application include Authentication, Authorization, and
Accounting (AAA) server, DHCP server, DNS server, Syslog server, SNMP server, NetFlow collector, NTP
server, time zone, message of the day, and telemetry. Several of these capabilities are used for Catalyst Center
Assurance deployment.

By default, when clicking the Network Settings tab, newly configured settings are assigned as Global network
settings. They are applied to the entire hierarchy and inherited by each site, building, and floor. In Network
Settings, the default selection point in the hierarchy is Global.

Tech tip: You can define specific network settings and resources for specific sites.

Procedure 1. Configure AAA, DHCP, DNS, NTP

Step 1.  From the top-left corner, click the menu icon and choose Design > Network Settings, click
Global in the navigation pane on the left side.

Step 2. Locate the AAA section and check the Add AAA servers check box.
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- AAA

age Distribution

()

This guide uses Cisco ISE as the AAA server using the RADIUS protocol for both network devices and for
clients.

Step 3. Enter the necessary information provided in Table 16.

Table 16. AAA server fields

Value
Network Checked
Client/Endpoint Checked
Network > Servers ISE
Network > Protocol RADIUS
Network > Network 10.195.221.144
Network > IP Address (Primary) 110.2.2.1
Network > Shared Secret e
Client/Endpoint > Servers ISE
Client/Endpoint > Protocol RADIUS
Client/Endpoint > Network 10.195.221.144
Client/Endpoint > IP Address (Primary) 110.2.2.1
Client/Endpoint > Shared Secret i

Step 4. Locate the DHCP Server section and enter the necessary information.

Catalyst Center supports both IPV4 and IPV6 DHCP servers and multiple DHCP servers can be added.

DHCP server 110.10.2.1, 2000::1
110.10.3.1, 2003::1

Step 5. Locate the DNS Server section and enter the necessary information.

© 2025 Cisco and/or its affiliates. All rights reserved. Page 60 of 268



Table 17. DNS Server

Value
Domain Name cagelab.local
Primary 110.2.2.4

Step 6. Locate the NTP Servers section and enter the necessary information.

Multiple NTP servers can be added for resiliency and accuracy. Time synchronization within a network
is essential for any logging functions, as well as secure connectivity such as SSH.

Table 18. NTP server fields
Value

IP Address 110.2.2.3
Step 7. Locate the Time Zone section and enter the necessary information.
Table 19. Time zone fields

Time Zone GMT

Step 8.  After filling in all the sections, click Save to save the changes to the network services.

= iy Catalyst Center Design / Network Sattings

Austral DHCP

Add DHCP servers

dre:
emont 110.10.2.1 o 2000:1 i}

> Add i
110.10.3.1 f 2003:1

- DNS

etwork's do ame and specify DM vers far hostname resolutio

@ Set a domain name
B Add DNS servers

cagelab.local

110.2.2.4

Image Distribution
NTP

Add NTP servers

110.2.2.3

Procedure 2. Configure Telemetry, SNMP, Syslog

Catalyst Center can be configured as SNMP and Syslog server, external SNMP and Syslog servers are also
supported. If Catalyst Center is configured as SNMP and Syslog server, SNMP traps and Syslogs are processed
by Catalyst Center Assurance applications and reported on Assurance Dashboard.

The Wired Endpoint Data Collection option is to track the presence, location, and movement of wired
endpoints in the network. The traffic received from the endpoints is used to extract and store the identity
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information (MAC address and IP address). It is mandatory for fabric sites. Configuration is pushed to all
devices with an Access role.

The Wireless Controller, Access Point and Wireless Clients Health option enables Streaming Telemetry on
the wireless controllers to determine the health of the wireless controller, APs, and wireless clients.

Step 1. From the top-left corner, click the menu icon and choose Design > Network Settings.

Step 2. Click the Telemetry tab.

Figure 27. This example uses Catalyst Center as SNMP and Syslog server

= b Catalyst Center Design / Network Settings

Telemetry

- SNMP Traps

Use Catalyst Center as SNMP trap server

7 10 be I
@ Use Catalyst Center as syslog server
1 -
Application Visibility
ed Endpoint Data Collection
his identity information &

© Enable Catalyst Center Wired Endpoint Data Collection At This Site

@ Enable Wireless Telemetry

Configure an IP pool

The Catalyst Center IPAM (IP Address Management) tool is used to create and reserve IP address pool. IP
address pools in SD Access network are used to assign IP address to endpoints such as wired clients, wireless
clients, AP and Extended nodes. Additionally, Catalyst Center uses IP pools for LAN automation and border
automation layer 3 handoff, multicast RP configuration and so on.

IP address pools are defined at the global level and then reserved at the area, building, or floor level where the
Fabric option is enabled.

Catalyst Center supports adding IPv4 and IPv6 pools at the global level, but only supports IPv4 or IPv4 and IPv6
dual stack pools when reserving at the site level. A pure IPV6 pool is not supported.

Note: Dual Stack Pools are not supported in LAN automation, APs and extended node onboarding.

The procedures in this section add and reserve IP pools for LAN automation, clients, AP, extended node,
layer 3 handoff, and multicast for Cisco-building-24.

Procedure 1. Add an IP pool at the global level

Step 1. From the top-left corner, click the menu icon and choose Design > Network Settings.
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Step 2. Click the IP Address Pools tab and click Global in the navigation pane on the left side.

Step 3. Click Add IP Pool.

Step 4. In the slide-in pane on the right, click IPv4, enter the required field information then click Save.
Step 5. Click Add IP Pool.

Step 6. In the slide-in pane on the right, click IPv6, enter the required field information then click Save.

Cisco-Clients-V4 4.1.0.0/16 4.1.0.1
Cisco-Clients-V6 2060: :/48 2060::1
Cisco-Services 110.4.0.0/16 110.4.0.1

Device Credentials 1P Address Pools Sect Add IP Pool
|
Find Hierarch 4 ! Poal Name
Cisco-Clients-V4
I Glabal subnet Tyoe [N Pus IPv6
Au G.”. i 1
N IP Address Pools (10) eneric v |

[ Neme - Type 1Pv4 Subnet IPvd Used 1Pv6 Subnet Jone
4100

» Detroit
y Florida 0 Selected Add IP Pool More Actions ? Address Space
O IPva D) IPvE
I

()  ASR-CLIENT-V6 [ generic - - 3020::/64 116 (255.255.0.0)
(0  ASR-HOST Wl generic 6.1.0.0/16 51% - ey 1P Ada
4.1.01
C iiding 0 ASR-RLAN-VE @ generic - - 3060::/64
Tes (m] ASR-V4 @ generic 2.3.0.0/16 1% - HCP Server|
O -1 0:: /48
O  Cisco-Services generic 110.4.0.0/16 1%
< e " . 5.1.0.0/1 51%
(J  Eca-HOST M generic 5.1.0.0/16 51%
- . . . H
0O EcAve @ generic 110.5.0.0/16 1%
O Eca-ve @ o 030::/6
O Multicast-ve @ generic - - 2240::/64

Note: DHCP servers and DNS servers are optional and can be configured at the site level.

Procedure 2. Reserve IP pools for a fabric site

The fabric site Cisco-Building-24 uses these planned IP address pools:

Access Points Building-24-AP 110.4.120.0/24 110.4.120.1 110.10.2.1 110.2.2.4
Extended Node Building-24-EN 110.4.60.0/24 110.4.60.1 110.10.2.1 110.2.2.4
Clients Pool -1 Building-24-Emp 4.1.64.0/18 4.1.64.1 110.10.2.1 110.2.2.4
Clients Pool -2 Building-24-Guest 4.1.0.0/18 4.1.0.1 110.10.2.1 110.2.2.4
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LAN Automation Building-24-Lan 110.4.0.0/24 110.4.0.1 110.10.2.1 110.2.2.4
L3 Handoff Building-24-L3 110.4.100.0/24 110.4.100.1
Multicast Building-24-RP 110.4.224.0/24 110.4.224.1

Note: Multiple DHCP and DNS can be configured on a single pool. IP address assignment in layer 3 handoff
and multicast are done by Catalyst Center. DHCP and DNS are not required.

Step 1.  From the top-left corner, click the menu icon and choose Design > Network Settings.
Step 2. Click the IP Address Pools tab.

Step 3. In the navigation pane on the left side, choose Milpitas > Cisco-building-24.

Step 4. Click Reserve IP Pool.

Step 5. In the Reserve IP Pool slide-in pane on the right side, use the information from the table to
complete the fields.

For the LAN Automation pool use, select LAN for the Type field. For all other pools, select Generic for
the Type field.

= b Catalyst Center

Jevice Credentials Wireless elemetry Security and Trust
Devi en IP Address Pools i metr us Reserve IP Pool

) Find Hiera Catalyst Center suppor
subnet Type (YO Pv4  Dual-Stack

Building-24-Lan

P Address Pools (1) TvF
LAN

1P Address Space
0 Name =~ Type 1Pvd Subnet 1Pv4 Used 1Py6 Subnet

O Building-24-AP Generic 110.4.120.0/24 1 Pyd

S ) - 110.4.0.0/16 (Cisco-Services)

Prefix length / Number of IP Addr
© Prefixlength () Number of I Addresse

/24 (255.255.255.0)

110.4.0.0

110.4.00

Step 6. Reserve all the pools listed in the table.
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Design [ Network Settings

IP Address Pools

Name =+ Type 1Pv4 Subnet IPed Used 1PV6 Subnet 1B Used Inherited from Actions

Configure a wireless SSID

WLANSs with SSIDs are used to broadcast available wireless network across the deployment. They must be
defined at the Global level of the site hierarchy and then inherited and used on the site level. On the site level,
parameters of the inherited SSIDs can be edited and tuned.

Catalyst Center supports creating Enterprise and Guest SSIDs.

Creating the SSID involves defining the name along with the type of wireless network (voice, data, or both),
wireless band, security type, and advanced options.

The wireless profile defines whether the wireless network is fabric or nonfabric and defines to which sites and
locations within the hierarchy the profile is assigned. Wireless configurations, like IP address pools, are
configured at the global level of the hierarchy.

For more and detailed information for Wireless SSID, see Catalyst Center User Guide, section ‘Configure Global
Wireless Settings’.

Procedure 1. Configure Enterprise SSID

The wireless workflow to create an enterprise wireless SSID involves:

1. Create the SSID and its parameters.

2. Create the wireless profile.
This deployment guide configures a single enterprise WLAN with SSID named Building-24-enterprise.
To configure the enterprise wireless network within Catalyst Center:

Step 1.  From the top-left corner, click the menu icon and choose Design > Network Settings then click
the Wireless tab to open the dashboard.

Step 2. Click SSID, click Add then click Enterprise.

The first step in the Create an Enterprise Wireless Network workflow appears.

© 2025 Cisco and/or its affiliates. All rights reserved. Page 65 of 268


https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/catalyst-center/2-3-7/user_guide/b_cisco_catalyst_center_user_guide_237/m_configure-network-settings.html?bookSearch=true#concept_3FEDBCEEC2F449CC950ABF06F78FD447
https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/catalyst-center/2-3-7/user_guide/b_cisco_catalyst_center_user_guide_237/m_configure-network-settings.html?bookSearch=true#concept_3FEDBCEEC2F449CC950ABF06F78FD447

Catalyst Center Wireless SS

Basic Settings

Fill the information like name, wireless options, state and network to complete the basic setup of SSID

O sensor ©

Name (SSID)* WLAN Profile Name* Policy Profile Name

Building-24-enterprise Building-24-enterpris_profile Buile

Radio Policy
@ 5GHz ® 6GHz O
™ (O Band Select (6] () 6 GHz Client Steering
Quality of Service(QoS) ©
Egress Ingress
VolP (Platinum) & v VolP (Platinum) Up @~ 0

SSID STATE

.j Admin Status .j Broadcast SSID

Step 3. Set the Security Settings for Enterprise SSID with AAA servers.

= bl Catalyst Center Wireless SSID - | Q maglev

cisco

Security Settings

Configure the security level and authentication, authorization, & accounting for SSID

SSID Name: Building-24-enterprise (Enterprise)
Level of Security
© Enterprise (O Personal (O Open Secured (O Open

OwrA2 O @ WPA3

M
u
WPA3 feature is supported for W

ecure
redentials are validated with 802.1x Radius server to authenticate clients to the wireless network
less Controller version 8.10 & above, For Catalyst 9800 Controllers version 16.12 & above

Authentication, Authorization, and Accounting Configuration
9 AAA Configured (3)

@ AAA Override O Fast Lane ©

(O MAG Filtering () Deny RCM Clients @

(O Enable Posture O

e o)

Step 4. Continue with Advanced Settings and Model Config association (optional) and Associate SSID
to Profile:

1. Click Add Profile to create a new profile (Building-24) and click Yes as the Fabric option.
2. Click Associate Profile to SSID.
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= dule Catalyst Center Wireless SSID f Q O @ L | L mgev v

Associate SSID to Profile

Select a Profile on the left or Add Profile and click 'Associate Profile' to associate the SSID to Profile

SSID Name: Building-24-enterprise (Enterprise)

: \—J\Q Associate Profile Cancel

Q Search

Profile Name

Building-24
ASR

Common WLAN Profile Name Palicy Profile Name

Building-24-enterpris_profile
ECA 9 pris_p!

Fabric
\@\ Yes (O No

£ Exit Back

Tech tip: A new profile can be created from the Network Profiles window (Design > Network Profiles) and
assigned to a site before creating the SSID.

Step 5. Complete the workflow. The new SSID Building-24-enterprise shows in the SSID dashboard.

Procedure 2. Configure Guest SSID

Designing the Guest wireless SSID is like designing the Enterprise wireless SSID. The primary difference is the
Guest Web Authentication section in the workflow. Catalyst Center supports External Web Authentication and
Central Web Authentication.

External Web Authentication uses the specified URL to redirect the guest users. Central Web Authentication
uses the Guest Portal sequence of the Identity Services Engine to redirect guest users to the captive portal
hosted on Cisco ISE.

The Guest wireless SSID creation workflow is a three-step process:

1. Create the SSID and its parameters.
2. Create the wireless profile.
3. Create the portal.

For this deployment guide, a single guest wireless network (SSID) named Building-24-Guest is provisioned.

To configure guest wireless networks within Cisco Catalyst Center:

Step 1.  From the top-left corner, click the menu icon and choose Design > Network Settings then click
the Wireless tab to open the dashboard.

Step 2. Click SSID, click Add then click Guest.

This option displays the first step in the Create a Guest Wireless Network workflow.
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= lele Catalyst Center Wireless SSID w Q O \ maglev

Basic Settings

Fill the information like name, wireless options, state and network to complete the basic setup of SSID

letwork Name (SSID)* WLAN Profile Name* Policy Profile Name

Wireles:

Building-24-Gues| & Building-24-Guest_profile Building-24-Guest_profil ©

Radio Policy
@ 5GHz @ scHz O
™ (0 Band Select (6] (0 6 GHz Client Steering
Quality of Service(QoS) ©
Egress Ingress
VolIP (Platinum) & v VolP (Platinum) Up @ v QO

SSID STATE

.j Admin Status .j Broadcast SSID

Step 3. Set the Security Settings for the Guest SSID with AAA servers and Authentication Server fields:
Central Web Authentication, Self-Registered, Original URL.

= Il Gatalyst Center Wireless SSID QO | Q2 maglev

= asco

Security Settings

Configure the security level and authentication, authorization, & accounting for SSID

SSID Name: Building-24-Guest (Guest)

Level of Security
L2 SECURITY
© Enterprise () Personal () Open Secured () Open

O WPAZ (3 (@ WPA3

als are validated 802.1x Radius server to authenticate clients to the w
supported for Wireless Controller version 8.10 & above, For Catalyst 9800

version 16.12 & above

3 feature is
L3 SECURITY

© Web Policy () Open

are redirected to a Web Portal for authentication

Authentication Server

jour guests redirect after successful

What kind of portal are you creating today ? authentication ?

Central Web Authentication ~ D Self Registered 2% Original URL v

Authentication, Authorization, and Accounting Configuration

B aas Aeefian et

g e ]

Step 4. Continue with Advanced Settings and Model Config association (optional) and Associate SSID
to Profile:

1. Choose Building-24 (defined in previous procedure) and click Yes as the Fabric option.
2. Click Associate Profile to SSID.
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cisco

Wireless SSID

Catalyst Center

Associate SSID to Profile

Select a Profile on the left or Add Profile and click 'Associate Profile' to associate the SSID to Profile

SSID Name: Building-24-Guest (Guest)

‘;LQ Associate Profile Cancel
Q_ Search

Profile Name

Building-24
ASR

I Building-24 WLAN Profile Name Palic:

Building-24-Guest_profile () Building-24-Guest_profile o
Common - -
ECA Fabric

@Vss QO No

€] Bit Back

Step 5.

1.
2.
3. Click Login Page and finish the workflow.

Add a new guest portal within Cisco ISE.

Click the Create Portal button.
In the Portal Builder window enter Building-24-Guest for the Portal Name.

e
cisco

Wireless SS

Catalyst Center

Portal Settings

Configure the portal to complete the setup of SSID for ISE. Please note that portal creation is optional

SSID Name: Building-24-Guest (Guest)

No Se

Use the create portal button to create a
new portal

Create Portal

€ Exit Back |
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uluil - Catalyst Center Wireless SSID

= casco

Portal

Building-24-Guest Login Page v

Page Content

Access Code

Header Text
Sign In
Welcome to the Guest Portal. Sign on with the
username and password provided to you
USERNAME:
PASSCODE
By signing up you agree to the terms and conditions
> Color

After creating a guest SSID with a guest portal, Catalyst Center pushes the required authentication,
authorization and guest portal configurations to Cisco ISE according to the settings in the guest SSID profile.

Figure 28. Example of checking configuration in Cisco ISE > Work Centers > Portals & Components

Work Centers / Guest Access

P! Bookmarks Overview Identities Identity Groups Ext Id Sources Administration Network Devices Portals & Comp Manage A More

[ |
Dashboard Guest Portals

Gusst Types Guest Portals

Sponsor Groups

Context Visibility

Choose ane of the three pre-defined portal types, which you can edit, customize, and authorize for guest access.

A Operations Sponsor Portals

U Policy Create

&. Administration

ASR-GUEST Building-24-Guest Common-Guest

Step 1.
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m  Work Centers

Interactive Help

Wireless Setup Self-Registration Guest
Portal

@ Used in 1 rules in the Authorization
policy

Wireless Setup Self-Registration Guest
Portal

@ Used in 1 rules in the Authorization
policy

Wireless Setup Self-Registration Guest
Portal

@ Usedin 1 rules in the Authorization
policy

Hotspot Guest Portal (default)

Guests do not require username and
password credentials to access the
network, but you can optionally require
an access code

Authorization setup required

Self-Registered Guest Portal
(default)

Guests may create their own accounts
and be assigned a username and
password, or use their social login to
access the network

@ Used in 1 rules in the Authorization
policy

Sponsored Guest Portal
(default)

Sponsors create guest accounts, and

guests access the network using their
assigned username and password

Authorization setup required

To authorize a portal for use, you must create an Autherization profile for it and then reference that profile in a rule in the Authorization policy

To create an authorization profile

Go to Work Centers > Guest Access > Policy Elements > Results > Authorization Profiles

Procedure 3. Assign a network profile to the site

After creating SSIDs, assign a network profile, which defines the location requirements, to the site.

From the top-left corner, click the menu icon and choose Design > Network Profiles.
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Step 2. Locate the Profile Name listed as Building-24 (created in the previous procedure) then click
Assign Site.

aluili Catalyst Center Design / Network Profiles * Q & 0O | R mage v

Network Profiles

@ Add Profile
Network Profiles (9)
() Search Table
Profile Name = Type Sites Action
ASR Wireless 3 Edit | Delete
ASR-ROUTER Routing 3 Edit | Delete
Building-24 Wireless Edit | Delete
Common Wireless 3 Edit | Delete
Common-switch Switching 3 Edit | Delete
ECA Wireless 3 Edit | Delete
FE-OVERLAPPING Switching 3 Edit | Delete
FIAB Switching 3 Edit | Delete
Fremont Switching 1 Edit | Delete
9 Record(s) Show Records: 10 v 1-9 [1]

Step 3. In the slide-in pane, check the Buidling-24 check box then click Save.

= v Catalyst Center Design / Network Profiles X Q O ® L R maglev

Network Profiles Add Sites to Profile: Building-24

() Choose a s
(X Choose a site

Search Help
Network Profiles (9) ' ?
v OO Global

Q Search Table > O d Australia
> (O da Detroit
Profile Name =~ Type > (O b Florida
ASR Wireless > Q& Ford
> (O # Fremont
ASR-ROUTER Routing ~ (Jda Milpitas
~ & Cisco-buidling-24
Building-24 Wireless 8 9
@ = Floor-1
Common Wireless @ = Floor-2
> (J & Cisco-building-23
Common-switch Switching -~
> (J é San Jose
ECA Wireless > (J ¢ Sunnyvale
O & Test
FE-OVERLAPPING Switching
FIAB Switching
Fremont Switching

9 Record(s)

Cancel Save

Configure fabric sites and fabric zones

A fabric site is an independent fabric area with a unique set of network devices; control plane, border node,

edge node, wireless controller, Cisco ISE PSN. Different levels of redundancy and scale can be designed for
each site by including local resources; DHCP, AAA, DNS, internet, and so on. A fabric site can cover a single
physical location, multiple locations, or only a subset of a location as well.
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Fabric zones allow VNs, or IP pools to be restricted to a contained set of specified fabric edge nodes. This
concept helps customers who have large-scale deployments of fabric edge nodes in a single fabric site and
need a way to manage the network based on smaller locations, or zones. These zones could be multiple
buildings or multiple floors within a building.

Note:
Fabric zones must be manually enabled by the network administrator based on design considerations.

Fabric zones are child sites of a parent fabric site and can be configured on building-level or floor-level within a
fabric site. If a fabric zone is enabled at a building-level, all the floors within this building become part of the
same fabric zone.

Fabric zones can be enabled for day-zero or day-n operations. For day-zero operations, by default, fabric
zones do not have any VNs, or IP pools. Specifically add the required VN and IP pools to fabric zones. For
day-n operations, fabric zones inherit all VNs and pools that are mapped to a fabric site. Delete the VN, or IP
pool that is not required in the fabric zone.

Fabric zone is not applicable for fabric wireless deployment. IP Pools mapped with fabric SSID need to be
configured in all fabric edges.

Procedure 1. Enable fabric on a site

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites. The
Summary view is the default landing window.

The Fabric Site can be created from different places, including:

Figure 29. (Place 1) Overview > Create Fabric Site

| Fabric Sites f Q & ® 4 0 ma
Fabric Sites Virtual Network: Transits Take a Tour E

SUMMARY

2 1 13 30

Fabric Sites  Fabric Zones Devices in Fabric Roles Total Devices

Overview

Fabric Sites abric Zone:
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Figure 30. (Place 2) Table Preview > Create Fabric Site

= ‘duile Catalyst Center

= asco

@ Tasks Deployed @ Tasks In-Progress @ Errors.

Table Preview

Fabric Sites (2 of 2)

Fabric Site = Fabric Davices Fabric Zones Fabric Rales Connectad Transits Compllance Health Score

Cisco-building-23 3 0 4 1 ® Non-Com

Manage All (2}

Figure 31. (Place 3) Workflow Library > Create Fabric Site

= Q maglev
= 2 maglev

Ll Catalyst Center

oM
@ 7asks Deployed @ Tasks In-Progress @ Erors

> Previ
Fabric Sites (2 of 2)
@ Croate Fabric Site
Fabric Site ~ Fabric Devices Fabric Zones Fabric Roles Connected Transits Comliance Health Score

building-23 3 0 4 1 @ Non-Compliant (3)

~building-9 3 1 4 2 © Non-Compliant (9) 100

ry ( Libr
Create Fabric Site E Configure Multicast

« If Catalyst Center already has other fabric sites configured, from the Fabric Sites window, click the
number under SUMMARY (our example has two fabric sites configured, so click 2.)
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Figure 32. (Place 4a)

= aglh EaleE
= ‘dice’ Catalyst Center

Fabric Sites rtual Networ

Take a Tour
a-
SUMMARY
1 13 30

Fabric Sites  Fabric Zones Devices in Fabric Roles Total Devices

Overview

Fabric Sites

Q Y S

b Create Fabric Site

« In the redirected window, click Create Fabric Site.

Figure 33. (Place 4b)

ey Catalyst Center

Fabric Devices Fabric Zones Fabric Roles Connected Transits Compliance Health Score

@ Non-Compliant (3)

@ Non-Compliant (9)

Step 2. Go through the workflow to configure the fabric on Cisco-building-24.
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= iyl Catalyst Center

Create Fabric Site

Fabric Site Location

O & Cisco-buidling-24

A site-level authentication template is required. Configurations in a site-level authentication template push to all

the access ports on edge nodes (including FiaB) and extended nodes. Supported Catalyst Center authentication
templates include:

« Closed Authentication: Network access requires full 802.1x authentication

« Open Authentication: Temporary access is granted (for example: PXE, DHCP) before 802.1x
authentication

« Low Impact: MAB authentication

« None: No authentication is required for network access
Parameters in Closed Authentication, Open Authentication, and Low Impact can be modified. Parameter
modification in Close Authentication is required for certain Cisco SD-Access features, such as IP Direct
Broadcast and supplicant-based extended node (SBEN). The site-level authentication template and the
parameters can be changed later in day-n operations (see Cisco SD-Access network day-n operations).
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It Catalyst Center

cisco

O Closed Authentication ) Edit

Closed

O 802.1x MAC Authentication Bypass (MAB)

Change to Yes it IP Direct Broadcast is deployed
I ’ o o
© Unlimited O Single

BPDU Guard Uncheck if Supplicant Based Extended Nodes

A fabric zone can be configured in the same workflow for creating a fabric site or separately later (explained in
Procedure 2).

= il >ataly
= ‘Hie Catalyst Center

Fabric Zones

Setup Fabric Zones Setup Fabric Zones
Later Now
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Enabling a fabric does not push any configuration to devices. After submitting the task, Cisco-buidling-24 is
officially a fabric site.

el E -
dses  Catalyst Center

Fabric Sites Virtual Networks Transits [ H

Procedure 2. Configure a fabric zone

A fabric zone can be configured together with a fabric site, or it can be configured later with and without fabric

devices. In the site hierarchy, Cisco-buidling-24 is configured as a fabric site. A fabric zone can be enabled on
a lower level, such as Floor-1 and Floor-2.

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites.

Step 2. In the default Summary view window, click 3 to go to the fabric site table view. Alternatively,
click the table view icon in the top right.
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abuily Catalyst Ce /| SD-Access |/ X QO 5@ N Q =

ety Catalyst Center / sD ess | i r QO & @ ( § v
Fabric Sites Virtual Network Transits Take a Tour [T .
SUMMARY

1 13 30

Fabric Sites  Fabric Zones Devices in Fabric Roles Tatal Devices

Overview

Fabric Sites Fabric

024 1:46 PM - Mar 19, 2024 4:46 PM & Refrest

@ Tasks Depioyes @ Tasks In-Progress @ Errars

Step 3. In the table view, click Cisco-building-24 then choose More Actions > Edit Fabric Zones.

= il Catalyst Center

Table
Create Fabric Site More Actions -
Fabric Site + Edit Fabric Zones Fabric Devices Fatric Zones Fabric Roles Connected Transits Compliance Health Score
@  Cisco-buiding-24 Delete Fabric Site 0 0 0 0 Not Applicable
O Cisco-building-23 3 0 4 @ Non-Compliant (3]
) Cisco-building-a 9 1 s 2 @ Non-Compliant (9

Step 4. Optionally, choose Cisco-building-24 > Site Actions > Edit Fabric Zone.
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Cisca-buidiing-24

Cisco-buidling-24 View Site Hierarchy  Site Actions ~  (

Fabric Infrastructure Layer 3 Virtual Networks Lay figure Multicast yways Wireless SSIDs Authentication Template
Delete Fabric Site
SUMMARY ) To create a fabric, as e Node to the fabric site. If the fabric needs external connectivity, assign

Edit Fabric Zone

PORT ATTRIBUTES Devices (0)

O Teos Device Name P Address Fabric Role

Step 5. In the Fabric Zone window, configure Floor-1.

I Catalyst Center

= ‘asco

Fabric Zones

Select one or more areas, buildings, or floors to enable as a Fabric Zone.

A\ Fabric Zone begins at t ected level of hierarchy. All lev ected l¢ re included

a

Sisco-buidling-24

& Floor-1

Exit

Step 6. Complete the workflow and go back to the table view.
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Border Node Priority Fabric Zone

at least 1 Border Node to the fabric site

Reachability Fabric Provisionin

Mo devices available

to assign the roles

Compliance Status

Review

1 Export

Q magev v
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Step 7. For Cisco-building-24, choose Fabric Zones > 1 to see the details.

Cisco-buidling-24

Associated Fabric Zones

[Cisco-buidling-24/Floor-1

Configure transits

A transit network connects two or more fabric sites with each other or connects the fabric site with external
networks; internet, data center, and so on. Types of transit networks include:

¢ |P transit:
Uses a regular IP network to connect to an external network or to connect two or more fabric sites.
o SD-Access transit:

Uses LISP with VXLAN encapsulation to connect fabric sites. Using Cisco SD-Access transit, an
end-to-end policy plane is maintained using SGT group tags.

Procedure 1. Create Cisco SD-Access transits

Transit control plane nodes

The transit control plane nodes track all aggregate routes for the fabric domain and associate these routes to
fabric sites. When traffic from an endpoint in one site needs to send traffic to an endpoint in another site, the
transit control plane node is queried to determine to which site’s border node this traffic should be sent. The
role of transit control plane nodes is to learn which prefixes are associated with each fabric site and to direct
traffic to these sites across the Cisco SD-Access transit using control-plane signaling. Up to four Transit control
plane nodes are supported.

Transit control plane deployment location

The transit control plane nodes do not have to be physically deployed in the Transit Area, nor do they need to
be dedicated to their own fabric site, although common topology documentation often represents them in this
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way. For the prescriptive configuration in this guide, a Catalyst 9500 switch is used as the transit control plane
node.

While accessible only using the Transit Area, the transit node does not act as a physical transit hop in the data
packet forwarding path. Instead, it functions similarly to a DNS server where it is queried for information, even
though data packets do not transit through them.

To use devices as control plane nodes, the devices need to be managed and provisioned. See Discover and
provision devices.

Step 1. From the top-left corner, click the menu icon and choose Provision > Transits, click the table
view icon in the top right, click the Transits tab, then click Create Transits to start the workflow.

= e Catalyst Center Provision / SD-Access / Transits f Q O @ L | R mage v
Fabric Sites Virtual Networks Transits g8 B
As of: Apr 18,2024 1:51 PM 3
Q) Search Table h 4

More Actions

Transit ~ Transit Type Peer BGP ASN Transit Gontrol Plane Nodes Fabric Sites Multicast Qver SD-Access Transit Transit Health Created From

Step 2. Type SDA for the Transit Name field, choose Transit Type > SD-Access (LISP Pub/Sub) then
click Next.

il Catalyst Center

Transit Name and Type

it Type and a

TRANSITS e

SDA

SD-Access (LISP Pub/Sub)

SD-Access (LISP Pub/Sub)

Tech tip:

1. Native multicast over Cisco SD-Access transit can be enabled in day-n operation later, if required.
2. The Cisco SD-Access transit type must be the same as the fabric site type.

3. Connecting LISP Pub/Sub and LISP/BGP sites using Cisco SD-Access transit is not supported.

Step 3. Choose the site where the Catalyst 9500 device is provisioned and select it as the Transit
Control Plane Node then click Next.
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‘ciscs.  Catalyst Center

Transit Control Plane Nodes

Select one or more Transit Control Plane Nodes for each SD-Access Tr

SDA ‘ l ‘
Tr t Typ SD-Access (LISP Pub/Sub)  Ti
C‘on‘lru\—c“enlsl @ -~ IrawswlfBEaIOU:SJ o € °
Step 4. Review the Summary window information then click Next to complete the workflow and deploy
the task.

‘thetle Catalyst Center

Summary

Transit Name and Type Edit
Transit Name Transit Tyoe Transit Detaits

SDA SD-Access (LISP Pub/Sub)

- Transit Control Plane Nodes  Edit
SDA SD-Access (LISP Pub/Sub)
Transit Control P

Control-center transit-8500-5J

(o) .

Procedure 2. Create IP transit

The IP-based transit represents the remote BGP autonomous system (AS). Normally remote BGP AS is
configured in peer devices. Routes for shared services or the default route are advertised from peer devices to
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border devices using the BGP protocol. The local BGP AS is configured as part of the fabric border provisioning
in subsequent steps.

Step 1. From the top-left corner, click the menu icon and choose Provision > Transits, click the table
view icon in the top right, click the Transits tab, then click Create Transits to start the workflow.

= "(ll's'ﬂ‘;' Catalyst Center Provision /| SD-Access / Transits
Fabric Sites Virtual Networks Transits g8 B
AsorApris, 2024 181 PM LY
Q) Search Table h §
Transit ~ Transit Type Peer BGP ASN Transit Gontrol Plane Nodes Fabric Sites Multicast Over SD-Access Transit Transit Health Created From

Step 2. Type a Transit Name, choose Transit Type > IP-Based, and provide an AS number (on peer
devices) then click Next.

Il Catalyst Center Create Transits

= casco

Transit Name and Type

rw\Nslr.s e
Step 3. Review the Summary window information then click Next to complete the workflow and deploy
the task.
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Summary

Transit Name and Type Edit

Teansit Name < Transit Type Transit Details

C-interne P-Based Remote BGP Autonomous System Number:20

O Exit A Y Back Next

Configure VNs

The layer 3 VN and layer 2 VN can be configured from the Global level and added to a fabric site or configured
directly from a fabric site.

Layer 3 VN DEFAULT_VN and INFRA_VN are created by Catalyst Center. INFRA_VN is mapped to the global
routing table and used for APs and extended nodes.

When creating a layer 3 VN, a layer 2 VN is also created. A pure layer 2 VN can be created using the Catalyst
Center workflow if layer 3 is not required.

In this section, layer 3 VN VN_Guest and VN_EMP are created and added to Cisco-building-24 along with
INFRA_VN. A pure layer 2 VN Guest with a VLAN 4000 configuration is created and added to Cisco-buidling-
24.

Procedure 1. Configure a layer 3 VN and add the layer 3 VN to a fabric site and fabric zone

Step 1. From the top-left corner, click the menu icon and choose Provision > Virtual Networks.
Step 2. Click Create Layer 3 Virtual Networks, as shown in the figure. Alternatively:

o Click the number under SUMMARY to be redirected to the table view.

« At the top right, click the table view icon button.
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dseh Catalyst Center

Virtual Networks  Transits
UMMARY
30 22 2
Tayer 3 Virtual  Layer 2 Virtual  Anycast Extranet
Networks Networks Gateways Policies
Overview
Introduction  Layer 3 Virtual Networks  Layer 2 Virtual Networks ~ Anycast Gateways  Extranet Policies

Networks are fundamental 1o SD-Access waffic forwarding and segmentation. All wired
Site send and receive data withi tual Network. Layer 3 Virtual Networks con
| Layer 2 Virtual Networks withaut Anycast Gateways due to the inherent scale and stability advantages of routing over switching

?) Create Layer 3 Virtual Networks ) Create Layer 2 Virtual Networks Create Anycast Gatewsys

Table Preview

Layer 3 Virtual Networks ~ Layer 2 Virtual Networks ~ Anycast Gateways  Extranet Policies

Layer 3 Virtual Networks (10 of 11)

Create Layer 3 Virtual Networks

Layer 3 Virual Network ~ Layer 3 WNID Hesin Score Anycost Gatewsys Associated Fabric Sites
DEFAULT_VN 4098 = ] 0

4100 -- 0 0

Craate Extranet Policy

Assaciated Fabiric Zones

Multicast-Enabled Fabric Sites

22024 128 PM ¥

Fabric Sites Virtual Networks Transits

Fabric Site: &b Globat

mLaverZ Anycast Gateways ~ Extranet Policies

0z w.u-l B Create Layer 3 Virtual Networks | More Actions

(] Layer 3 vintual Network = Layer 3 wNID Health Score Anycast Gateways Associated Fabric Sites
(]  DEFAULT_WN 4098 - 0 0
O  GUEST 4100 0 0
O GuesT_p 4108 - o 0
( INFRA_VN 4097 5 2
o w 4099 50% 12 2
(m] WNZ_P an - o 1
0O wuas 4102 -- o 0
(m] VN4_S 4103 - o o
O ws 4104 66% 4 1
(] vN_TEST a07 - ) 0

Step 3. Create VN_Guest and VN_EMP and click Next.
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= iyl Catalyst Center

Create Layer 3 Virtual Networks

0 maglev v

Layer 3 Virtual Networks

Provide a name for each Layer 3 Virtual Network
Optionally, associate a Layer 3 Virtual Netwark with a vMange Service VPN

Layer 3 Virtual Netwark Name
VN_Guest

VN_EMP

Exit AN changes saved

Step 4.

In the Fabric Site and Fabric Zone (Optional) window, add Cisco-building-24 and Floor-1 then
click Next to complete the workflow.

= ‘dis Catalyst Center

Create Layer 3 Virtual Networks 2 magley
Fabric Sites and Fabric Zones (Optional)
A Layer 3 Virtual Network can be assigned to multiple Fabric Sites and Fabric Zones. They can also be assigned to parent Fabric Sites without being assigned to a Fabric Zone within the Site. A Layer 3 Virtual Network
can also be created without assigning it to a Fabric Site or Fabric Zane
VN_Guest [l
VN_EMP )
it S

Tech tip: Creating a VN does not push configurations to devices

Step 5.

To add INFRA_VN to the fabric site Cisco-building-24 and the fabric zone Floor-1, click Global
to switch to Cisco-building-24.
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Fabric Sites Virtual Networks Transits

Extranet Policies

0 selacted

More Actions

Create Layer 3 Virtual Networks

[ Layer 3 virtual Newwork = Layer 3 WNID Health Score (D)
() DEFAULTWN 4098 -
O  GuEST 4100 -
(] GUEST_P 4108 -
O  INFRAVN 4087 -
o v 4088 50%
0 wezr 4101 -
0O weas 4102

0 WHas 4103 -
0O ws 4104 66%
0O we_ewr 4108

Step 6.

Catalyst Center

Anycast Gateways

Associated Fabrie Sites Assaciated Fabric Zanes

0 0
0 0
0 0
2

2

1 0
0 0
0 0

Select Fabric Site

Choose a fabric site or zone below to view the VN summary.

), Search Hierarchy

Global

@ Clsco-bullding-23

Choose Add Existing layer 3 Virtual Networks > INFRA_VN and finish the workflow.

Fabric Sites Virtual Networks Transits

Fabric Site: o-buid

YCEN Layer 2 Anycast Gateways Extranet Policies

0 selected %) Create Layer 3 Virtual Networks Add Existing Layer 3 Virtual Networks |More Actions

Layer 3 Virtual Network = Layer 3 VNID Health Scare
VN_EMP 4109
VN_Guest 4108

2 Recora(s)

Anycast Gatews

Assign one or more Layer 3 Virtual Networks to the Fabric Site.

Assign one o more Layer 3 Virtual Networks to the Fabric Site
INFRAVN X
1 Selected
B vinusl Nework +
)  DEFAULT_VN
O  GuesT
O  GuEsTP
@ INFRA_WN
0 w

O we

Gance! m

Step 7.
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= ‘'l Catalyst Center

Fabric Sites  Virtual Networks ~ Transits .
S — Add Virtual Network
Fabric Site: £h Cisco-buldling-24/Fioor-1FZ
. Selected virtual network(s) will be used in the Fabric Zone.

INFRA_VN X
1 Selected =Q
@ vinual Network =

0 selected Add Layer 3 Virtual Networks | Mare Actions
®  INFRAVN

O Layer 3 Vinual Network ~ Layer 3 VNID Heamn Score Anycast Gatoways Associated Fabric Zones

O VN_EmP 4109 o 0

[m] VN_Guest 4108 0 0

INFRA_VN, VN_EMP and VN_Guest are added to the fabric site and the fabric zone.

= ‘i Catalyst Center

Fabric Sites  Virtual Networks ~ Transits B H
Fabric Site: &b Gisco-buidling-24
m Layer2 Anycast Gateways Extranet Policies
Export
0 selecied (D) (3) Greate Layer 3 Virtual Networks  (3) Add Existing Layer 3 Virtual Networks  More Actions A5 o 2028 2:23PM
[0 tayer 3vimusl Network Leyer 3 vHID Healih Scare Anycast Geleways Associsted Fabric Zones Multicast-Ensbled Fabic Sites
O INFRAVN 4097 ) 1
O vN_EmP a109 a 1
O  VN_Guest 4108 a 1
ora(s) how Records 0V o

Procedure 2. Configure a layer 2 VN and add a layer 2 VN to a fabric site and a fabric zone

When creating an anycast gateway in a layer 3 VN, by default a layer 2 VN is also created. Catalyst Center also
supports layer 2 only VN, which is mainly used when a gateway is outside the fabric.
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« A gateway for the subnets can be a firewall or a layer 3 device connected to a layer 2 border. Traffic
towards an enterprise WAN passes through a layer 2 border.

? Firewall/L3 Device

L3 Border ‘*’

.
“-|Illllll--
.

.
‘0
¢

L 4
L ]
L
?- Il
Host 1 Host 2
IP: 10.1.1.2/24 VLAN 10 IP: 20.1.1.2/24 VLAN 20

« A gateway is outside the fabric, but on a layer 3 device, it is connected to the fabric edges.

Enterprise WAN

(BNICP)
L3 Border %’ ‘*’ L3 Border

L3 Device
GW 10.1.1.1

[%E 3
L

Host 1 ( ~.  Host 2
IP: 10.1.1.2/24 VLAN 10 . vendor Network ) |p. 10.1.1.3/24 VLAN 10

To create a layer 2 only VN:

Step 1. From the top-left corner, click the menu icon and choose Provision > Virtual Networks. By
default, you start in the Summary view. Similar to creating a layer 3 VN, in the default window,
there are several places to Create Layer 2 Virtual Networks.
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il Catalyst Center

= dsco

e Ext P
| Table
) rtual Network Layer 2 Virtual Networks
Layer 2 Virtual Networks (10 of 37)
Layer 2 Vinual Network ~ Layer 2 vNID Associated VAN D Associated Fabric Sites Assaciated Fabric Zones Assoclated Layer 3 Virual Network  Associated Anycast Gateway ~ VLANType  Fabric-Enabled Wireless  Layer 2 Floading Critcal VLAN  Gateway Ou
0-INFRA_VN 8188 21 C 0-buidling-24/Floor-1 INFRA_VN 110.4.120.1 Data

« Alternatively, click Create Layer 2 Virtual Networks, as shown in the figure, or click the number under
SUMMARY to be redirected to the table view, or change to table view from the top right icon button.

= il Catalyst Center #

Fabric Sites  Virtual Networks ~ Transit Take a Tour EL]
SUMMARY
13 37 29 2
Layer 3 Vitusl  Laver 2 Virtual [ Anycast Extranet
Networks Netwarks Gateways Palicies
Overview
oduction  Layer 3 Virtual Networks  Layer 2 Virtual Networks  Anycast Gatewa, Extranet Policies
o i | ork
fur rea 1
teway outside of
Create Layer 2 Virtual Networks
=] Table Preview
Layer 3 Virtual Netwark Layer 2 Virtual Networks|  Anycast Gateways Extranet Policie

Layer 2 Virtual Networks (10 of 37)

Step 2. In the table view, click Create Layer 2 Virtual Networks and enter the required fields:

VLAN Name Guest
VLAN ID 4,000
Traffic Type Data

Step 3. To onboard wireless clients, also check the Fabric-Enabled Wireless check box.
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Il Catalyst Center Create Layer 2 Virtual Nety

cisc

Configuration Attributes

i a name for each Layer 2 Virtual Network and defl

Guest 4000 O Data

Fabric-Enabled Wireless

Cam @

o ! feview

Step 4. In the Advanced Attributes dialog, check the Wireless Bridge VM check box if the clients are
there.

Step 5. Assign to Cisco-building-24 and zone Floor-1 and complete the workflow to deploy the task.

st Center

Fabric Sites and Fabric Zones

A Layer 2 Virtual Network must be assigned a Fabric Site and can optionally be assigned to one or

FABRIC SITES

[Milpitas/Cisco-buidling - 24 v s wdCisco-buldling-24/Fioor-1

Step 6. Confirm that the VN is created only in Layer 2.
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Create an anycast gateway and add it to a fabric site and fabric zones

Creating an anycast gateway is the process of associating an IP address pool to a VN. IP address pools provide
a default gateway and basic IP services for endpoints. This default gateway is an anycast gateway. An anycast
gateway is analogous to a first hop switched virtual interface in a traditional network that is not using Cisco SD-
Access.

Adding an anycast gateway can be done on the Global level or on the site and zone level.

In this section, anycast gateway for an AP, extended nodes in INFRA_VN, and an anycast gateway in the
custom VN VN_Guest and VN_EMP are added in the Cisco-building-24 site and zone Floor-1.

Procedure 1. Add an anycast gateway in INFRA_VN

Step 1. From the top-left corner, click the menu icon and choose Provision > Virtual Networks. By
default, the landing window is the Summary view.

Anycast gateway can be created from the Overview and Table Preview sections. It can also be
created from the table view.
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Figure 35. Overview and Table Preview sections

Catalyst Center Q¢ @ 0 Q  maglev

aluile
cisco

tes Virtual Networks Transits Take a Tour

30 22 2

2 Layer 2 Virtual]  Anycast Extranet
Networks Networks Gateways Palicies
Overview
Introduction  Layer 3 Virtual Networks  Layer 2 Virtual Netwark Anycas Extranet Policie

Networks Create Extranet Policy

Anycast Gate

Anyeast Gatewsys = Associated VLAN Name. Associated VLAN D Associated Layer 3 Virtual Network  Assaclated Fabric Sites Assoelated Fabrie Zones Fabric Enabled Wireless  Layer 2 Flooding Critical LAH  IP-Directed Broadcast Security Group

110.5.120.1 110_5_120_0-INFRA_VN 1021 INFRA_VN [Milpitas

sco-building

110.5.60.1 INFRA_VN 1022 INFRA_VN Milpitz

o-building-23 -- -- - -- - --

21.1 2_3_121_0-INFRA_VN 1022 INFRA_VN [San Jose/Cisco-building-9 - -- - - - --

Step 2. Click the top right icon button to switch to the table view layout then click Create Anycast
Gateways.

| Fabric Site: & glot

Layer 3 Layer 2 [[EUNCENECHENEN Exiranet Policies

1 Export

0 selected More Actions ’
| 0 Anycast Gateways = Assoclated VLAN Name Assoclated VLAN D Assoclated Layer 3 Virtual Network Assoclated Fabric Sites Assoclated Fabric Zones Fabric Enabled Wireless Layer 2 Flooding Critical VLAN IP-Directed Broadcast TCP MSS Adjustment
C 0.5.120.1 110_5_120_0-INFRA_VN 1021 INFRA_VN IMilpitas/Cisco- build - ]
O 110_5_60_0-INFRA_VN 1022 INFRA_VN IMilpitas/Cisco-building-23 ]
: 231211 2_3_121_0-INFF 1022 INFRA_VN San Jose/Cisco-building-9 0
| O 2332 2_3_121_0-INFRA_VN 1022 INFRA_V ICisco-building-9/Floor-1 0
| 2.3.60.1 2_3_60_0-INFRA_VN 1021 San Jose/Cisco-building-9 - - - - -- )
| 0.1 2_3_60_0-INFRA_VN 1021 INFRA_VN -- ilding-9/Floor-1 == - - -- 0
5.1.0.1 1_0_0-¥N1 1026 VN1 IMilpitas/Cisco-build 3 - - 250
| O 6.1.192.1 CRITICAL_VLAN 1025 VN1 IMilpitas/Cisco-building-23 o
| © 5.1.193.1 5.1 VN1 1024 VN1 IMilpitas/Cisco-building-23 0
5.1.64.1 I . X
O s030:1 5_1_64_0-VN1 1023 VN1 IMilpitasCisco-building-23 250

Show Records: 10 [1]
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Step 3. Start the Create Anycast Gateways workflow and select INFRA_VN.

luil Cataly:

= asce’

Layer 3 Virtual Networks

s . ! - feview “

Step 4. Add the IP address pools created in Step 2 then for Cisco Building-24 select Fabric APs and
Extended Nodes for Pool Type (select from the left pane).

= fube Catalyst Center Create Anyca:

= ‘asco

Configuration Attributes

signed one or more An

INFRA_VN

£ --/Milpi...o-buidling -24

£} - /Milpi_o-building-23
: Building-24-AP [110.4.120.0/24] & ~ -

£} .-.San J...co-building-9

© Fabric APs Ex

1 Auto generate VLAN name

Building-24-EN [110.4.60.0/24]

(©)Extended Nodes

Auto generate VLAN name
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Note:
1. Pool Type, VLAN name cannot be changed after an anycast gateway is created. TCP MSS adjustment,
Supplicant-Based Extended Node Onboarding can be added and modified later in day-n operations.

2. If the AP and EN pools were added in Catalyst Center before the 2.3.7.6 release, after upgrading to 2.3.7.6,
the Enforcement option is available for these two pools. If you decide to uncheck this option, ‘no cts role-
based enforcement VLAN AP-VLAN/EN-VLAN’ pushes to all fabric access devices, such as fabric edges, policy
extended nodes, and supplicant extended nodes. After this option is unchecked and the configuration is
deployed, this option will not be visible. This option is not visible for APs and EN pools added in the 2.3.7.6 and
later release. Catalyst Center by default disables enforcement for APs and EN pools starting from the 2.3.7.6
release.

‘cts role-bases enforcement’ is used for microsegmentation and to manage client traffic. AP and EN in
INFRA_VN normally do not require policy enforcement and this configuration must be manually removed if ‘deny
IP’ is the default policy for the fabric site. This option helps fabric deployments with ‘deny IP’ set as the default
policy.

I Catalyst Center Edit Anycast Gateways % Q 5 @ LE@E ‘ Q maglev v

i
= asco

Configuration Attributes

Each Layer 3 Virtual Network can be assigned one or more Anycast Gateways. An
Anycast Gateway has an associated VLAN and Layer 2 Virtual Network. Each of
these has multiple configuration parameters and attributes.

(0 TCP MSS Adjustment
&} .../Milpi...o-building-23

| INFRA_VN ]

VLAN Name VLAN D Pool Type Group-Based Policy

Fabric AP ® Enforcement

(O TCP MSS Adjustment (D

VLAN Name VLAN ID Pool Type Group-Based Policy

Extended Node @ Enforcement (1)

@ Supplicant-Based Extended Node Onboarding’

Step 5. Add to the fabric zone Floor-1.
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Catalyst Center

atluarne
cisce

Fabric Zones (Optional)

Anycast Gateways will be provisioned for the previously selected Virtual Netwarks
within the Fabric Site. If Fabric Zones have been configured, Anycast Gateways can
optionally be provisioned to one or more Fabric Zones within the Site

~ et
(1 Search

LAYER 3 VIRTUAL NETWORKS
L} .../Milpi...o-buidling-24
| INFRA_VN
L} -../San J...co-building-9
INFRA_VN
L} .../Milpi...o-building-23

INFRA_VN

Step 6.

ul
<

I Catalyst Center

sc

Layer 3 Virtual Network Details

Layer 3 Virtual Network: INFRA_WN

Anycast Gateways

Q IF Poal

Create Anycast Gatew

Fabric Zones
1 Selected

Select Fabric Zones

Fabric Zones
1 Selected

Select Fabric Zones

Review the configuration information in the Summary window and deploy the task.

Summary
Review the Anycast Gateway configurati ettings. T ake change a| ak
sal N E
INFRA_VN
figu n ite E
Fabric Site Layer 3 Virtual Network 1P Address Pool IP-Directed Broadcast Intra-Subnet Routing TCP MSS Adjustment VLAN Name VLAN ID Tratfic Type INFRA_VN Pool Type
Milpitas/Cisco-buidling-24 NFRA_VN 0.0/24 “‘F‘F‘ 7 de
Al co ling INFRA_VN 110.4.60.0/24 Milpitas/Cisco-buidling-24/Floor-1
Step 7. Switch to Cisco-buidling-24 and click the Anycast Gateways tab and the Layer 2 tab to

review the two new crated anycast gateways and layer 2 VNs.
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Fabric Site: o dling-24

r2 [EUNERYCEENE Extranet Policies

Layer 3  Lay

Create Anycast

Anycast Gateways + Assaciated VLAN Name Associated VLAN 10

110.4.120. 10_4_120_0-INFRA 1021 INFRA_VN
110.4.60.1 10_4_60_0-INFRA_VN 1022 INFRA_VN

Assoclated Layer 3 Virtual Network

Fabric Enabled Wireless

Layer 2 Flooding

Critical VLAN

1P-Directea Broaacast

TCP MSS Adjustment

1, Export &

Security Group

Fabric Site: &

Layer 3

st Gateways = Extranet Policies

al Net

e Actions

Layer 2 VNID Associated VLAN 1D Assoclated Layer 3 Virtual Netwark
C 20_0 8188 021 INFRA_VN
0 110_4_60_0-INFRA_VN B189 1022

Associated Anycast Gateway VLAN Type

Procedure 2. Add an anycast gateway in a custom VN
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Layer 2 Floading

Critical VLAN

Gateway Outside the Fabric

(& Export 4§

Security Group.
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The previous procedure demonstrated creating anycast gateways on a Global level. This procedure
demonstrates creating anycast gateways on a site level.

Step 1. Click the Anycast Gateway tab on Cisco-building-24 then click Create Anycast Gateways to
start the workflow.

2 maglev v

= dys Catalyst Center
Fabric Sites  Virtual Networks Transits 5 H
Fabric Site: £ Cisca-buidling-24

Laver 3 = Layer 2 EENWIEHRERCNEIEE Extranet Policies

2y Export g
v
s | More Actions P
Ij Anycast Gateways = Associated VLAN Name Associated VLAN 1D Associated Layer 3 Virual Network Fabric Enabled Wireless Layer 2 Flooding Critical VLAN 1P-Directed Breadcast TCP MSS Adjusiment Securkty Group
() 110.4.120.1 110_4_120_0-INFRA_VN 1021 INFRA_VN
0 110480 110_¢_60_0-INFRA_VN 1022 INFRA_VI - - - - 0

Step 2. Choose both VN_EMP and VN_Guest in the workflow.

= bl c
= ‘lsth Catalyst Center

Layer 3 Virtual Networks

Step 3. Add IP address pools to the VNs separately. Switch between VNs from the left pane.
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cisco

Configuration Attributes

Layer 3 Virtual Network:  VN_EMP

3}, .../Milpi...o-buidling-24

VN_EMP (-] v & ‘

Building-24-Emp [4.1.64.0/18]

Auto generate VLAN name

@ Fabric-Enabled Wireless (@ Layer 2 Flooding Multiple IP-to-MAC Add: Wireless Bridged-Network Virtual Ma

alvil Catalyst Center Create Al Gateways L Q Q  maglev

Configuration Attributes

Each Layer 3 Virtual Network can be assigned one or more Anycast Gateways. An
Anycast Gateway has an associated VLAN and Layer 2 Virtual Network. Each of
these has multiple configuration parameters and attributes

Layer 3 Virtual Network Details

Q) Search Layer 3 Virtual Network:  VN_Guest

LAYER 3 VIRTUAL NETWORKS

sk .../Milpi...o-buidling-24
g

v
ANYCAST GATEWAY "
VN_EMP o
| UN_Guest ’ P /i-ddress Pool
Building-24-Guest [4.1.0.0/18] @ v 8 IP-Directed Broadcast () 0] (O TCP MSS Adjustment ()
VLAN
VLAN Name Traffic Type
4.1_0_0-VN_Guest VLAN ID OData Ovoice ~ SCOUVEOUPS v 5 grical vian @

@ Auto generate VLAN name

LAYER 2 VIRTUAL NETWORK

@ Fabric-Enabled Wireless © (O Multiple IP-to-MAC Addresses (Wireless Bridged-Network Virtual Machine) (O

Table 20. [P pool attributes

Restriction
IP-Directed Broadcast Wake on LAN magic packets (server is outside Not supported on fabric site with
Fabric) to wake up sleeping hosts in Fabric. router platform and Cisco Nexus 7000

When enabled, the layer 2 flooding function enables series switches as borders.
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e

automatically.
Wol scenarios:

1. The source (Wol initiator) is outside the Cisco
SD-Access fabric but located in the network that is
connected to the fabric through layer 3 handoff and
the destination is in a Cisco SD-Access subnet with
IP-Directed Broadcast enabled in the same VN.

2. If source (Wol initiator) and destination (sleeping
host) are both in the same subnet and same VN, for
example: both are connected to Fabric Edges. This
feature is not required, but layer 2 flooding is.

Intra-Subnet Routing Layer 3 only VN attribute, if enabled, L2VN and its Not supported on a dual stack pool
attributes such as layer 2 flooding, and Fabric (IPV6 clients).
wireless will be disabled. Packet forwarding is
optimized to route intra-subnet traffic based on Fabric Edge nodes must be running
destination IP address. IP/MAC theft checks are 17.9.2 and above.
bypassed.

This feature can be considered in Cisco SD-Access
wireless Flex OTT deployment where applications
that have low roaming latency requirement, such as
VoWLAN (Voice over WLAN). The latency of Flex
OTT Wireless clients roaming from one AP to
another AP (on the same or different Fabric edges)
is within 200 ms with this feature enabled.

It is recommended to only use Cisco wireless
devices with this feature as this feature disables
layer 2 flooding. If layer 2 flooding is mandatory for
client VLAN in the wireless deployment, do not use
this feature.

TCP MSS Adjustment Cisco SD-Access VXLAN encapsulation adds 50 None
Bytes of overhead to original packet and cannot be
fragmented. For circuits that are unable to
accommodate jumbo MTU (larger than 1500),
implementing ingress MTU on TCP sessions to
make them fabric-encapsulation capable.

The TCP MSS Adjustment value can range from 500
to 1440. TCP MSS Adjustment value is applicable
for the TCP sessions over both IPv4 and IPv6.

The TCP MSS Adjustment value is applied to all the
anycast gateway switched virtual interfaces (SVIs).

Note: The same IP Pool can be configured in multiple custom VNs in the same fabric site, and it is called
overlapping pool. An overlapping pool is not supported in an automated wireless deployment by Catalyst
Center. Use an overlapping pool with caution to avoid traffic disruption.

Table 21. VLAN attributes

VLAN name/VLAN id Auto generated or manually added.
Traffic Type Data or Voice

© 2025 Cisco and/or its affiliates. All rights reserved. Page 100 of 268



Security Groups Statically assigned SGT value and is overwritten by Cisco ISE if Cisco ISE
assigns different values to the clients in the subnet.

Critical VLAN Used to place clients if an authentication server is not available in a closed
authentication profile. The VLAN name is fixed and cannot be changed. See

more details in Create anycast gateway for critical VLAN.

Note:
1. Voice VLAN can be used to sperate traffic from data VLAN for better voice quality in a large-scale
deployment.

2. Cisco Discovery Protocol (CDP) is enabled in a Cisco SD-Access deployment. IP phones that support CDP
can learn voice VLAN information over CDP.

Table 22. Layer 2 VN attributes

Fabric-enabled Wireless Choose if fabric wireless is present. An IP Pool can be mapped to Fabric SSID
only if this attribute is enabled.

Layer 2 Flooding Choose for flooding BUM traffic (Ethernet broadcast, unknown unicast and
multicast). This requires underlay multicast configuration which can be
configured through LAN Automation or manually. See the note for a manual
configuration if LAN automation is not used.

Multiple IP-to-MAC Addresses Used for bridge-network Virtual machine deployment. check the Infor icon for
more details and restrictions.

Note: If LAN automation is not used to configure the layer 2 flooding underlay, deploy it using the Catalyst
Center CLI template.
This design and deployment guide does not discuss templates. See the Catalyst Center User Guide, section

‘Create Templates to Automate Device configuration Changed’.
Sample template configuration on RP devices (typically redundant fabric border nodes):

« ip_address: The loopback60000 IP address that can be reached by other fabric devices including fabric
edges, intermediate nodes, other non-redundant fabric borders and so on. The same Loopback60000
with the same IP address needs to be configured on a redundant fabric border node and is used as an RP
address.

« Peer-loopback0: The loopbackO IP address of a redundant fabric border node

« layer3_interface: The whole underlay layer 3 interface
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interface Loopback6@@@@
ip address $ip-Address 255.255.255.255
ip router 1isis
ip pim sparse-mode

ip multicast-routing

ip pim rp-address $ip-Address
ip pim register-source Loopback6@@@@

ip msdp peer %$peer-loopback® connect-source Loopback®
ip msdp originator-id Loopback®

interface $layer3_interface
ip pim sparse-mode

Sample template configuration on non-RP devices such as fabric edges, intermediate nodes and non-RP fabric
borders:

o rp-address: The loopback60000 IP address in redundant border devices

« layer3_interface: The whole underlay L3 interface

ip multicast routing
ip pim rp-address $rp-address
ip pim register-source Loopback®

interface $layer3_interface
ip pim sparse-mode

Step 4. Add to Fabric Zone Floor-1 and complete the workflow.

Catalyst Center Create Anycast Gateways o A) ) maglev ~

Al
cisco

Fabric Zones (Optional) i

Anycast Gateways will be provisioned for the previously selected Virtual Networks
within the Fabric Site. If Fabric Zones have been configured, Anycast Gateways can
optionally be provisioned to one or more Fabric Zones within the Site 1

Layer 3 Virtual Network Details
Q search Layer 3 Virtual Network: ~ VN_EMP
LAYER 3 VIRTUAL NETWORKS

Anycast Gateways
Eh [Milpi...o-buidling-24

VN_EMP 1P Pool Fabric Zones
I - 4 4.0/18 5> 1 Selected
VN_Guest (] Select Fabric Zones

£ Exit Review Back ‘
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Configure using an authentication template at a site level
Catalyst Center supports predefined authentication templates to simplify the process of implementing
authentication on the network. The fabric edges automatically configure after a template is selected.
Predefined Authentication templates:
« Closed authentication: 802.1X + MAB (IBNS 2.0 template). No DHCP/ARP before authentication.
e Open Authentication: 802.1X + MAB. Temporary access is granted prior to Dot1x authentication.
e Low Impact: LDAP + MAB

« None: no authentication, all ports are statically configured.
A site-level authentication template can be changed in day-n operations, authentication parameters can be
edited for Closed Authentication, Open Authentication and Low Impact.

In the example, Closed Authentication with the default parameter value is configured for fabric site
Cisco-building-24 and fabric zone Floor-1. The Wake on LAN setting must be enabled to allow the WoL
magic packet.

Step 1. From the menu icon button, choose Provision > Fabric sites, click the table view icon, click
Cisco-building-24 then click the Authentication Template tab.

Step 2. Choose Closed Authentication then click Edit to change parameters if required.

ali
cisco

Catalyst Center Provision / SD-Access fr Q & @ Ao \ Q maglev v

Fabric Sites / Cisco-buidling-24

Cisco-buidling-24 View Site Hierarchy ~ Site Actions

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment

Select Authentication Template ()

The settings are applied to all Edge Nodes and Extended Nodes access ports unless they are overridden by a static port assignment.

(-] Closed Authentication Edit
Open Authentication Edit
Low Impact Edit

None

@ Enable BPDU Guard

Step 3. The BPDU Guard function is enabled by default, uncheck the check box if it is not required.

Step 4. Enable Wake on LAN if sleeping hosts are connected so WolL magic packets can be sent to a
sleeping host. By default, this option is disabled.
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Fabric

| Cisco-buidling-24

Cisco-buidling-24 View Site Hierarchy ~ Site Actions

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs

Select Authentication Template

The settings are applied to all Edge Nodes and Extended Nodes access ports unless they are overridden by a static port assigni

(-] Closed Authentication

O Open Authentication
O Low Impact
O None

BPDU GUARD

port with BPDU Guard disabled
ey will be permitted to interact with
d o

y authenticate on

Endpaints
should be und

ue authenti
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Closed Authentication (Cisco-buidling-24)

The options below can be modified in the Authentication Template for this Fabric Site. These changes will only affect this Site
and not impact any global-level Authentication Templates

Deployment Mode

Closed
First Authentication Method
© 802.1x () MAC Authentication Bypass (MAB)
802.1x Timeout
21 Seconds
—
3 20

er of Hosts

© Unlimited

O Single
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Deploy the Cisco SD-Access network

This section focuses on the complete deployment workflow and guidelines, from device discovery through to
fabric automation.

The network devices are discovered and added to the inventory then the provision application assigns devices
to sites and provisions the configurations defined in the Design window.

The Cisco SD-Access application is used to add devices to a fabric site and configure the Cisco SD-Access
overlay.

Optional but recommended, use LAN automation to configure the underlay.

The processes for deploying the Cisco SD-Access network are as follows:
« Discover and provision two Catalyst 9300 devices to the Cisco-building-24 site
« Configure Catalyst 9300 as border and control plane nodes
« LAN automation to onboard two layers of access nodes (intermediate node and edge nodes)
« Configure fabric edges
o Enable embedded wireless controller
« Configure layer 3 handoff, layer 2 handoff and SD-Access transit
o Configure multicast
« Advanced fabric features on borders
« VN anchoring
Critical VLAN

Catalyst 9800 wireless controllers

LoopbackO interfaces are mandatory in Catalyst Center Cisco SD-Access automation. Devices can be
discovered and managed with any type of interface, for example: management interface giO/0 and so on. But
for devices to be provisioned in Cisco SD-Access network, loopbackO is required and configured as RLOC in
the LISP protocol by Catalyst Center. The only exception is a standalone wireless controller. A fabric wireless
controller does not run LISP.

In this deployment guide, the LoopbackO0 interface is used for discovery, inventory synchronization, and
provision.

Discover and provision devices

This section describes the steps to discover and provision devices for Cisco-building-24. Each of these
procedures are discussed in the subsequent sections.

Procedure 1. Discover the Catalyst 9300 devices

To discover devices in the network, Catalyst Center must have IP reachability to these devices and CLI
credentials of these devices. SNMP and Netconf Yang credentials can be defined in Catalyst Center and pushed
during discovery with site assignment. When discovered, the devices are added to inventory, allowing the
controller to make configuration changes through provisioning.

Two Catalyst 9300 switches are discovered and will serve as fabric borders.
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Common-A Loopback0: 110.4.0.62
Common-B LoopbackO: 110.4.0.63

Step 1. From the menu icon button, choose Tools > Discovery then click Add Discovery in the top
right.

Tools / Discovery | Dashboard T ) BT Q maglev v

‘il Catalyst Center

Type Status 1P Address/Range Reachable Devices Actions

? © Comy
d Rang © Completed ¢
P Rang © Cony
dd o @ Comg
R @ Comple
P A ) © Complet 9
Rang @ Comp ). ’] ). 1
A Rang OTe t l 110.4 10
d g © Completec 6 110.4.60.7-110.4.60
g 3 ec C 110.4 n

Step 2. Follow the workflow. Enter the required information then click Next.
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= il Catalyst Center

Discover Devices
ning t scovery job. Then select yc referred type of d y. The ¢ vered devices can be assigned to a site later in this workflow. Access Points associated with discovered wireless

Discovery-Border

JISCOVERY TYPE

© IP Address Range

P ADDRESS RANGE

110.4.0.62 110.4.0.63

PREFERRED MANAGEMENT IP ADDRESS

© Use Loopback (If Applicable)

Step 3. Provide the credentials and click Next.

CLI and SNMP credentials are mandatory. Netconf is mandatory for I0OS-XE based wireless
controllers, such as the Catalyst 9800 series, and optional but recommended for I0S XE based wired
devices for Assurance use.

CLI credential needs to match the configuration in devices.

SNMP and Netconf credentials push during discovery with site assignment if devices do not have
them configured.
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= lub- Catalyst Center

Provide Credentials

) Global credentials are provided only for ease of use when entering credentials. At the device level, only the device-specific credentials are saved. The device-to-global-credentials association isn't saved.

! onfir at C edential and one SNMP credential are required. You can have a maximum of five global credentials and one task-specific
al pe. € ally
cu (1)
. 1d 1
SNMP
SNM EXISTING GLOBAL CLI CREDENTIALS
SNMPv2c Write @ device
NMF

@ Add CLI Credentials

NETCONF (1)
Advanced Settings
HTTP(S) Read |

Step 4. Discover with site assignment. Set the Site Name to Cisco-building-24 then click Next to start
the discovery.

I

= il Catalyst Center s & Q , ® 0 QO magiev v

Schedule Job

O Now
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Step 5. Verify in the Inventory window that both devices are added and have the Manageability status
Managed after the discovery is done.

‘thuth:  Catalyst Center Provision / Inventory

Vi Selec ® a tou Export
DEVICE WORK ITEMS Devices (2) . Taks "
= Q
- Device o s Ve - tox s S— mage Los Upaaies S——- Pratorm
- 1 minute age
M I 2 [ ] @ Managed 4 Milpita: I 2 Fi EL i}
B [ a @ Managed Milg C I FC

Step 6. View and change the device roles.

The device role is used to position devices in the Catalyst Center topology maps in the fabric site and in the
topology tool. The device positions in these applications and tools are shown using the classic three-tiered
Core, Distribution, and Access layout.

Device controllability configuration (defined in Network Setting > Telemetry > Wired Endpoint Data Collection)
are also pushed to devices that have access roles. Catalyst 9300 switches have default ‘Access’ device roles.
During discovery with site assignment, they get the device controllability configuration. After changing to a
border router, these configurations are removed.

Step 7. Choose the device in the Inventory window then click Actions > Inventory > Edit Device.
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Catalyst Center

d Cisco ling-2 R FRouiers  Swicches  Wireless Controllers  Access Points  Sensars
DEVIGE WORK ITEMS Devices (2) Select
() Unreachabl Q  Click here to apply b dvanced filters ar view recently applied filter
[ Un: pnec electec Tag Add D Actions ~ L
[ 8 s Device Name ~  Inventory > o s Managsability site
it Device
( oftwara Im
( t L COMMON_A " scanned @ Managed IMilpitas/Cisco-buidling-24
Reboot D
0 0 ge
Telem
0 Common_B vice scanned @ Managed IMilpitas/Cisco-buidling-24
- g
eplacer R
( 1 Image heck - -
O Under Maintenan -
( i i E ane
"
fanage System Beacor

-_—

Step 8.

Cataly:

Image Version

Last Updated

Serial Number Platfarm Device

1713 FOC222120EU

€9300-4BU

BORDE

BORDE

From the Device Role tab, change the role to Border Router for both devices.

1 Cisco-buidling-2

DEVIGE WORK ITEMS Devices (2)  Focus: Select

Tag Add Device  Actions

8 T Device Name = 1P Address Vendor
y . ] COMMON_A 0.4.0.62 Cisco
- (m] Common_B 110.4.0.63  Cisco

v Al

Reachability

@ Reachable

@ Reachable

Edit Device

Credentia Management IP Resync Inter

ACCESS

ACCESS
IRE
BORDER ROUTER

BORDER ROUTER

Device Role

Procedure 2. Provision the Catalyst 9300 devices to the site
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Provisioning devices to sites pushes the configurations defined in the Network Design window: AAA, DNS,
NTP, Telemetry, and so on. Devices can be assigned with fabric roles only after provisioning.

Step 1. Check the check boxes for both devices then choose Actions > Provision > Provision Device
and complete the workflow.

@D o oo v acmren e 5 H o

bcus: Select v ake a tou 1 Export
DEVIGE WoRK ITEMS Davices (2) . Take a tour Exr
[ Unreachable Q Click here to apply basic or advanced fiters or view recently applied filters
Unassignec 2 Selected  Tag Add Device Actions ~
Uni
& Teos Device Name = Inventory > Reachabillty Eox Staws () Manageabllity Site Image Version Last Updated Serlal Humber Blatform Device
Fa
C oftware Imag
10 minutes ago
 Non Gompliant |8 < COMMON_A Am-iccanned @ Managed ..IMilpitas/Cisco-buidling-24  17.13.1 y . FOC2221Z0EU  C9300-4BU  BORDE
- Provision > atest Sync Datadl
U Outdated S are |may '
Telemetry » 18 minutes ago
- @ Common_B Provision Device :anned @ Managed [Milpitas/Cisco-buidling-24 17.131 FCW2221L0VN  C9300-48U BORDE

Mo Golden Image & - Latest Sync Datails

After provisioning, the device is added to Cisco ISE and downloads Cisco TrustSec information from Cisco ISE.

Step 2. Use the commands show cts environment-data and show cts pacs to view from the device.

Figure 36. Output from Commn_A

Common_A#show cts environment-data
CTS Environment Data

Current state = COMPLETE
Last status = Successful
Service Info Table:
Local Device SGT:
SGT tag = 2-@1:TrustSec_Devices
Server List Info:
Installed list: CTSServerlList1-20@2, 1 server(s):
Server: 110.2.1.1, port 1812, A-ID ABGBE34E13524B8@EBC77@2BED84235D3
Status = ALIVE
auto—test = FALSE, keywrap-enable = FALSE, idle-time = 6@ mins, deadtime = 20 secs
Security Group Name Table:
8-81:Unknown
2-81:TrustSec_Devices
3-82:Network_Services
4-@5:Employees
5-2@:Contractors
6-11:Guests
7-8@:Production_Users
B8-@7:Developers

Common_A#show cts pacs
AID: ABGEBE34E13524B0EBCT7@2BEDB4235D3
PAC-Info:

PAC-type = Cisco Trustsec

AID: ABGBE34E13524B0EBCT7@2BED84235D3

I-ID: 99f5296b57c64b32aeabBeed83faaelie

A-ID-Info: Identity Services Engine

Credential Lifetime: 22:0@:4@ UTC Fri Oct 18 2024
PAC-Opague: 200200CE2003000100040010AB6BE34E1352480EBCT702BEDB4235D3000600AC00030100F4CEBB1ESC1285B189BB83F3538089CE00000013669B041900093A80495D558499D6550F992
B77331FEBATC2Z3EECCBB9462FDE4195@FEBSTD3AFB3F564CDBT4TEGFSD434C9471C05A4T9EB4F569CF23D16FB90ER32A42520F7CDB3642837EBGEBCO2ZDE32BABF3DFO@DC317FA9BEDA3IBCETSA
Refresh timer is set for 11w5:45
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Figure 37. Common_A in Cisco ISE. Administration > Network Resources > Network Devices
= i |dentity Services Engine Administration / Network Resources Q & ® Q| Aa

) Click here to do visibility setup Do not show this again.

I Network Devices
, Default Device Network Devices
Device Security Settings Selected 0 Total 1 8 {§}
-+ Add by Import Ty Export v @ Delete Quick Filter ~  §7
()] Name ~  IP/Mask Profile Name Location Type Description

Commen_A X

a Common_A 110.4.0.6... & Cisco () All Locations All Device Types

Procedure 3. Configure Catalyst 9300 as border and control plane nodes

A fabric network must have at least an edge node and control plane node to function. This allows endpoints to
traverse their packets across the overlay to communicate with each other (policy dependent). The border node
allows communication from endpoints inside the fabric to destinations outside of the fabric along with the
reverse flow from outside to inside.

The first device added to a fabric site must have control plane role, it can be a standalone control plane node, a
colocated border and control plane node or a FiaB. When a control plane device is added, Catalyst Center
provides the options to configure the fabric site as LISP/BGP or LISP Pub/Sub (recommended). Up to six control
plane nodes are supported in a fabric site.

When provisioning a border node, there are number of different automation options in the GUI:
« Can have a layer-3 handoff, a layer-2 handoff, or both (platform dependent)
« Can be connected to an IP transit, to an SD-Access transit, or both (platform dependent).

« Can provide connectivity to the internet (external border), connectivity outside of the fabric site to other
non-internet locations (internal border), or both (anywhere border).
External border
Connected to unknown routes such as the internet, WAN, or MAN. It is the gateway of last resort for the local
site’s fabric overlay. External Border exports all the fabric subnets to outside the fabric site as eBGP summary
route. A Border connected to a Cisco SD-Access transit must always use the External border functionality.

Internal border

Connected to the known routes in the deployment, such as a data center (shared services such as DHCP with
DNS and so on). This border exports all the fabric subnets to outside the fabric site as an eBGP summary route
and imports and registers these eBGP-learned routes from outside the fabric site into the site-local control
plane node.

Anywhere border
Functions as both internal and external border and is used when the network uses one set of devices to egress
the site. It is directly connected to both known and unknown routes.

In this section, the two Catalyst 9300 switches are added to the fabric site Cisco-building-24 and have
colocated border and control plane roles. LISP Pub/Sub is configured. IP transit and Cisco SD-Access transit
are demonstrated Configure Transits.

Note: Adding a device to a fabric site requires a LoopbackO interface. Configure a loopbackO address before
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or use LAN automation to configure.

Step 1. From the menu icon button, choose Provision > Fabric Sites, click the table view icon, then
click Cisco-building-24.

= ‘fuy Catalyst Center ! sD ess | *# Q o ® O Q maglev -
e e E

Fabric Sites rtual rk

Fabric Devicas Fabric Zones Fabric Roles Connecto Compliance Health Score

Step 2.  Click one of the devices. (Devices without a fabric role are grayed out.)
Step 3. In the sidebar on the right, enable Control Plane Node and Border Node.
o For the Control Plane Node, click LISP Pub/Sub > Add.

((((

Cisco-buidiing-24

Cisco-buidling-24 COMMON_A

Fabric Infrastructure

LISP Pub/Sub o LISP/BGP

« For the Border Node, check the Enable Layer-3 Handoff check box.
Local AS number is the BGP AS number on the border devices. It can be pre-configured, if not, Catalyst Center

provisions the configuration to the device.

Table 23. Internal border, external border and anywhere border options
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Default to all Virtual networks | Do not import external routes

Internal Border - n/a
External Border v v
Anywhere Border v -

Step 4. Configure the Catalyst 9300 as external borders. Check the Default to all Virtual networks and
Do not import external routes check boxes then click Add.

- alrale
= Catalyst Center

Cisco-buidiing-24
Cisco-buidling-24 COMMON_A

Fabric Infrastructure Layer 3 Virtual Networks

Layer 3 Handoff

Enable Layer-3 Handoff
30
Default to all virtual networks

Do not import external routes

jvanced

Step 5. Complete the workflow to provision configurations to Common-A and repeat the same
procedure on Common-B.

Note: Since Common-A is already configured as a control plane node with LISP Pub/Sub, when configuring
Common-B as a second control plane node, the option to select LISP BGP and LISP Pub/Sub is disabled.

After provisioning, both devices in the topology view appear blue with the fabric role tagged as BN|CP.
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Cisco-puidiing-24

Cisco-buidling-24 View Site Hierarchy  Site Actions

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignmen H =

Onboard intermediate switch and fabric edges with LAN automation

LAN automation uses up to two seed devices and starting from the seed devices can “walk out” up to five
layers within the network hierarchy and automate the deployment of new devices it discovers through PnP
process. LAN automation is started only on directly connected neighbors and is intended to support the
deployment of an underlay suitable later for the overlay of a Cisco SD-Access fabric.

To start LAN automation, seed devices and LAN pool are required. Catalyst Center should have reachability to
the LAN pool subnet.

LAN automation currently only supports ISIS protocols and router platforms are not supported as seed devices.
For detailed information on LAN automation, see the Cisco Catalyst Center Cisco SD-Access LAN Automation

Deployment Guide.

In this section, Common-A and Common-B are used as seed devices, two tiers of devices are onboarded.
Tier-1 is used as intermediate switch. Tier-2 is used as fabric edges.

Procedure 1. LAN automation to discover devices

Step 1. To start LAN automation, from the top-left corner, click the menu icon, choose Provision > LAN
Automation.
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Provision / Network Devices [ LAN Automation peg o s T ) BAY 2 maglev

alul - Catalyst Center

cisco

Discovered Devices Provisioned Devices Errors

Step 2. Click Start LAN Automation.

Catalyst Center 1 / A ion s 0 a @ A 0 maglev

Prerequisites

Step 3. Choose Cisco-building-24 from the Hierarchy pane. Provide the required field information then
in the Seed Devices window click Next:

e

Primary Common-A

Interfaces GigabitEthernet1/0/10
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Discovery Depth 2

Secondary Common-B

Seed Devices

Select the Primary and Secondary Seed Devices

Select the inter

or consistent network confi on on both Seeds.

A Secondary S

int Layer 3 routed link must be configured between the Seec

@ Primary @ Secondary (Optional)
imary Ses Interfac
Common_A *S
Select Interfaces
Helr
Glok 2 @
ystral
Detrait
Flor
Fore

ion on both Seeds

routed link must be configu between the Seed

Common_B

Step 4. Session attributes define advanced configurations and session control.
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Table 24. Session attributes used in this deployment

Value
Principal IP Address Pool Building-24-Lan Layer 3 link, Loopback IP, native multicast underlay
IS-1S Domain Password (optional) Cisco123 IS-I1S
Session Timeout 60 minutes Auto Stop LAN Automation after 60 minutes, if not
provided, manual stop is required. Only recommended in
a stable network or use a longer timeout (max 1 week)
Enable Multicast v Configure seed devices as Native Multicast RP and

discovered devices as subscribers to multicast traffic

= ‘Uup Catalyst Center

Session Attributes

Discovered Devices Site

brincinal [P Addre
Building-24-Lan @V Link Overlapping IP Pool

() Enable Multicast (@

® Florida O Ad

HOSTNAME MAPPING
| Gisco-buidling-24
Discavered Devices Hostname Prefix

DEVICE MATCHING

i Tast © Relaxed O

hoose a File

Choose a file or drag and drop to upload.

Accepted files: csv

L, Download Sample File

Step 5. In the Review window, verify the information accuracy then click Start.

Step 6. In the LAN Automation dashboard, monitor the Session status, or click See Session Details.

i+ Catalyst Center

= aseo

Mar 21, 2024, 10:26:30 PM @
overed: 3 Provisioned: 0 Error: 0

[Cisca-buidling-24
(& Start LAN Automation

Common_A
ry Seed Devic Common_B

In Progress

Stop LAN Automatior

History LAN Automated Devices
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Step 7.

= vl Catalyst Center

Choose Discovered to see the progress of each device.

Mar 21, 2024 10:26:30 PM

) Stop LAN Automation n Progress

Note:

o . Milpitas/Cisco-buidling-24

ViewBy:  Seed Devices: 2 Pravisioned Error:
Devices (3)
Search Devices
Devica Name P Address ~
Switch 1
0 tch 1
O witch 1

ice: Common_A
(110.4.0.62)

Platform

co

[el:X]

300-24P

00-24P

WS-C3850-24XS-S

e: Common_B Discon

(110.4.0.63)

Serial Numper

FOC2402X1BQ

FOC2402U1F

FCW2109F0H9

Staws (D)

The Catalyst 3850 switch in this deployment is a Tier-1 switch (is used as an Intermediate Node), Tier-2

switches (the 2x Catalyst 9300) are processed in LAN automation after the Tier-1 switch is in managed status

in Inventory.

After all the devices are discovered and managed in Inventory, LAN automation can be stopped to convert the
link to a layer 3 link. Alternatively, when the Session Timeout expires, if there are no devices in the onboarding
process, LAN automation stops automatically.

Tech tip: If the Golden image is marked in Image Repository, during the PnP process, the discovered devices

upgrade to the Golden image.

All the three devices are onboarded into Catalyst Center.

sl Catalyst Center

Provision [

Inventory

i Cisco-buidling-24 0 Routers  Switches  Wireless Controllers  Access Points  Sensors a2 H B
DEVICE WORK ITEMS Devices (5) Focus: Select Take a tour Ty Export &
O Unreachable Q  Click here to apply basic or advanced filters or view recently applied filters

0Selected Tag (3 Add Device Actions v (@ As of: Mar 28, 2024 1:20 PM
O unt .
- 0 Taas Device Mame = 1P Address Vendar Compl site Image Version 1
[ Failed Provision
[ Nan Compliant (] Common_A 110.4.0.62 Cisco © Reachable © Managed @ Compliant IMilpitas/Cisco-buidling-24 17.14.20240322:035943
O Outdated
() No Gald ] Common_B 110.4.0.63 Cisco © Reachable © Managed @ Compliant .../Milpitas/Cisco-buidling-24 17.14.20240322:035943

No Golden Im
ecks

0o ¢ Switch-110-4-0-3 110.4.0.3 Cisco Reachable @ Managed @ Compliant IMilpitas/Cisco-buidling-24 16.12.10a

O 7 Switch-110-4-0-8 110.4.0.8 Cisco Reachable © Managed @ Compliant ../Milpitas/Cisco-buidling-24 17.14.20240322:035943

o < Switch-110-4-0-9 110.4.0.9 Gisco @ Reachable © Managed @ Compliant ../Milpitas/Cisco-buidling-24 17.14.20240322:035943

Procedure 2. Provision discovered devices to fabric as fabric edges
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Devices onboarded through LAN automation need to be provisioned from the Provision/Inventory window
before they can be added to the fabric with a fabric role assignment.

Step 1. From the top-left corner, click the menu icon and choose Provision > Inventory then choose
Actions > Provision > Provision Device.

duills Catalyst Center Q maglev

i Cisco-buidling-24 WAV Routers  Switches  Wireless Controllers  Access Points  Sensars 50 E %

DEVICE WORK ITEMS Devices (5) Focus: Select » Take a tour 4 Export

(O Unreachable Q  Click here to apply basic or adh ed filters or view recently applied filters

(J Unassigned 7 Selscted Tag (3) Add Device Actions ~ (@ As of: Mar 28, 2024 1:20 PM
) Untagged o D ~
agge: B e Device Name =~ Inventary > indor ity (D ity (D G @  site Image Version
(O Failed Provisio
) Failed Pr " Software Image 5
() Non Compliant O ) Common_A - o “ Managed @ Compliant .../Milpitas/Cisco-buidling-24 17.14.20240322:035943
- Provision >
- Assign Device 1o Site
(] Outdated Software Im
i Telemetry >
) No Golden | o < Common_B Provision Device Managed @ Compliant /Milpitas/Cisco-buidling-24 17.14.20240322:035943
(O No Golden Image
Device Replacement >
) Failed Image Pract
ks O O Switch-110-4 2 Managed @ Compliant ...IMilpitas/Cisco-buidling-24 16.12.10a
(O Under Maintenance
More >
Manage LED Flash Status
e < Switch-110-4-u-o0 IR wl Managed © Compliant /Milpitas/Cisco-buidling-24 17.14.20240322:035943
@ o Switch-110-4-0-9 110.4.0.9 Cisco @ Reachable @ Managed @ Compliant ../Milpitas/Cisco-buidling-24 17.14.20240322:035943

Same as border devices, LAN automated devices are added to Cisco ISE and have Cisco TrustSec information
downloaded.

Fig

Switch-110-4-0-9#show cts en
CTS Environment Data

ure 38. Device output example

Current state = COMPLETE

Last status = Successful

Service Info Table:

Local Device 5G

SGT tag = 2-@1:TrustSec_Devices

Server List Inf

Installed list: CTSServerList1-002, 1 server(s):

Server: 118.2.1.1, port 1812, A-ID ABG6BE34E1352488EBCT702BED84235D3
Status = ALIVE
auto-test = FALSE, keywrap-enable = FALSE, idle-time = 6@ mins, deadtime = 20 secs

Security Group Name Table:

rustSec_Devices
letwork_Services

H =T
ontractors
uests

Switch-110—4-8-9#show cts
Switch=110-4-8-9#show cts pac
Switch=110-4-@-9#show cts pacs
AID: ABGBE34E135248@EBCT702BED84235D3
PAC-Info:
PAC-type = Cisco Trustsec
AID: ABGBE34E13524B0EBCT782BEDB4235D3
I-ID: FOC2402U1F9
A=ID=Info: Identity Services Engine
Credential Lifetime: 22:00:47 UTC Fri Oct 18 2824
PAC—-Opaque: 200200B80003000100040010AB6BE34E1352480EBCT702BEDB4235D30006009C00030100F7B5926B4869952CFA281FC52B12400E00000013669B041908@93A80495D558493D6558F9927B2FD7956758C6ER
4EF4E4373581881DC13691FBBCCTDCBEC1ESET@238D95DBICBA4AF5B4D342660431BA9349FES1CTDALDIEAACAASCA5BE30CI96319B577BADI36ECCDCD
Refresh timer is set for 11lw5d
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Figure 39. Device is added to Cisco ISE

= il |dentity Services Engine Administration / Network Resources

I Network Devices
, Default Device Network Devices

Device Security Settings
Selected 0 Total 1 £3 &

+ Aad W Import (% Export v f Detete Quick Filter 7
[J Name A~ IP/Mask Profile Name Location Type Description
4
Switch-110-4-0-9 x
n
O Switch-110-4-0-9 110.4.0.9/... % Cisco () All Locations All Device Types

Step 2. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, choose Cisco-building-24, right-click on the device, enable
Edge Node, then click Add.

o

Catalyst Center rovision / SD- s e S S N | R maglev v

i
S

Cisco-buiding-24

N 4 evice F
Cisco-buidling-24  View Site Hierarchy Switch-110-4-0-8 (110.4.0.8) * i
Fabric Infrastructure Layer 3 Virtual Networks Layer 2 jorks A it
To connect endpoints to the fabric, assign at least 1 Edge Node either to the fabric site or a 2
Details Fabric Advisories Configuration VLANs Power Fans Field N otential ld e A
Fabric
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Figure 40. After adding both devices as edge nodes, they are marked with EN roles

= ualwiv  Catalvst Center
= ‘Usce Catalyst Center

Clsco-buidiing-24

Cisco-buidling-24

Anycast Gateways Wireless SSIDs Authentication Template Part Assignment u =

Fabric Infrastructure Layer 3 v

2 |%

Step 3. Click Deploy.

Configure Cisco SD-Access wireless with an embedded wireless controller

An embedded wireless controller can be enabled on Catalyst 9000 devices with border and control place roles,
edge role, or FiaB. A wireless subpackage and Netconf-yang are required.

Catalyst Center provides the option to import, install and activate a wireless subpackage when configuring an
embedded wireless controller.

The embedded wireless controller enables devices in Common-A and Common-B and configures as an N+1
Peer.

m Primary Managed Location Secondary Managed Location

Common A Cisco-building-24/Floor-1 Cisco-building-24/Floor-2
Common B Cisco-building-24/Floor-2 Cisco-building-24/Floor-1

Procedure 1. Enable EWC on a Catalyst 9000

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, choose Cisco-building-24, right click the device Common-A,
and enable Embedded Wireless Controller.
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Catalyst Center maglev

Fa | Cisco-buidling-24

Cisco-buidling-24  ViewSie Hisrarchy  sie actions ~ | & Common_A (110.4.0.62)

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networl ~) Reachable Uptime: 17 days 22 hrs 35 mins Device Role: BORDER ROUTER

3 Run Commands 4 View 360 Last updated: 2 hours 18 minutes ago () £ Refresh

Details Advisories Configuration VLANs Power Fans SFP Modules User Defined Fields More v

‘ Remove From Fabric

Fabric

Border Node Configure Details
Control Plane Node Details

Capability

L s

. Multicast Rendezvous Point

Reboot Cancel

Step 2. Click Primary > Floor-1 then click Secondary > Floor-2.

ision / SD-A

Catalyst Center

Fa / Cisco-buidling-24
Cisco-buidling-24 View Site Hierarchy  Site Actiong Common_A
Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual
0 Manage Scope 2 Advanced 3 Summary
Primary Secondary

Q Search Hierarchy

~ (J ©Q Global
> ()& Australia
> Detroit
> (Jé Florida

Ford

Fremont

i Milpitas

v O

Cisco-buidling-24
@ = Floor-1

O = Floor-2

> (O @ Cisco-building-23
> (J# San Jose
> (O & Sunnyvale

Tane

Cancel Next
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= e Catalyst Center Provision / SD-Access i O | R magev

Fabr

Sites | Gisco-buidling-24

Cisco-buidling-24  View Site Hierarchy St Actions Common_A
Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual

aManaqucope 2 Advanced 3 Summary

Primary Secondary
Q) Search Hierarchy
Search Help
~ (9 Global
> O Australia
> (O da Detroit
> (Jdb Florida
> (Jds Ford
> (O Fremont
~ [ 45 Milpitas
~ ()@ Cisco-buidling-24
O = Floor-1

© = Floor-2

~

() @ Cisco-building-23
> (J# SanJose

> (D& Sunnyvale

M Taet

Gancel “

Step 3. Enable Rolling AP Upgrade (optional but recommended).

= il Catalyst Center Provision / SD-Acces: % Q | Q maglev

Fabr

Sites | Gisco-buidling-24

Cisco-buidling-24  View it Hierarchy  Site Actiond COMMON_A

@ Manage Scope e Advanced 3 Summary

Template is not available for the site of the selected device.

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual

Rolling AP Upgrade

\@\Enab\e 25 v

Step 4. Complete the workflow and repeat the same on Common-B, Primary > Floor-2, Secondary >
Floor-1.

Step 5. Click Deploy to push the configuration.
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= vl Catalyst Center on / \ %t Q< ) Q maglev v

Fabric Sites / Cisco-buidling-24

Cisco-buidling-24 View Site Hierarchy ~ Site Actions v @

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment u =
Take a Tour (T Export
Collapse All  Custom Focus Apr 22, 2024 1:50 PM

oS

The Internet

Common_B Common_A
) vl
>
«
<> @
Switch...4-0-3
~ S}
o o o
<> <>
Switch...4-0-8 Switch...4-0-9
Cancel Deploy

Tech tip: If the wireless subpackage is not installed, Catalyst Center provides a workflow to install and activate
the wireless subpackage. See the example image.

Step 6. Click OK to continue.

a

Warning

9800-SW image is necessary for turning
on the capability.

Note: After the 9800-SW image has been
distributed and activated on the switch
during this workflow, please resync the

device before completing this Embedded

Wireless LAN Controller workflow.

Do you want to proceed with importing the
9800-SW image manually?

Step 7. Import the wireless package from your computer or from the HTTP/FTP server.
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Catalyst Center Provision / SD-Access ke oS ) ) maglev

es [ Cisco-buidling-24

Fab
Cisco-buidling-24  View Sie Hierarchy  Site Actiond  OWItCh=110-4-0-8
Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual

aDcwnload\maqe ?  Manage Scope 3  Advanced A Summary

Select an image from computer

| choose File | No file chosen
oR

Supported URLs are HTTP and FTP.

Cancel

L

After importing the image, in the same workflow, Catalyst Center installs and activates the wireless subpackage
then allows you to configure the Primary and Secondary managed locations and provision configurations to
devices.

Procedure 2. Associating IP address pool to SSID

Each SSID for a fabric site must be assigned an IP address pool so that wireless hosts are associated with the
correct subnet when connecting to the wireless network.

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon from the top right, choose Cisco-building-24, then click the Wireless SSID tab,
associate IP pools to SSID then click Deploy.

Step 2. Complete the workflow. Security Group is optional.
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+ Catalyst Center Provision / SD-Access f Q o @ O 2 maglev

Fabric Sites / Cisco-buidling-24

Cisco-buidling-24 View Site Hierarchy ~ Site Actions

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment

(O Enable Wireless Multicast &

SSID Name Type Security Traffic Type Address Pool Security Group

Choose Pool

Building-24-enterprise Enterprise WPA3 Enterprise Voice + Data 4_1_64_0-VN_EMP @ v Assign SGT ™

Choose Poal

Building-24-Guest Guest WPA3 Enterprise Vloice + Data 4_1_0_0-VN_Guest & v Assign SGT v

2 Record(s) Show Records: 25 v 1 -2 <@ >

Tech tip:

1. Only IP address pools with Fabric-wireless enabled are available for SSID to IP pool association.
2. One IP address pool can be used to associate to different SSIDs.

3. Cisco ISE can override the IP address pool during client onboarding.

Step 3. Use the command show fabric wlan summary to validate that WLANSs are up in Common_A
and Common_B.

Common_A#show fabric wlan summary
Mumber of Fabric wlam : 2

WLAN Profile Mame Status

17 Building-24—-enterpris_profile Building-24-enterprise
18 Building-24-Guest_profile Building-24-Guest

Common_B#show fabric wlan summary
Mumber of Fabric wlam : 2

WLAN Profile Mame

17 Building-24—enterpris_profile Building-24-enterprise
18 Building-24-Guest_profile Building-24-Guest

Provide access to shared services and internet services using IP transit

Shared services such as DHCP and DNS in data center or internet service generally reside outside of Cisco SD-
Access fabric. IP transit with layer 3 handoff is used to advertise these shared services routes or advertise
default route from peer devices so that endpoints in the fabric can access them.
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Access to shared services with the default route is a multistep workflow done primarily on the command-line
interface (CLI) of the peer device.

a. Create the VRF-Lite connectivity between peer device and border node.
b. Run two-way route leaking between VRF to GRT and the other way around on a peer device.

c. Establish BGP peering for each VRF with GRT between a peer device and the border node.

Step a and step b need to be manually configured on a peer device. Step ¢ can be done through Catalyst
Center using a layer 3 handoff workflow. This example procedure shows adding a layer 3 handoff for VN_EMP
and VN_Guest on fabric border devices Common_A and Common_B.

The IP transit C-INTERNET was configured in Procedure 2: Create IP Transit.

Step 1. Navigate to the border configuration to add it as a layer 3 handoff with the information in this
table prepared first.

Information required
Interface between border and remote BGP peer device Configure the interface as a trunk port on a switch platform.

VLAN for each VNs Create VLAN and SVI on a switch platform or a subinterface with
VLAN encapsulation on a router platform to communicate with
peer devices.

IP pool with IP address peer Configure an IP address on SVI on a switch platform or on a
subinterface on a router platform to communicate with peer
devices.

Note: Catalyst Center offers options to automate IP addresses on borders to communicate between borders
and remote BGP peer devices, including:

1. Catalyst Center to assign IP address (/30 subnet) from a predefined IP pool.

2. Customized IP address peer allows the assignment of an IP address to an eBGP peer.

You can use either Catalyst Center to allocate IP address peers or use a customized IP address peer.
Combining both is not supported on the same device.

Step 2. In the fabric site Cisco-building-24, click the Fabric Infrastructure tab then click border
Common-A.

Step 3. In the slide-in pane, click Border Node > Configure.
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= il Catalyst Center / S % ¢ 3 Q. maglev v

= ‘aseo

buidling- 24

Cisco-buidling-24 View Site Hierar te Actio =) Common_A (110.4.0.62)
Fabric Infrastructure Laye Virtual Network Layer 2 Virtual Network:
9 ? R 4
Fabric Advisorie Configuratio: VLAN: Power Fas SFP Module User Defined Fields Field Notice Potential Field Notice More
Fabric

[
t

Capability

®0

Step 4. Click the Layer 3 Handoff tab then click Add Transits > IP:C-INTERNET.

= ol Catalyst Center

Common_A

Cisco-buidling-24

Fabric Infrastructure Layer 3V orks orks Al
Layer 3 Handoff Layer 2 Handoff
For Embedded Wireless, in arder to configure the changes done in Wireless settings ir]  s———
Adv
@ 20d Transits
IP:ASR-DC

IP:ASR-INTERNET

IP:C-INTERNET

Step 5. Click Add External Interface to use the interface that is connected between the border and the
peer device.
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Il Catalyst Center

cisco

2 -2¢
Cisco-buidling-24  View Site Herarchy ~ Site A Common_A
Fabric Infrastructure  Layer 3 Virtual Networks  Layer 2 Virtual Networks
Layer 3 Handoff ayer 2 Handoff
For Embedded Wireless, in order to configure the changes done in Wireless settings iff =

@ 70 Teansi

C-INTERNET

Step 6. Allocate IP addresses. Do either dynamic or manual allocation.

« To let the system dynamically allocate IP addresses through Catalyst Center, use Select IP Pool to add an
IP pool.
IP address pool Building-24-L3 was defined in Procedure 2: Reserve IP pools for a fabric site.

Figure 41. Associating an IP pool

Layer 3 Handoff Layer 2 Handoff

Local Autonomous Number

5% Advanced

[2rd

Select IP Poo Ay

{:{
Building-24-L3 {110.4.100.0/24)
_ Building-24-L3 (110.4.100.0/24)
Building-24-Lan (110.4.viuresy

Building-24-RP (110.4.224.0/24)

Select Poo
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« To manually allocate IP addresses, configure the connected physical interface, VLAN, and customized IP

address peers on the selected VNs VN_EMP and VN_Guest.
Mandatory Fields Value

External Interface Gig 1/0/36
VN_EMP VLAN 101, Local IP :101.1.1.1/30, Peer IP:101.1.1.2/30
VN_Guest VLAN 103, Local IP:101.1.1.17/30, Peer IP :101.1.1.18/30

Optional Fields Value

Interface Description To-Fusion-VRF-LITE

Fabrl 5-28

Cisco-buidling-24 View Site Hierarchy  Site Actions _CommorLA

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks An
— Intertac

GigabitEthernet1/0/36

/‘ For Embedded Wi order to configure the changes done

To Fusion-VRF-LITE

Q, Search

Vietusl Network = Enable Layer-3 Handolf VAN © Local 1P Addross/Mask C Paor IP Addross/Mask C
INFRA_VN C.

101.1.1.1/30 101112130
VN_EMP D 101

101.1.1.17/30 101.1.1.18/30
VN_Guest [ B 103

Tech tip: If layer 3 handoff is selected in the previous step, only VLAN information is required.

Step 7. Complete the workflow and provision to Common_A.

Step 8. Repeat the same steps on Common_B.
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Fabr Cisco-buidiing-24
Cisco-buidling-24

Common_B
¢ Back

Fabric Infrastructure Layer 3 Virt

) For Embedded Wireless, in order to configure the changes done in Wireless settings ir

To-Fusion-VRF-LITE

Vintusl Netwark = Enable Layer-3 Handaft VLAN Local IP Address/Mask Peer P Address /Mask (0

INFRA_VN W

VN_EMP .3

Note:

1. For LISP Pub/Sub external borders to work, a default route is required in the external border routing table.
Ensure there is a default route in all the VRFs. DHCP with DNS servers can also connect through the internet
and are considered as an unknown destination.

2. On internal borders, BGP routes learned from peer devices are imported to LISP and registered to a control
plane. If shared services such as DHCP and DNS are connected through a data center, their IP addresses need
to be advertised by peer devices.

Step 9. Validate Common_A and Common_B for VN VN_EMP.
a. Validate the default route in the routing table.
Common_A#show ip route vrf VN_EMP

Routing Table: VN_EMP

Gateway of last resort is 181.1.1.2 to network 8.0.8.8

.0.0.0/@ [20/0] via 101.1.1.2, lwdd > default route , advertised from peer
.8.8.8/8 is variably subnetted, 7 subnets,

B 4.1.64.8/18 [2e@/8], lwdd, Nulle

C 4,1.64.1/32 is directly connected, Loopbackl®27

Common_B#show ip route vrf VN_EMP

Gateway of last resort is 181.1.1.6 to network 8.0.08.8

@.0.0.8/0 [20/0] via 181.1.1.6, Sw3d > default route , advertised from peer
4.0.8.8/8 is variably subnetted, 7 subnets, 2 masks
B 4,1.64.8/18 [208/8], 5w3d, Nulle

B

b. Validate the default route in the LISP database for VN VN_EMP.
Find the layer 3 instance ID of VN_EMP from the Layer 3 Virtual Networks tab.

© 2025 Cisco and/or its affiliates. All rights reserved. Page 132 of 268



Fabric Sites | Cisco-buidiing-24

Cisco-buidling-24  view site Hierarchy ~ Site Actions ~ ()
Fabric Infrastructure  Layer 3 Virtual Networks ~ Layer 2 Virtual Networks ~ Anycast Gateways ~ Wireless SSIDs  Authentication Template  Port Assignment
(T Export %8¢

Q v

0 selected (D () Create Layer 3 Virtual Networks ~ (£) Add Existing Layer 3 Virtual Networks ~ More Actions Asof: Jun 11,2024 11:40 AM 3
Layer 3 Virtual Network = Layer 3 VNID Health Score (1) Anycast Gateways Associated Fabric Zones Multicast-Enabled Fabric Sites

Anchor_VN & 4100 100% 4 1

INFRA_VN 4097 -- 2 1

0O 0o o o

| VN_EMP 4109 | 100% 1 1 1

Step 10. Run the CLI.

Common_A#show lisp instance-—id 4189 ipwvd database
LISP ETR IPv4 Mapping Database for LISP @ EID-table vrf VN_EMP (IID 41@9), LSBs: @x3
Entries total 8, no-route @, inactive @, do-not-register @

0.9.8.8/8, locator-set DEFAULT_ETR_LOCATOR, default-ETR
Uptime: 1wdd, Last-change: 1wdd
Domain-ID: local
Metric: @
Service-Insertion: N/A
Locator PrifWgt Source State
116.4.8.62 le/1e cfg-intf site-self, reachable

Common_B#show lisp instance-=id 4189 ipwvd database
LISP ETR IPv4 Mapping Database for LISP @ EID-table vrf VN_EMP (IID 41@9), LSBs: @x3
Entries total &, no-route @, inactive @, do-not-register @

0.0.8.8/8, locator-set DEFAULT_ETR_LOCATOR, default-ETR
Uptime: 5w3d, Last—change: 1wdd
Domain=ID: local
Metric: @
Service=Insertion: N/A
Locator PrifWgt Source State
118.4.8.63 le/1e cfg-intf site-self, reachable

Step 11. Validate on the fabric edge node for VN VN_EMP.

Switch-118-4-8-9#show lisp instance-id 4189 ipv4 map-cache
LISP IPv4 Mapping Cache for LISP @ EID-table wrf VN_EMP (IID 4189), 3 entries

9.0.0.8/8, uptime: 5w3d, expires: @0:08:49, via map-reply, unknown-eid-forward
action: send-map-request + Encapsulating to proxy ETR

PETR Uptime State Pri/fWgt Encap=IID Metric
110.4.0.62 1wdd up l1a/1@ - [}
118.4.9.63 5w3d up l1a/1@ - [}

Note: For an internal border with a layer 3 handoff to a data center, shared services are advertised by peer
devices through BGP.
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Figure 42. Validating on the internal border for DHCP IP (110.10.2.1 in subnet 110.10.2.0/24), Common_B was
reconfigured as an internal border to only show the output

Common_B#show lisp instance-id 4189 ipv4 database 110.10.2.8/24
LISP ETR IPv4 Mapping Database for LISP @ EID-table vrf WVN_EMP (IID 4189), LSBs: @xl
Entries total 1, no-route @, inactive @, do-not-register @

110.10.2.0/24, route-import, inherited from default locator-set rloc_23c67995-7b91-4114-987a-6T49b348laea, auto-discover-rlocs
Uptime: @8:87:44, Last—change: @0:87:44
Domain-ID: local, tag: 733777
Service-Insertion: N/A
Locator Pri/Wgt Source State
118.4.8.63 18/18 cfg-intf site-self, reachable
Map-server Uptime ACK Domain-ID
110.4.08.62 00:07:44 Yes 3283456652
110.4.08.63 00:07:44 Yes 3283456652

Figure 43. Validating on a fabric edge after clients attempt onboarding

Switch-118-4-8-9#show lisp instance-id 4189 ipv4 map-cache 118.18.2.8/24
LISP IPv4 Mapping Cache for LISP @ EID-table vrf VN_EMP (IID 4109), 1 entries

118.10.2.8/24, uptime: 90:00:14, expires: 23:59:45, via map-reply, complete
Sources: map-=reply
State: complete, last modified: @@:8@:14, map-source: 118.4.8.63
Active, Packets out: 1(576 bytes), counters are mot accurate (~ @@:00:83 ago)
Locator Uptime State Pri/wWgt Encap=IID

118.4.08.63 @0:80:14 wup la/1@ -
Last up-down state change: 8@:88:14, state change count: 1
Last route reachability change: 8@:88:14, state change count: 1
Last prierity / weight change: never/never
RLOC-probing loc-status algorithm:
Last RLOC-probe sent: @@:0@:14 (rtt 1ms)

Provide fabric access for traditional layer 2 network using layer 2 handoff

The layer 2 border handoff allows the fabric site and the traditional network VLAN segment to operate using the
same subnet. Communication between the two is provided across the border bode with this handoff that
provides a VLAN translation between fabric and nonfabric. Catalyst Center automates the LISP control plane
configuration along with the VLAN translation, Switched Virtual Interface (SVI), CTS enforcement and the trunk
port (allow all VLAN) connected to the traditional network on this border node.

Layer 2 handoff supported types include:
« Gateway outside fabric: Manually configured on a firewall or a layer 3 device connected to the border
o Gateway inside fabric: Configured on the layer 2 handoff border, and is the anycast gateway used in the
layer 3 VN
It is recommended that the layer 2 border handoff device be dedicated and not colocated with any other
function. The device must be operating in transparent mode for VLAN Trunking Protocol (VTP) to avoid
unintended modification of the traditional network VLANs. The traditional network can use any VLAN except 1,

1002-1005, 2045-2047, and 3000-3500, which are either reserved in Catalyst Center or reserved for special
use in Cisco software.

Follow the previous sections to onboard new device using the Discover workflow or LAN automation and
provision the device in the Inventory window to the site Cisco-building-24.

Procedure 1. Provision layer 2 border with layer 2 handoff when a gateway is inside fabric

This procedure demonstrates adding the different types of layer 2 handoffs on a new border device Common-
L2.
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Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, click the Cisco-building-24 text link, then click the Fabric
Infrastructure tab.

Step 2. In the slide-on pane, click Common-L2 then enable Border Node.

Cisco-buiding-24
Cisco-buidling-24 View Site Hierarchy  Site Actions =) Common-L2(110.4.0.18)

Fabric Infrastructure Layer 3 Virtual Network ayer 2 Virtual Networks Anycast Gatf Reachable Jptime: 23 mins  Device Role: BORDER ROUTER

or Embedded Wireless, in

- (o]
: .
@ = (.

Step 3. In the slide-on pane, click the Layer 2 Handoff tab.

=l atalyst C
= il Catalyst Center

Gisca-tusdling-24
Cisco-buidling-24 View Site Hierarchy  Site Actions Common-L2

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks

Layer 3 Handof Layer 2 Handoff
{ For Embedded Wireless, in order ta configure the changes done in Wireless settings it

Layer 3 Virtusl Metwork = Handed-off VLANS

VN_EMP

The configuration in the green box area is to automate the layer 2 handoff when a gateway is outside the fabric.
The configuration in the red box area is to automate the layer 2 handoff when a gateway is inside the fabric.

Step 4. Configure the layer 2 handoff on VN EN_EMP and complete the workflow to deploy the task.
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Interface For 1/0/7 Connected to Traditional Layer 2 Network

External VLAN 3000 Access VLAN of Traditional Layer 2 Network

Isco-Daiging-24

Cisco-buidling-24 ¥ Site Actions

Common-L2
Back

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks An|

Virtual Network: VN_EMP

(1)) For Embedded Wireless, in order to configure the changes done in Wireless settings if

e TO-Traditional-Layer2
FortyGigabitEthernet1/0/7

VLAN Name = P Addrass Poct Enable Layer-2 Handoft Extenal VLAN (@

4_1_64_0-VN_EMP Building-24-Emp .j 3000

fonee Clear | “

When the gateway is outside the fabric, to extend the fabric overlay, a layer 2 only VN is required. In the
previous section, a layer 2 only network Guest was configured.

Fabric Site: Sh Cisco-buiding-24

1) Export {3
ch Layer 2 Virtual Networks 7
| Oselected Create Layer 2 Virtual Networks  More Actions
0 Layer 2 Virtual Network + Layer 2 VNID Assacia ted VLAN ID Associated Layer 3 Vitual Netwark Assacisled Anycast Gateway VLAN Type Fabric-Enabled Wireless Layer 2 Flooging Critical VLAN Gateway Dutsige the Fabric Security Group
O 110_4_120_0-INFRA_VN a188 1021 NFRA_VN 110.4.120.1 Data
O 110_4_60_0-INFRA_VN a18g 1022 NFRA_VN 110.4.60.1 Dats
4_1_0_0-UN_Guest atos 1028 VN_Guest 4101 Data
4_1_64_D-YN_EMP a193 1027 VN_EMP 41641 Data

gl D Guest 8195 4000 Data
{
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Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, click the Cisco-building-24 text link, then click the Fabric
Infrastructure tab.

Step 2. Choose Common-L2 > Layer 2 Handoff > VLANSs.

O megiev v

= il Catalys
dsco  Catalyst Center

ng-24

Comman-L2

Cisco-buidling-24 View Site Hierarchy  Site Actions
Fabric Infrastructure Layer 3 Virtual Networks yer 2 Virtual Networks

Layer 2 Handoff

Layer 3 Virual Netwark = Handed-off VLANS

1

Step 3. For Guest, add an Interface and click Enable Layer-2 Handoff. External VLAN information is
automatically provided.

‘el Catalyst Center Provision | SD-Access * Q O 0 0 ), maglev

Fabric Sites / Cisco-buidling-24

Cisco-buidling-24  View Sie Hierarchy  Site Actions | COMMON=L.2

¢ Back
Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual N
VLANs
¢ For Embedded Wireless, in order to configure the changes done in Wir|
\LJ after the workflow steps are done.
nterface Description e e
niertace Gateway-outside
FortyGigabitEthernet1/0/8 & v
2
Q. Search Table
VLAN Name ~ Enable Layer-2 Handoff External VLAN ©
Guest D 4000
Record(s) Show Records: 25 “ 1 [1]

Cancel Clear ‘ Save

Step 4. Complete the workflow and deploy the task.
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Note: Since the gateway is outside the fabric, Catalyst Center does not automate the gateway configuration.

Connect multiple fabric sites for crossing fabric communication using Cisco
SD-Access transit

A Cisco SD-Access transit connects multiple fabric sites and allows crossing fabric communications with SGT
policy enforcement. Configure Cisco SD-Access transit on external borders (or anywhere borders). It is not
supported for internal borders and layer 2 borders.

When connecting a fabric site to a Cisco SD-Access transit, all the VNs in this site are open to other fabric sites
that are connected to the same Cisco SD-Access transit. Clients in the same VN are able to communicate in all
the sites. Use SGT enforcement to block unnecessary traffic from other sites.

A Cisco SD-Access transit also provides options to enable sites to provide internet access for other sites that
are connected to the same Cisco SD-Access transit. This is useful if some fabric sites do not have local internet
access, or the local internet access is down.

In the previous section, Cisco SD-Access transit SDA has been created with a control plane node. This
procedure adds this Cisco SD-Access transit to Common_A and Common_B in Cisco-building-24.

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, click the Cisco-building-24 text link, then click the Fabric
Infrastructure tab.

Step 2. Click Common_A then in the slide-on pane next to Border Node, click Configure.

b+ Catalyst Center Provision / SD-Access QO @ L | K mage

Fabric Sites / Cisco-buidling-24
Cisco-buidling-24 View Site Hierarchy  Site Actions \/ 63 Common_A (110.4.0.62)

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks 2 Reachable Uptime: 24 days 6 hrs 20 mins Device Role: BORDER ROUTER

~ For Embedded Wireless, in order to configure the changes done in Wireless se] Run Commands  View 360 Last updated: 3 hours 47 minutes ago @ Refresh
\LJ after the workflow steps are done.

Details Fabric Advisories Configuration VLANSs Power Fans SFP Modules User Defined Fields Field Notices More

Remove From Fabric
Fabric

Border Node
Control Plane Node Details

Capability

@ Embedded Wireless LAN Controller  Gonfioure .j
Multicast Rendezvous Point Disabled

Cancel

Step 3. Click Add Transits > SDA:SDA.
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Catalyst Center Provision [ SD-Access

Fabric Sites | Gisco-buidling-24

Cisco-buidling-24  view Site Hierarchy ~ Site Actions |  COMMON_A

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Ni

Local Autonomous Number

) For Embedded Wireless, in order to configure the changes done in Wi
U after the workflow steps are done

{0+ Advanced
0

e Add Transits
IP:ASR-DC

IP:ASR-INTERNET

SDA:SDA o © ~dd
=Q Find
Interface ~ Number of VN(s)
GigabitEthernet1/0/36 2 i
Showing 1 of

Cancel m

Figure 44. Cisco SD-Access transit is added and shown on the bottom:

= b Catalyst Center Provision / SD-Access o ¢ | 2 magle

Fabric Sites / Cisco-buidling-24

Cisco-buidling-24  View Site Herarchy  Site Actions |  COMMON_A

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual N:

~~, For Embedded Wireless, in order to configure the changes done in Win

b Adv:
\L/ after the workflow steps are done 90 Advanced

@ Add Transits

~ C-INTERNET (j

External Interface (1) @ Aad
=Q Find
Interface ~ Number of VN(s)
GigabitEthernet1/0/36 2 0]
Showing 1 of
~ SDA i] &

Transit Control Plane Node transit-9500-SJ

(@)This site provides internet access to other sites through SD-Access. o

Cancel Add

Step 4. Check the This site provides internet access to other sites through SD-Access check box then
click Add.

Step 5. Complete the workflow and deploy the task.

Step 6. Repeat the same steps for Common_B and deploy the task.
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Note: Verify that all the borders connected to Cisco SD-Access transit have the same configuration for
providing internet access to other sites.

Step 7. Validate on the transit control plane.

1. Confirm LISP session status between Common_A, Common_B, and the transit control plane.

transit-9588-5J#show lisp session

Sessions for VRF default, total: 18, established: 5
Peer State Up/Down In/0ut Users

110.4.08.62:37533 Up 1w5d 122/695 1@
110.4.08.63:44171 Up Swdd 14771049 1@

2. Common_A and Common_B are registered as the default egress tunnel router (ETR) on the transit
control plane to provide internet connection to other sites.

transit-950@-5J#show lisp remote-locator-set default-etrs

LISP remote-locator-set default-etr-locator-set-ipvd4 Information

RLOC Pri/Wgt/Metric Inst Domain-ID/MH-ID ETR SI/ID
118.4.0.62 18/1@ /@ 4100 3283456652/37516 Default PB/-
116.4.0.62 168/1@ /@ 4189 3283456652/37516 Default PB/-
110.4.0.63 10/1@ /@ 4100 3283456652/37516 Default PB/-
118.4.0.63 18/1@ /@ 4189 3283456652/37516 Default PB/-

Note: Only This site provides internet access to other sites through SD-Access feature is enabled on the
borders, and the border node is listed under this command on the transit control plane.

3. Validate that the client subnet is registered in the transit control plane, replace ipv4 with ipv6 in the
command if dual stack is enabled.

transit-9500-51#show lisp instance-id 4109 ipvd server
LISP Site Registration Information

* = Some locators are down or unreachable

# = Some registrations are sourced by reliable transport

Site Name Last Up Who Last Inst EID Prefix
Register Registered ID

site_uci never no —_ 4109 RA.0.0.A/0
88:19:18@ 118.4.8.62:29755 4189 4,1.64.8/18
Ll L 1l9.4.9.0L. L9733 CNL:- L
8@8:19:18@ 118.4.8.63:25632 4189 181.1.1.4/3@
8@8:19:18@ 118.4.8.63:25632 4189 118.4.224.1/32
8@:19:18@ 118.4.8.62:29755 4189 118.4.224.2/32
e@:19:1@ 118.4.8.63:25632 4189 11@.4.224.3/32
e@:19:1@ 118.4.8.62:29755 4189 11@.4.224.4/32
8@8:19:1@ 118.4.8.62:29755 4189 110.4.224.6/32
8@8:19:18@ 118.4.8.62:29755 4189 110.4.224.8/32
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Step 8. Validate on another site (FiaB site) that does not have local internet and is connected to the
Cisco SD-Access transit.

9300B-stack-Bl#show lisp instance-id 4189 ipv4 map-cache
LISP IPv4 Mapping Cache for LISP @ EID-table default (IID 41@9), 7 entries

8.0.0.8/8, uptime: @0:22:31, expires: never, via pub-sub, unknown-eid-forward, remote-to-site
PETR Uptime State Pri/wWgt Encap-IID Metric
110.4.8.62 @@:22:31 up la/1@ - 1@
110.4.8.63 @@:22:31 up le/1@ - 1@

Configure native multicast

This section focuses on configuring native multicast for VN_EMP in the fabric site Cisco-building-24, enabling
multicast for wireless, and configuring native multicast over Cisco SD-Access transit.

Native multicast requires a PIM SSM underlay configuration, which has been done through LAN automation in
the previous section. If LAN automation is not used, these configurations need to be configured manually on all
fabric devices such as fabric borders, intermediate nodes, and fabric edges. Deploy the configuration using the
Catalyst Center CLI template.

This design and deployment guide does not discuss templates. See the Catalyst Center User Guide, section

1

Create Templates to Automate Device configuration Changed’.
Sample template configuration:

« layer3_interface: all underlay layer 3 interfaces

ip multicast routing
ip pim ssm default

interface $layer3_interface
ip pim sparse-mode

Procedure 1. Configure native multicast within a fabric site

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, click the Cisco-building-24 text link, then click the Fabric
Infrastructure tab.

Step 2. Click Site Actions > Configure Multicast.
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= "m;',',‘ Catalyst Center Provision |/ SD-Access maglev

Fabric Sites / Cisco-buidling-24

Cisco-buidling-24 View Site Hierarchy ~ Site Actions ~

Fabric Infrastructure  Layer 3 Virtual Networks  Lay  opfigure Multicast sways  Wireless SSIDs  Authentication Template ~ Port Assignment u

Delete Fabric Site
=~ For Embedded Wireless, in order to configure the chang¢

Settings page, please open the Device configuration page and click 'Configure' to complete steps of the workflow. Deploy the Fabric configuration X
V" after the workflow steps are done. Edit Fabric Zone

Show Task Status

Take a Tour Ty Export

Collaps: Custom Focus

|
o

o

@a/ \rx QD (@

Cancel

Step 3. Choose Native Multicast then click Next.

= dus Catalyst Center Configure Multicast

Q  maglev

Replication Mode

Headend Replication is performed by the multicast first-hop router (FHR) by replicating the multicast packet as
unicast to all last-hop routers (LHR) with interested subscribers. The primary advantage of Headend Replication is
that it does not require multicast in the global routing table (underlay)

Native Multicast does not require the ingress Fabric Node to do multicast-te-unicast replication. Rather, all network
devices in the multicast tree, including intermediate nodes (nodes not operating in a Fabric Role) are used to do the
replication. To support Native Multicast, the FHRs, LHRs, and all network infrastructure between them must be
enabled for multicast. Native Multicast uses PIM-SSM in the global routing table (underlay) for the multicast
transport

Select the replication mode that will be deployed in the

Native Multicast () Headend Replication

Step 4. Choose VN_EMP then click Next.
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ulvile Catalyst Center Configure Multicast % Q & ® O ) maglev

Virtual Networks

Select the Virtual Networks where multicast will be enabled.
Q) Search Virtual Networks
Add All 1 Unselected Remove All 1 Selected

VN_Guest X VN_EMP

€] Exit il cha

saved Review Back ‘ m

Step 5. Add the predefined IP Address Pool then click Next.

= dulle Catalyst Center Configure Multicast QL L Q maglev v

Multicast pool mapping

When multicast is enabled in the Fabric Site, every device operating with the Border Node or Edge Node functionality is provisioned with an IP address per Virtual Network that is used for
multicast signaling

Select a unique IP Address Pool per Virtual Network
VN_EMP
IP Address Pool* ~

Q

Building-24-L3 (110.4.100.0)
Building-24-RP (110.4.224.0)

Building-24-RP (110.4.224.0)

F31= 1 p—— Review l Back

Tech tip: If multicast is enabled on multiple VNs, each VN must have a unique IP address pool.

Step 6. Choose Any Source Multicast (ASM) mode. ASM mode configures RP.

© 2025 Cisco and/or its affiliates. All rights reserved. Page 143 of 268



* Catalyst Center Configure Multicast v Q4] Q  maglev

Multicast Mode

Protocol Independent Multicast (PIM used to build a path backwards from the
multicast receil si effectively building a root of this tree
is the multicast and the t f the tree lead to the interested subscribers

With PIM Any-Source Multicast (PIM-ASM), the root of the tree is the Rendezvous Point
With PIM Source-Specific Multicast (PIM-SSM), the root of the multicast tree is the
source itself. To learn more, click here

Select the multicast mode th

ill be deployed in the Fabric Site

O source Specific Multic

@ Any Source Multicast (ASM)

g T - |

Step 7. Configure RP mapping and mapped RP group (optional) then complete the workflow to deploy
the task.

= huih Catalyst Center Configure Multicast / 25 @ L | Q magey

&

Multicast Group to Rendezvous Point
Mapping

For each Virtual Network, select whether the Rendezvous Points (RP) are
Fabric Devices or External Devices to the Fabric

Group-to-RP mapping can optionally be defined for each RP.

IPv4 RPs

I VN_EMP [] Rendezvous Point Device Location (1) @ Group-to-RP Mapping e

Q search Table

O External (D)

Group-To-RP Mapping

Select RP Device

Common_A @ v

Select RP Device

Common_8 @ v N
IPv4 ASM Group
224.30.0.0/16 5

CJEXIt Al chang

Note:

1. If the RP is inside fabric, RP capability can be enabled in either border devices or edge devices. The
combination of border devices and edge devices is not supported. If the RP is enabled on border devices, dual
RP configurations with the same ASM groups is supported. If the RP is enabled on edge devices, only a single
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RP is supported. If a RP is inside the fabric, only one RP for each VN can be added. It is recommended to
configure a RP on border nodes instead of edge nodes because border nodes are higher-end platforms with
more CPU, RAM and ASIC resources.

2. If the RP is outside the fabric, multiple external RPs can be added with different ASM group mapping.

3. Group-to-RP Mapping is optional. If the option is not checked, the RP is mapped to all multicast groups.

After the configuration is pushed to all the fabric devices. In the topology view, Common_A and Common_B,
which are configured as the RP, are marked with the RP fabric role.

Fabric S

es | Gisco-buidling-24

Cisco-buidling-24 View Site Hierarchy  Site Actions

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment ﬂ

) For Embedded Wireless, in order to configure the changes done in Wireless settings in Network Settings page, please open the Device configuration page and click "Configure' to complete steps of the workflow. Deploy the Fabric configuration X
L after the workflow steps are done

Take a Tour 1, Export
Collapse A Custom Focus Apr 29, 2024 12:10 AM
AN
7 —
@ I_Ca e | e |
e S
L
(e
\iJ
.
~
—_— ‘&l
8| - & @&
a
2
4
Cancel

Step 8. Click Common_A or Common_B to confirm that the border Capability status for Multicast
Rendezvous Point is Enabled.
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Fabric Sites | Cisco-buidling-24

C\SCO*bUid|-\ﬂg*24 View Site Hierarchy  Site Actions \ @ Common_A (‘\ 104062)
Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks © Reachable Uptime: 24 days 9 hrs 12 mins Device Role: BORDER ROUTER
(\ For Embedded Wireless, in order to configure the changes done in Wireless sef 3 Run Commands 7 View 360 Last updated: 2 minutes ago () £ Refresh
—~ after the workflow steps are done.
Details Fabric Advisories Configuration VLANSs Power Fans SFP Modules User Defined Fields Field Notices More v
Remove From Fabric
Fabric

Border Node Configure Details
Control Plane Node Detais

Capability

@ Embedded Wireless LAN Gontroller  Gonfiours D
Multicast Rendezvous Point Enabled

Cancel

Step 9. Enable multicast for Cisco SD-Access wireless. Navigate to the Wireless SSIDs tab then click
Enable Wireless Multicast to enable Global Multicast mode and Internet Group Management
Protocol (IGMP) snooping globally on the wireless controller.

Fabric Sites / Cisco-buidling-24

Cisco-buidling-24 View Site Hierarchy ~ Site Actions v @

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment

® Enable Wireless Multicast

N
SSID Name Type Security Traffic Type Address Pool Security Group
Choose Pool
Building-24-enterprise Enterprise WPA3 Enterprise Voice + Data 4_1_64_0-VN_EMP v Assign SGT M

Choose Pool

Procedure 2. Enable native multicast over Cisco SD-Access transit

Native multicast is supported in multisite Cisco SD-Access transit topology with LISP Pub/Sub. Multicast
receivers in fabric sites that have native multicast enabled in the same VNs and connected to Cisco SD-Access
transit are able to receive multicast traffic from the same source.

An RP can be configured outside the fabric and all the fabric sites point to the common RPs.

Step 1. From the top-left corner, click the menu icon and choose Provision > Transits then click the
table view icon in the top right.

Step 2. Check SDA in the list, then click More Actions > Edit Transit.
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bl Catalyst Center Provision / SD-Access [ Transits

cisco.
Fabric Sites Virtual Networks Transits gl B
\or 29, 2024 1221 AM 3 o
Q. Search Table v
@ Create Transit More Actions A
Transit ~ Edit Transit Type Peer BGP ASN Transit Control Plane Nodes Fabric Sites Multicast Over SD-Access Transit Transit Health Created From
O  ASR-DC Delete Transits 65530 - 1 N/A
(] ASR-INTERNET P 500 1 -- -- N/A
(] C-INTERNET P 20 - 1 N/A
® s Wsh o) M * 1
Show Recerds: 10 v 1-4 < @ >

4 Record(s)

Step 3. Click Edit next to Transit Name and Type then click Next.

= ‘ule Catalyst Center

Summary

eview the Transit settings before deploying
Transit Name and Type
TransitMeme «  Transit Type Transit Detalls

SDA SD-Access (LISP Pub/Sub)

Transit Control Plane Nodes  Edit

Step 4. Check the Native Multicast Over SD-Access Transit check box then click Next to complete the
workflow to deploy the task.
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aluile Catalyst G
tisco.  Catalyst Center

TRANSITS

() Native Multicast Over SD-Access Transit

Step 5.

Edit Transits i By @ L 2 maglev

From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the

table view icon in the top right, click the Cisco-building-24 text link, then click the Fabric

Infrastructure tab.

Step 6.

Fabric Sites / Gisco-buidiing-24

Cisco-buidling-24 View Site Hi () Common_A (110.4.0.62)

Click Common_A in the slide-in pane then click Configure next to Border Node.

Fabric Infrastructure Layer 3 Virtual Network: 2) Reachable Uptime: 145 days 2 hrs 54 mins Device Role: BORDER ROUTER
7~ For Embedded Wireless, in order to configure 3 Run commands 7 View 360 Last updated: 17 hours 6 minutes ago @ £ Refresh
~~' configuration after the workflow steps are don
Details Fabric Summary Advisories Field Notices Potential Field Notices Wireless Info VLAN Discovery Protocols sTP VTP More

Remove From Fabric

Fabric

Border Node

Capability

@ Embedded Wireless LAN Controller  Configure
Multicast Rendezvous Point

Step 7. Click Advanced.
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Catalyst Center

Fabi
Cisco-buidling-24 View Site Hierarchy  Site Actions

s [ Cisco-buidling-24
Common_A

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual N

Layer 3 Handoff Layer 2 Handoff
(= For Embedded Wireless, in order to configure the changes done in Wit]  m——
"L after the workflow steps are done

Local Autonomous Number

e Add Transits

~ SDA ) &
Transit Control Plane Node transit-9500-8J

~ C-INTERNET [y

Gancel m

Step 8. Check the Enable Multicast Over SD-Access Transit option, then click Apply to complete the
workflow and deploy the task.

Catalyst Center i 2 maglev

Fabri s
Cisco-buidling-24 View Site Hierarchy  Site Actions

| Cisco-buidling-24
Common_A

< Back

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual N

Modify Border Priority ()

O
<

(~ For Embedded Wireless, in order to configure the changes done in Wir
AL after the workflow steps are done.

<

Modify Border Node Affinity-1D

Affinity-ID Prime Affinity-1D Decider

AS Path Prepending ()

Number Of Prepends

O
<

<

TCP MSS Adjustment (0

(@)Enable Multicast Over SD-Access Transit (1)

Back Apply

Step 9. Repeat the same steps for the Common_B border.
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Use advanced fabric features on fabric borders

Figure 45. The advanced feature options on the fabric border

Provision / SD-Access

sbric Sass | Cisco-buiding-24
Cisco-buidling-24  view site Hie Common_A
Back

Fabric Infrastructure  Layer 3 Virtual Networks

Modify Border Priority

Modify Border Node Affinity-ID

AS Path Prepending
Jumbsr Of Prepand

TCP MSS Adjustment

18 Enable Multicast Over SD-Access Transit

Border priority
Catalyst Center provides the capability to select a border node to egress the fabric network traffic.

Priority values can be set between 1 and 9 where 1 is the highest priority and 9 is the lowest. A lower number
border is the preferred. By default, if a priority value is not set, the border is assigned a priority value of 10. If
border priorities are not set, or are the same across borders, traffic is load balanced across the border nodes.

The border priority is a LISP configuration that can be modified in day-n operations without removing devices
from the fabric. The priority value set for a border is applicable to all the virtual networks that are handed off
from that border. If a Cisco SD-Access transit interconnects the fabric sites, an external border with the lowest
priority is chosen to send traffic to external networks.

This option is available on all the three types of layer 3 borders.
Affinity-ID

Affinity-ID is used to select the closest remote default-ETR (default route with internet service) reachable over
Cisco SD-Access transit when local internet is not available. All fabric sites that are participating need to
configure Affinity-ID in the borders that have Cisco SD-Access transit configured. By default, this feature is
disabled.

Affinity-1D contains Prime (X) value and Decider(Y) value. You can configure the prime and decider values
between 0 and 2147483647. When a participating border receives an Affinity-ID value from borders in other
sites. It calculates the Affinity value:

« Relative prime value: abs (X-X’) A lower relative prime value indicates a higher preference.

« Relative decider value: abs (Y-Y’) When the prime value is the same for two border nodes, the decider
value is used as a tiebreaker to determine the border node preference.
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Affinity-ID is a LISP configuration that can be modified in day-n operations, and it is applicable to all VNs that
require internet services. When Affinity-ID is configured, border priority is superseded to determine the
preference. If the calculated Affinity value is the same, border priority is used to determine the border node
preference.

This option is only available on an external border or an anywhere border.

A typical use case in a multisite over SD-Access transit deployment sets an Affinity-ID based on geolocation or
distance. Multiple sites provide internet access. An Affinity-ID based on distance can be set to select the
closed remote border for internet traffic.

AS-Path Prepending

The AS-Path Prepending technique is a BGP configuration on border nodes and advertised to eBGP peer
devices to select a fabric border for ingress traffic. By default, this option is disabled. The configuration can be
modified in day-n operations, and configured to advertise to all eBGP peers, which are configured through the
layer 3 handoff workflow.

This option is available on all types of layer 3 borders.
TCP MSS Adjustment

Cisco SD-Access uses fabric VXLAN encapsulation for transporting endpoint data. This encapsulation adds 50
bytes of overhead to the original packet and cannot be fragmented. For deployments that are unable to
accommodate a jumbo MTU, use the TCP MSS Adjustment feature to enforce ingress MTU on TCP sessions.

The TCP MSS Adjustment feature can be configured on a fabric anycast gateway or layer 3 handoff interfaces.
When enabled on borders, all the layer 3 interfaces get this value applied.

This option is available on all three types of layer 3 borders and can be modified during day-n operations.

Anchor a VN

As explained in the previous MSRB section, consider VN anchoring:

o Egress preference for each VN: Specify the ingress and egress fabric site for a given VN, for instance,
guest traffic to a DMZ.

« Same subnet across multiple fabric sites: Preserve and conserve IP address space.

Tech tip:
1. The border and control plane nodes can be distributed or colocated at the anchor site.

2. AVN can be anchored at only one fabric site.
3. Seamless wireless roaming between anchor site and anchoring sites is not supported.

4. Catalyst 9800 wireless controllers supports up to 16 control plane node pairs, make sure to not configure too
many anchor sites.

5. Changing a regular VN to an anchor VN is not supported. VN anchoring configuration is only for greenfield
VNs.

This section demonstrates the how to create an anchor VN with its associated IP address pools in the fabric site
Cisco-building-24 and used in another fabric site named Cisco-building-9.

Procedure 1. Create an anchor VN
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Step 1. From the top-left corner, click the menu icon and choose Provision > Virtual Networks, change
to the table view then click Create Layer 3 Virtual Networks.

I Catalyst Center

alialn
cisca

Fabric Site: £h Global

Layer 2 Anycast Gateways Extranet Palicies

Export

() Layor 3 Virtual Network + Layer 3 WNID Hesith Score Anycast Gateways Assoclated Fabric Sites Associated Fabric Zones Wuliicasi-Enabled Fabric Sites
O  DEFAULT_VN 1098 - o o o
O INFRAVN 4087 -- 10 3 2
o ww 4089 50% 12 2 1 3
0 wN2P 101 - 0 1 o
0 WS 4102 0 ) [}
O wNas 4103 -- o 0 o
O ws 4104 66% 4 1
(] VN_EMP 4108 100% 2 1 2
O  VN_Guest 4108 100% 1 1 1

i R 1 1 o

Step 2. Create the new VN Anchor_VN then click Next.

bl
asco

Catalyst Center Create Layer 3 Virtual Networks Tt Q ¢ @ L Q2 maglev v

Layer 3 Virtual Networks

Provide a nam
Optionally, associate a Layer 3 Virtual Network with a vMange Service VPN

r each Layer 3 Virtual Network.

Layer 3 Vinual Network Name
Anchor_WN

T A e feview “

Step 3. Associate Cisco-building-24 to an anchor site then click Next to complete the workflow and
deploy the task.

© 2025 Cisco and/or its affiliates. All rights reserved. Page 152 of 268



= iy Catalyst Center Create Layer 3 Virtual Networks

Fabric Sites and Fabric Zones (Optional)

A Layer 3 Virtual Network can be assigned to multiple Fabric Sites and Fabric Zones. They can also be assigned to parent Fabric Sites without being assigned to a Fabric Zone within the Site. A Layer 3 Virtual Network
can also be created without assigning it to a Fabric Site or Fabric Zone.

Layer 3 Vinual Network

Anchor_UN

Note: Do not associate the fabric zone before enabling Anchor_VN.

Step 4. Go back to the Virtual Networks window, check the new VN Anchor_VN check box then click
More Actions > Anchor to a Fabric Site and deploy the task.

= b Catalyst Center

cisco

Fabric Sites  Virtwal Networks  Transits - E

Fabric Site: &} Global

Layerl Anycast Gateways ~ Extranet Policies

T, Export
1 selected () (3) Create Layer 3 Virtual Networks  More Actions As of: Apr 29, 2024
B Lsyer3 vinual Nework - I Anchor ta @ Fabric Site Anyeast Gateways Assaciated Fabric Sites Associated Fabric Zones Multieast-Ensbied Fabric Sites
B Anchor.vn o 1 0
Edit Fabric Site and Fabric Zone Associations

DEFAULT_VN o o o

INFRA_VN 0 3 2
s 1 4009 - 12 2 1 3

VNz_P a0 -- o 1 0

VN3_S 4102 - o 0 0

VN4_S 4103 - o 0 [

VNS 4104 66% 4 1 1
0 VN_EMP 4109 100% 2 1 1 2
) VN_Guest 4108 100% 1 1 1

ecores Show Records: 10 ¥ 1- 10 o

Step 5. After the task completes, Anchor_VN has a new anchor icon. Click the icon to view the anchor
site information.

© 2025 Cisco and/or its affiliates. All rights reserved. Page 153 of 268



L+ Catalyst Center

Fabric Sites Virtual Networks Transits 88 B

Fabric Site: &1 Global

m Layer 2 Anycast Gateways Extranet Policies

1y Export {5}
0 selected Create Layer 3 Vinual Networks  Mare Actions AS of: Apr 29, 2024 317 PM
Layer 3 Virtual Network ~ Layer 3 WNID Health Score Anycast Gateways Assoclated Fabric Sites Associated Fabric Zanes Multicast-Enabled Fabric Sites
Anchor_VN 4100 - 0 1 o
Anchored at Fabric Site: Global/Milpitas/Cisco-buidiing -2 . ) B
INFRA_VN 4097 - 10 3 2
s 4089 i2 z 1
vNz_P 4101 - 0 0
vN3_S 4102 - o o [
VNa_S 4103 - [ o 0
VNS 4104 66% 4 1
VN_EMP 4109 100% z 1 1
VN_Guest 4108 100% 1 1 1
10 Record(s) Show Records: 10 % 1-10 o

Step 6. Create an anycast gateway and add an IP pool for the anchor VN.

After a VN is configured as an anchor VN, all the associated IP pools are also anchored and can be selected
and used by anchoring sites.

See the Create anycast gateway section and create new anycast gateways in Anchor_VN.

o From the top-left corner, click the menu icon and choose Design > Network Settings, click the IP
Address Pools tab, then reserve the IP pool for Building-24-Anchor (see Procedure 2: Reserve IP pools
for a fabric site.)

= alvals i .
= '} Catalyst Center Design / Network Settings
Servers  Device Credentials  IP Address Pools  Wireless  Telemetry  Security and Trust
Fing Hierarchy Catalyst Genter supports IPva and IPV6 dual-stack IP address pools. E u
Helo
~ suwnetType [FCO Pv4  Dual-Stack
Globa
Australia
IP Address Pools (9) Take a Tou
Detroit
Florida 0 Selected Reserve IP Pool More Actions As of: Apr 29, 2024 5:19 PM
Ford -
(8] Name « Type 1Pv4 Subnet 1Pvd Used (T IPV6 Subnet IPvE Used Inherited fram 0 Actions
Fremont
Milpitas
Gisco-buidiing- 24 O  Bullding-24-AP Generlc 110.4.120.0/24 100%
Floar-1
() Bullding-24-Anchor Generlc 41128018 100%
Floor-2
8 Clsco-bullding-23 [  Building-24-Critical Generic 4.1.192.0/24 100%
San Jose
Sunnyvele O  Bullding-24-EN Generic 110.4.60.0/24 100%
Test y r
[m] Bullding-24-Emp Generlc 4.1.64.0018 100%
[m] Bullding-24-Guest Generic 410018 100%
[w] Bullding-24-L3 Generic 110.4.100.0/24 1% {
()  Bulding-24-Lan LAN 110.4.0.0/24 8% (
O Bullding-24-RP Generic 110.4.224.0/24 100%

o Create an anycast gateway and add it to Anchor_VN in Cisco-building-24.
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= b Catalyst Center

Fabric Sites Virtual Networks Transits ] H
Fabric Site: &b Gisco-buidling-24

(1) Export {8

0 selectad Creats Anycast Gateways  More Actions As of: Apr 23, 2024 521 PM
Anycast Gateways ~ Assaciated VLAN Name Assaclated VLAN ID Associated Layer 3 Virtual Network Fabric Enabled Wireless Layer 2 Floading Gritical VLAN 1P-Direciad Broadesst TGP MSS Adjustmant Security Group
11041201 110_4_120_0-INFRA_VN 1021 INFRA_VN - - - - o

0 1104.501 110_4_60_0-INFRA_VN 1022 INFRA_VN - - - - o
4101 410 0-yN Guest 1028 N Guest -- o

O #1928a 4_1_128_0-Anchor_VN 1030 Anchor_VN - - - o
811921 CRITICAL_VLAN 1029 Anchor_yN - - 0
41641 4_1_64_0-VN_EMP 1027 UN_EMP o

6 Recordis) Show Records: 10 ¥ 1-6 o

Procedure 2. Add anchor VN and anchor pool to anchored sites

Navigate to other fabric sites, in this example another fabric site Cisco-building-9 is used to demonstrate the
process. Cisco-building-9 has two local control plane nodes (IP:2.3.3.11 and 2.3.3.12), several edge nodes
and one standalone C9800 wireless controller.

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, click the Cisco-building-9 text link, then click the Layer 3
Virtual Networks tab.

Step 2. Click Add Existing Layer 3 Virtual Networks, in the slide-in pane, check Anchor_VN then click
Add to complete the workflow and deploy the task.

© 2025 Cisco and/or its affiliates. All rights reserved. Page 155 of 268



Catalyst Center Provision / SD-

Fabric Sites | Cisco-builaing-2

Cisco-building-9  view site Herarchy  Site Actions Assign one or more Layer 3 Virtual Networks to the Fabric Site.
Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anyc Wireless SSIDs Authentication Temp
— Assign one or mare Layer 3 Virual Netwarks to the Fabric Site
Anchor VN X
Selected =
%) Create Layer 3 Virtual Networks %) Add Existing Layer 3 Virtual Networks [More Actions
B  Virwal Network -
7] Layer 3 Vinusl Netwark = Layer 3 WNID Health Score Anycast Gatewsy
@  Anchorvn
INFRA_VN 4087 - 2
[ DEFAULT_VN
O N1 4099 -~ a
0O wNp
VNS 4104 66% 2
[ VN3_S
0O NS
0 wnEewe

= cancel “

After the task is done, Anchor_VN is added with the anchor icon identifying Cisco-building-24 as the anchor
site.

Catalyst Center

Cisco-building-8

Cisco-building-9 View Site Hierarchy  Site Actions

Fabric Infrastructure  Layer 3 Vinual Networks  Layer Z Virtual Networks  Anycast Gateways  Wireless SSIDs  Authentication Template  Port Assignment
1 Export
1 selected 7) Cresate Layer 3 Virtual Networks () Add Existing Layer 3 Virtual Networks  More Actions As 4 5:30 PN
B Layer3vinus Newon - Leyer 3 vNID Healih Score Anycast Gatewsys Associated Fatric Zones Muticast-Ensbied Fabric Sites
B  Anchor VN 4100 - (] 0 -
Anchored at Fabr w097 - ) _
O ww 2099 4 1
VNS 4104 66% 2
4 Recara(e) Show Records: 10 v 1-4 o

Step 3. Add an IP address pool. Navigate to the Anycast Gateways tab then click Create Anycast
Gateways.
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Catalyst Center

Gisco-building-9

Cisco-building-9  view Site Hierarchy ~ site Actions
Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment

1 Export {3

0 selected| %) Create Anycast Gateways [More Actions 29, 2024 5:34 PM

AnYCHSL Gateways - ‘ASsocialed VLAN Name Associated VLAN ID Associated Layer 3 Virusl Netwark Fabric Enabied Wireless Layer 2 Fiooging Criical VLAN 1P-Directed Brosacast TCP M55 Adjustment Secunty Group
231210 2_3_121_0-INFRA_VN 1022 INFRA_VN [
O 2.3.60.1 2_3_60_0-INFRA_VN 1021 INFRA_VN - - . . 0 .
) 6101 6_1_0_0-VN1 1027 N1 - - - 1250 Devels
~ 3os0:1 =10 evelopers
— 8101
10: 5 - -- - YoD
0 0601 29 VNS [] BYOD
O 611921 CRITICAL_VLAN 1052 NI - - 1250 -
6.1.193.1 6.1_183_0-VN1 1057 VNI -- -- - [}
1.68.1
e84 1_64_0-VN1 1025 VN1 - - - ] Employees
3020::1
8.1.84.1 6_1_64_0-VNS 1028 VNS 1300 Developers
3020::1 - ’
8 Record(s]

Show Records:

Step 4. Choose Anchor_VN.

Al Catalyst Center Create Anycast Gateways

Layer 3 Virtual Networks

Select the Layer 3 Virtual Netwarks that will be configured with Anycast ways.
Layer 2 Virtual Networks will be automatically created and associated with the Layer
3 Virtual Networks.

0, Search

Add All 3 Unselected Remaove All 1 Selected
INFR Anchor_yN
VNI
VNS

o feview “

Only anchor pools are available to be added in Anchor_VN.
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= iyl Catalyst Center Create Anycast Gateways

Configuration Attributes

Each Layer 3 Virtual Network can be assigned one or more Anycast Gateways. An
Anycast Gateway has an associated VLAN and Layer 2 Virtual Network. Each of
these has multiple configuration parameters and attributes.

Layer 3 Virtual Network Detalls

Search Layer 3 Vinual Network:  Anchor_N

&h -./5an J...co-bullding-9

ANYCAST GATEWAY °
Anchor_VN [-]
o0l "

(O IP-Directed Broadcast ] Intra-Subnet Routing () TCP MSS Adjustment

Building-24-Anchor (4.1.128.0/18]

Building-24-Critical [4.1.192.0/24]

AYER 2 VIRTUAL NETWORK

() Fabric-Enabled Wireless [ Layer 2 Fiooding 7] Murtiple IP-10-MAC Addresses (Wireless Briaged-Network Virtual Maching)

I Exit AN changes savea |

Review Back

Step 5. Add the Building-24-Anchor pool with preferred attributes and complete the workflow.

Step 6. On the fabric edge node for Cisco-building-9, review the four established LISP sessions. The
first two are established with the Cisco-building-9 local control plane, and the last two are
established with the Cisco-building-24 anchored control planes.

TB2-FE2#show Lisp session

Sessions for VRF default, total: 4, established: 4

Peer State Up/Down In/0ut Users
2.3.3.11:4342 Up 3d1@h 1343/5508 42
2.3.3.12:4342 Up 3d1@h 13477553 42

110.4.0.62:4342 Up eo:ee:25 bb/5 5
119.4.8.63:4342 Up 00:00:82 66/5 5

Tech tip: Ensure edges in the inherited site have an explicit route to the loopbackO interface address of control
plane nodes and border nodes on an anchor site in the global routing table. Control plane nodes and border
nodes on an anchor site also have an explicit route to loopbackO interface address edges.

Step 7. Associate the anchor pool to SSID in the inherited site.
The anchor pool can be used for both wired and wireless clients in the inherited site.

Step 8. To use the anchor pool for wireless client, check the Fabric-Enabled Wireless check box for
the anchor pool Configuration Attributes.
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Configuration Attributes

Each Layer 3 Virtual Network can be assigned one or more Anycast Gateways. An
Anycast Gateway has an associated VLAN and Layer 2 Virtual Network. Each of
these has multiple configuration parameters and attributes.

Layer 3 Virtual Network Details
Q search Layer 3 Virtual Network:  Anchor_VN
LAYER 3 VIRTUAL NETWORKS

&h .../San J...co-building-9

ANYCAST GATEWAY
| Anchor_VN
(O IP-Directed Broadcast (O TCP MSS Adjustment
VLAN
VLAN Name VLAN ID Traffic Type
A 3_0-Anchor_V 106 —~ Security Groups v
mANe “ ©Dpata O Voice "y P
LAYER 2 VIRTUAL NETWORK
Fabric-Enabled Wireless () Layer 2 Flooding (O Multiple IP-to-MAC Addresses (Wireless Bridged-Network Virtual Machine)

Step 9. From the menu icon button, choose Provision > Fabric Sites, click the table view icon in the top
right, click the Cisco-building-9 text link, click the Wireless SSIDs tab then associate the
anchor pool to SSID ASR-Guest and deploy the task.

Fabric Sites / Cisco-building-8
Cisco-building-9 View Site Hierarchy  Site Actions

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment
(1) n case of Alre0S and Catalyst 9800 controllers, If there is a change in SSID configuration under Network settings, please re-provision the device. X

(O Enable Wireless Multicast &

N
SSID Name Type Security Traffic Type Address Pool Security Group
Choose Pool Assign SGT
ASR-ENTERPRISE Enterprise 'WPAZ Enterprise Voice + Data 6.1_64_0-VN1 v Developers @ v
ASR-GUEST Guest Open Data GChoase Pool ~ Assign SGT v
Q

GRITICAL_VLAN
ECA Enterprise WPAZ Enterprise Voice + Data Assign SGT v

4008

4_1_128_0-Anchor_VN

ASR-PSK Enterprise WPA2+WPA3 Personal Voice + Data 4005 Assign SGT v

6_1_193_0-VN1

6_1_64_0-VN1
4 Record(s) Show Records: 25 v 1-4 [1]

Step 10. Use the command show wireless fabric summary to validate on the wireless controller in
Cisco-building-9. The standalone wireless controller uses these control plane nodes:

- default-control-plane is a local control plane and used by all the local segments (layer 2 and layer 3)
that have the Fabric-Enabled Wireless attribute enabled.

o Milpitas_Cisco-bu_e087e is the control plane node in the anchor site Cisco-Building-24. The
anchor pool segment is also associated with it.
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katar-faniu-ewle#show wireless fabric summary

Fabric Status : Enabled

Control-plane:

IP-address Status

default-control-plane -=l5 2fbc7f
default-control-plane .3.3. 2fbc7f
Milpitas_Clsco-bu_edd/e 4.8, b ct9vda42eccb4dad
Milpitas_Cisco-bu_e@87e 4.8, cf90d442@8ccb45ad

Fabric WNID Mapping:

4008 8228
6_1_8_8-VN5 8195
6_1_64_@-VN1 8192
6_1_64_@-WN5 8194
6_1_193_@-VN1 8233
CRITICAL_VLAN 8210
2.3 6@_0-INFRAVN 8188
21 A-TNFRA VN R1RQ

231
4_1_128_@-Anchor_WN 16201

default-control-plane
default-control-plane
default-control-plane
default-control-plane
default-control-plane
default-control-plane
default-control-plane
dafault—rantral-nlans

Milpitas_Cisco-bu_e@87e

q - b
[-RO RN NN

svessees S
she oo
@nessee s
U E®

Step 11. Use the command show fabric wlan summary to validate the status of the WLAN named ASR-
Guest.

katar-faniu-ewlc#show fabric wlan summ
Mumber of Fabric wlanm : 2

WLAN Profile Name Status

17  ASR-ENTERP_Global_F_eec@5e51 ASR-ENTERPRISE
20  ASR-GUEST profile ASR-GUEST

Create anycast gateway for critical VLAN

By default, when a network access device (NAD) cannot reach its configured RADIUS servers, new hosts
connected to the NAD cannot be authenticated and are not provided access to the network. The inaccessible
authentication bypass feature, also referred to as critical authentication, AAA fail policy, or simply critical VLAN,
allows network access on a particular VLAN when the RADIUS server is not available (down).

When a NAD tries to authenticate an endpoint connected to a port, it first checks the status of the configured
RADIUS servers. If a server is available, the NAD can authenticate the host. If all the configured RADIUS servers
are unavailable and the critical VLAN feature is enabled, the NAD grants network access to the endpoint and
puts the port in the critical-authentication state which is a special-case authentication state. When the RADIUS
servers are available again, clients in the critical-authentication state must reauthenticate to the network.

Similarly, critical voice VLAN support works by putting voice traffic into the configured voice VLAN if the
RADIUS server becomes unreachable.

Cisco SD-Access uses VLAN name CRITICAL_VLAN for critical data VLAN, and VIOCE_VLAN with VLAN id
2046 for the critical voice VLAN and cannot be changed. A fabric site can only have one critical data VLAN and
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one critical voice VLAN. Critical Voice VLAN 2046 is also Voice VLAN deployed in all fabric edges by default.
So, the critical voice VLAN does not need to be explicitly defined, as the same VLAN is used for both voice and
critical voice VLAN support. This ensures that phones will have network access whether the RADIUS server is
available or not.

In Cisco SD-Access dot1x multidomain case where IP phone is connected to FE and another endpoint such as
a laptop is connected to IP phone, when Radius server is down, IP phone can be granted with limited access
through critical voice VLAN and the laptop can be granted with limited access through critical data VLAN.

Step 1. In the Network Setting window, reserve two new IP Address Pools for Cisco-building-24.

Figure 46. The anycast gateway for critical data VLAN and voice VLAN are created in fabric site Cisco-building-24

= lul Catalyst Center Design / Network Settings w QA

Servers Device Credentials IP Address Pools  Wireless Telemetry Security and Trust

IP Address Pools (10)

0Selected  Reserve IP Poo Mare Actions As of: Ape 29, 2024 8:44 P [

Name « Type 1Pvd Subnet IPud Used 1Pv6 Subnat IPYE Used Inherited from Actions

| Buldling-24-Critical-Vacle  Genaric 4.1.193.0/24 l 1%
Bullding-24-AP Generic 110.4.120.0/24 100%
Bullding-24-Anchor Generic 4.1.128.0/18 100%

!

Test | Bullding-24-Critical Genaric 4.1.192.0/24 I %
Bullding-24-EN Generic 110.4.60.0/24 100%
Bullding-24-Emp Generic 4.1.64.018 100%
Bullding-24-Gues Generic 4.1.0.0/18 100%

Bullding-24-L3 Generic 110.4,100.0/24 %

Bullding-24-Lan LAN 110.4.0.0/28 a%

Building-24-RP Generic 110.4.224.0/24 100%

Step 2. From the menu icon button, choose Provision > Virtual Networks, click the table view icon in
the top right.

Step 3. Click the Anycast Gateways tab then click Create Anycast Gateways and select Anchor_VN.
Step 4. Add two pools with Critical VLAN check boxes checked.
o Critical VLAN for voice traffic. VLAN Name and VLAN ID cannot be customized.
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Catalyst Center Create Anycast Gateways

Configuration Attributes

Each Layer 3 Virtual Netwark can be assigned one or more Anycast Gateways. An
An Gateway has an associated VLAN and Layer 2 Virtual Network. Each of
these has multiple configuration parameters and attributes.

Layer 3 Virtual Network Details

Search Layer 3 Virtual Network Anchor_VN
LA RTUA oRKS
£] ../Milpi...o-buidiing-24 :
ANY
l Anchor_WN 3, L]
= . 1P Address Pod
£h .../San J...co-bullding- .
Buldiing-24-Ortiical-Vocks [4.1.18... & (O IP-Directed Broadcast (O Inira-Subnet Routing TCP MSS Adjusiment
Anchor_VN
LAN
VLAN Narne attic Type
VLAN 1D Data € Voice @ critical VLAN

LAYER 2 VIRTUAL NETWORK

eless Bridged-Network Virtual Machine)

] Fabric-Enabled Wireless Layer 2 Flooding Muitiple IP-10-MAC Addresses [\

Raview fack m

Critical VLAN for data traffic. VLAN Name cannot be customized. VLAN ID can be edited.

Create Anycast Gateways

o

Catalyst Center

Configuration Attributes
Each Layer 3 Virtual Network can be assigned one or more Anycast Gateways. An

Anycast Gateway has an associated VLAN and Layer 2 Virtual Network. Each of
these has multiple configuration parameters and attributes.

) Search

LAYER 3 VIRTUAL NETW

ANYCAST GATEWAY

Gh -../Mipl...o-buidling-24

1P Agcress poal
| Ancnor_WN & ] ‘Bullding-24-Critical [4.1.192.0/24] & D [) Intra-Subnet Routing (] TCP MSS Adjustment
& .../5an J...co-building-9
Anchor_vh
VLAN
VLAN Nama VLANID  Traifie Type
A 2400 OoDma () vace  Seurity Groups ¥ @ Critical VLAN

8 Auto generate VLAN name

LAYER 2 VIRTUAL NETWORK

Wireless Bridged-Network Virtual Mach

(0 Layer 2 Flooding

O Fabric-Enabled

] Exit ANl chang:

Step 5. Click Next to complete the workflow and deploy the task.

© 2025 Cisco and/or its affiliates. All rights reserved. Page 162 of 268



= ‘il Catalyst Center

Fabric Sites Virtual Networks Transits E
Fabric Site: £ Gisco-buidiing-24

Layer 3 Layer 2 [EEUMTEAREORER Extranet Policies

7, Export

0 selected () (@) Create Anycost Gateways  More Actions As of: Apr 29, 2024 9:58 PM
Anycast Gateways ~ Assaciated VLAN Name Assoclated VLAN 10 Associated Laver 3 Vinual Network Fabric Enabled Wireless Layer 2 Flooging Critical VLAN P-Directaa Brosdcast TOP MSS Adiustment Securlty Group
110.8.120.1 110_4_120_0-INFRA_VN 1021 INFRA_VN - - -~ - a
110.4.60.1 110_4_80_0-INFRA_VN 1022 INFRA_VN o
4101 4.1_0_0-VN_Guest 1028 VN_Guest -~ 0

41280 4_1_128_0-Anchor_VN 1030 Anchor_VN s - = 0

ERREFR) CRITICAL_VLAN 2400 Anchor_VN o

FRREER] VOICE_VLAN 2046 Anchor_VN -- -- -- 0

4.1.64.1 4_1_B4_0-VN_EMP 1027 VN_EMP -- -- 0

7 Recora(s) Show Records: 10 ] o

(Optional) Provision C9800 wireless controller
This process is focused on adding a C9800 device as a fabric enabled wireless controller.
As discussed in the previous section, a standalone physical C9800 wireless controller has a higher scale

number and better Assurance support by Catalyst Center. It can be added as a fabric enabled wireless
controller or an OTT wireless controller in a Cisco SD-Access deployment.

Generic steps to deploy a C9800 wireless controller include:
1. Create a wireless network profile with SSID (see Configure a Wireless SSID).
2. Discover and provision a C9800 device.
3. Add the C9800 device to the fabric (fabric enabled wireless controller).

The procedures in this section demonstrate provisioning a C9800 wireless controller to the Cisco-Building-9
fabric site to manage Floor-1. This fabric site already has a wireless controller that manages Floor-2. The
network profile with SSID was added already.

Procedure 1. Discover the C9800 device

Step 1. From the top-left corner, click the menu icon, choose Tools > Discovery then click Add
Discovery in the top right.
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Tools / Discovery / Dashboard %t Q & £ (99+ [89) (65 Q maglev v
il Catalyst Center |
Design
Policy Topology v
Take atour (1 Export ASof Jun 10,2024 12:02PM 3
e Command Runner
Type Status 1P Address/Range Reachable Devices Actions
LESERED License Manager
Template Hub IP Address/Range ® Completed 110.6.1.1-110.6.1.1 1
Workflows
Model Config Editor
9 =l IP Address/Range & Completed 110.210.243.26-110.210.243.26 1
Wide Area Bonjour
Platform
IP Address/Range © Completed 110.4.0.62-110.4.0.63 2
Security Advisories
7 Activities
Field Notices IP Address/Range © Completed 110.4.0.62-110.4.0.63 2
Reports
Network Reasoner
S IP Address/Range ® Completed 23.3.3-2.3.3.4 2
System
Network Bug Identifier
Explore IP Address/Range & Completed 110.210.243.25-110.210.243.25 1
IP Address/Range @ Completed 110.9.2.1-110.9.2.1 1

Step 2. Enter the IP information.

Discover Devices

Begin by naming this discovery job. Then select your preferred type of discovery. The discovered devices can be assigned to a site later in this workflow. Access Points associated with
discovered wireless controllers will be automatically added to Inventory.

Discovery Job Name*
9800 &

DISCOVERY TYPE
(O coP @ IP Address Range () LLDP () CIDR
This workflow is used to discover Cisco Network Devices. Third party devices can be manually added in the inventory page.

IP ADDRESS RANGE

Starting IP Address* Ending IP Address* o
110.9.2.1 110.9.2.1

PREFERRED MANAGEMENT IP ADDRESS

© None (O Use Loopback (If Applicable)

Tech tip: Wireless management IP needs to be configured in C9800 device and cannot use DHCP assigned IP
address.

Step 3. Enter the mandatory required information for CLI, SNMP, and Netconf then start the discovery
task.
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Provide Credentials

\: :\ Global credentials are provided only for ease of use when entering credentials. At the device level, only the device-specific credentials are saved. The devir lobal isn’t saved.

Next, confirm the credentials that Catalyst Center uses for the devices it discovers. At least one CLI credential and one SNMP credential are required. You can have a maximum of five global credentials
and one task-specific credential for each type. Optionally, you can update SNMP properties and protocols used for CLI.

CLi (1)
If your network contains 10S XE-based wireless controllers, please enter the port that should be used for discovery and the enabling of wireless services on these controllers.Select from
SNMP v existing ports or add new ones. You can add either a job specific port or a global port.
ERRE:ZclReadli0) We recommend using port number 830. Do not use standard ports like 22, 80, 8080.
SNMPv2c Write (0)
EXISTING GLOBAL NETCONF PORT
SNMPv3 (1)
830
I NETCONF (1) e
Advanced Settings v © Add NETCONF Port
HTTP(S) Read (0)
HTTP(S) Write (0)

Protocol Order

SNMP Polling Properties

When the discovery is successful, the Discovery window opens.

All Discoveries

As of: Jun 10, 2024 12:08 PM
@ 9800 Date - Jun 10, 2024 12:08 PM (1) b

@ Completed ~ Type: Range  Retry Count: 3  Protocol Order: SSH  Total Time: 0 minutes 8 seconds View all details Re-discover

DEVICE SUMMARY

1 1 0 0

Discovered ~ Successful  Failed Discarded

T Export
IP Address = Device Name Status ICMP SNMP (=) HTTR(s) NETCONF
110.9.2.1 eWLC-faniu-9840 (] (] (] (] (]

Step 4. Validate in the Inventory window. From the top-left corner, click the menu icon and click
Provision > Inventory, ensure the device is in Managed status.

Catalyst Center Provision / Inventory 88) 66 \ Q. maglev v

@ Global All Routers  Switches Access Points  Sensors B2 E | Q

FILTERED BY Devices (2) Focus: Inventory Take a tour 1 Export
Unassigned x Q v

0Selected Tag (9 Add Device Actions ~ © As of: Jun 10, 2024 12:14 PM
DEVICE WORK ITEMS
o @] Tags Device Name IP Address Vendor Reachabiliy (@ EoX Status Manageability (0 Compliance  (7) Site Image Version Last Updated
Unreachable
(@ Unassigned O Q eccwc013.nls.ford.com (& 110.210.243.25 Cisco © Reachable © Scan Failed © Managed ® Non-Compliant Assign 17.3.4c 13 hours 30 m

() Untagged
O Q eWLC-faniu-9840 110.9.2.1 Cisco © Reachable & Not Scanned © Compliant Assign 17.14.1 5 minutes ago

() Failed Provision

(0 Non Compliant

() Outdated Software Image

Tech tip:
1. A filter can be applied to locate the device faster. In the above example, click Wireless Controllers on top,
click Device Work Items > Unassigned in the left pane.

2. Unassigned means the device is not assigned to a site yet. If discovered devices are already assigned to the
site during the Discovery workflow. In the top left, click Global to switch to the site.
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C9

Procedure 2. Assign and provi to the site

Step 1. Check the device check box then choose Actions > Provision > Assign Device to Site.

Q Global Al Routers  Switches  Wireless Controliers JN i Lt L o r] 82 E * 0
FILTERED BY Devices (2) Focus: Inventory v Take a tour & Export 48
Unassigned x Q Y
1Selected Tag (D) Add Device .7 Edit Device (i Delete Device Actions ~ O As of: Jun 10, 2024 1:33 PM (7
DEVICE WORK ITEMS
o ] Tags Device Name ~ IP Address Inventory > O EoX staws (1) Manageability () Compliance  (7) site Image Version Last Updated
Unreachable -
Software Image > 14 h 49
Unassigned -~ . P ) ours 49
9 o o < eccwcO13.nis.ford.com ©  110.210.243.25 naged @ Non-Compliant  Assign  17.3.4¢
Provision 5 Sync Details
(O Untagged Assign Device to Site
Telemetry > 1 hour 14 min
() Failed Provision @ © eWLC-faniu-9840 110.9.2.1 Provision Device naged © Compliant Assign  17.14.1 une betal
ync Details
Device Replacement >
(O Non Gompliant < Configure WLG HA
Switch Refresh >
() Outdated Software image Configure WLC Mobility
(O No Golden Image Compliance >
Manage LED Flash Status
() Failed Image Prechecks More >

Factory Reset
(O Under Maintenance

(7) Security Advisories

Step 2. Click Choose a site.

Catalyst Center Provision / Inventory

‘ A To provision subscriptions on devices that have not been discovered with ASSigI"I Device to Site

‘ A Some devices may have design or provision conflicts. Please go to Provis|

Serial Number Devices ~
- TTM224801M9 eWLC-faniu-9840 #lb Choose a site
\/ Global
FILTERED BY Devices (2) Focus: Inventof
Unassigned x Q

1Selected Tag (¥ Add Devic
DEVICE WORK ITEMS

o - a Tags Device Nam
nreachable
Unassigned
(] 9 O Q eccwe013
(J Untagged
() Failed Provision ] O eWLC-fani|
() Nen Compliant <

(0 Outdated Software Image
(J) Ne Golden Image

() Failed Image Prechecks

Step 3. Choose the site Cisco-building-9 then click Save to complete the workflow and deploy the
task.
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‘ A\ o provision subscriptions on devices that have not been discovered with

‘ A\ Some devices may have design or provision conflicts. Please go to Provis

O Global

FILTERED BY

Unassigned x

DEVICE WORK ITEMS

(O Unreachable

@ Unassigned

(O Untagged

(O Failed Provision

(O Non Gompliant

(0 Outdated Software Image
(O No Golden Image

D Failed Image Prechecks
(O Under Maintenance

(O security Advisories

Step 4.

Devices (2)

Q

Focus: Inventol ~ @ Global

Q Search Hierarchy

> Australia

> Detroit

1Selected Tag (©) Add Devic
- > @ Florida

8 T Device Nam: > ¢ Ford

> Fremont
o < ecowc013. > d Milpitas

« 4B San Jose

I 5 & Cisco-building-9

[ R eWLC-fani|

Test

> 4 Sunnyvale

Assign Device to Site - eWLC-faniu-9840

Search Help

cancel m

After site assignment, the previous filter is not applicable. Change the location from Global to

Cisco-building-9 and uncheck the Unassigned check box to see the device then choose
Actions > Provision > Provision Device.

Routers  Switches ((AIVITEERNCEIIIIEEY  Access Points  Sensors

[ Cisco-building-9

DEVIGE WORK ITEMS

(O Unreachable

() Unassigned

O untagged

(O Failed Provision

(O Non Compliant

() Outdated Software Image
(O No Golden Image

(O Failed Image Prechecks
(O Under Maintenance

(O Security Advisories

Step 5.

Devices (2)
Q

1 Selected Tag

[-] Tags

@ <o

Focus: Inventory ~

Al

(@ Add Device ,” Edit Device {jj Delete Device

Device Name ~ IP Address
eWLG-faniu-9840 110.9.2.1
katar-faniu-ewic

110.9.3.1

AAA, eWLC
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Vendor

Gisco

Cisco

Actions ~

Inventory

Software Image

Provision

Telemetry

Device Replacement

Switch Refresh

Compliance

More

>

atus (D Manageabilty (O  Compliance (D)

- - © Compliant
Assign Device to Site
Provision Device (-] Non-Compliant
Configure WLC HA

Configure WLG Mobility

Manage LED Flash Status

Factory Reset

Choose the Primary managed location for the AP named Floor-1.

-../San Jose/Gisco-building-9

-../Cisco-building-9/Floor-2

Take a tour & Export &

As of: Jun 10, 2024 1:52 PM }

Image Version Las
Afe
17.14.1
syne
2h
17.14.1
syne

Page 167 of 268



Network Devices | Provision Devices

@ Assign Site e Configuration @ Feature Templates @ Advanced Cenfiguration @ Summary

I eWLC-faniu-9840 Serial Number Devices WLG Role Managed AP location(s) ©

TTM224801M9 eWLC-faniu-9840 O Active Main WLC © # Managing 1 Primary location(s)

O Anchor #i Select Secondary Managed AP Locations

() AP Authorization List

Rolling AP Upgrade

(O Enable 10

Step 6. Choose and confirm the Advance SSID configurations (optional).

Network Devices | Provision Devices

Devices —
Advanced SSID Configuration - Feature Templates &
Select devices to fill Feature Template parameters
Q_ search
~ Design Name + WLAN Profile Name WLAN ID ssiD Deseription
© eWLGC-faniu-9840 (1) e
I @ Advanced SSID Configuration Default Advanced SSID Design ASR-ENTERP_Global_F_eec05e51 19 ASR-ENTERPRISE - Edit View
Default Advanced SSID Design ASR-PSK_profile 20 ASR-PSK - Edit View
Default Advanced SSID Design ECA_119a9a20c0_profile 18 ECA - Edit View
Default Advanced SSID Design ASR-GUEST_profile 17 ASR-GUEST - Edit View

Showing 4 of 4

Step 7. Click Next to Advanced Configuration (optional), the CLI template shows if there is any
template associated.
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Figure 47. Example from another wireless controller in the same site with a template associated

Network Devices / Provision Devices

@ Assign Site @ Configuration @ Feature Templates ° Advanced Configuration @ Summary

(O Provision these templates even if they have been deployed before

Devices
Selact devices to fill out provisioning parameters s ) N
Copy running config to startup config
Q search Export Template Parameters '  Import Template Parameters '
ip-mac-binding-variable
Show “ © Success @ Falled wian_poiiey_name*
“ ip-mac-binding-variable (1) ASR-PSK_profile o
© katar-faniu-ewlc

Step 8. Click Next to review the configuration in Summary window and deploy the task.

Procedure 3. Add the C9800 device to the fabric site as a fabric enabled wireless controller

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Site, click the table
view icon in the top right, then click the Cisco-building-9 text link.

Step 2. Locate the wireless controller, enable Wireless LAN Controller then click Add to deploy the

task.
Fabric Sites / Gisco-building-9
Cisco-building-9 View Site Hierarchy ~ Site Actions v/ [+ eWLC-faniu-9840 (110.9.2.1)

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks © Reachable Uptime: 38 days 1 hr 57 mins Device Role: ACCESS

= Run Commands  View 360 Last updated: 25 minutes ago O £ Refresh

Detalls Fabric Advisories Configuration Power SFP Modules User Defined Fields Field Notices Potential Field Notices More v

Fabric

Wireless LAN D
Controller

Qancel m

Tech tip: To make the fabric control plane protocol more resilient, there must be a specific route to the
wireless controller in the global routing table for each fabric node. The route to the wireless controller IP
address should be either redistributed into the underlay Interior Gateway Protocol (IGP) at the border or
configured statically at each node. The wireless controller is an RLOC within the Cisco SD-Access. For the LISP
RLOC reachability check, a specific route to the wireless controller is required on the underlay. The wireless
controller should not be reachable through the default route.

Procedure 4. Configure fabric wireless SSID
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Step 1.

From the top-left corner, click the menu icon and choose Provision > Fabric Site, click the table

view icon in the top right, click the Cisco-building-9 text link, click the Wireless SSID tab and
associate the IP Address Pool as shown in this figure:

Fabric Sites / Cisco-building-9

Cisco-building-9

Fabric Infrastructure Layer 3 Virtual Networks

View Site Hierarchy  Site Actions v

Layer 2 Virtual Networks

Anycast Gateways

Wireless SSIDs

Authentication Template

Port Assignment

(1) 1n case of Aire0S and Catalyst 9800 controllers, if there is a change in SSID configuration under Network settings, please re-provision the device. X
(O Enable Wireless Multicast (O
N
SSID Name Type Security Traffic Type Address Pool Security Group
‘Ghoose Pool Assign SGT
ASR-ENTERPRISE Enterprise WPA2 Enterprise Voice + Data 6_1_64_0-VN1 & v Developers @ v
Choose Pool Assign SGT
ASR-GUEST Guest Open Data 4_1_128_0-Anchor_VN @ v Guest 4
ECA Enterprise WPA2 Enterprise Voice + Data Choose Pool ~ Assign SGT v
Choose Pool
ASR-PSK Enterprise WPA2+WPA3 Personal Voice + Data 6_1_64_0-VN5 QA Assign SGT ~
4 Record(s) 4005 Show Records: 25 v 1 -4 < @ >

6_1_193_0-VN1

6_1_64_0-VN1
6_1_64_0-VN5
4004

Note: The Fabric SSID is up after the layer 3 IP pool or the layer 2 segment is associated.

Step 2.

Check the Enable Wireless Multicast check box to enable Global Multicast mode and Internet

Group Management Protocol (IGMP) snooping on the wireless controller (site-level overlay
multicast configuration is required).

Step 3.

Check the Enable Wireless Multicast check box.

0

Information

For optimal performance ensure wired
multicast is also enabled
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Operate the Cisco SD-Access network

This section explains the procedures of day-n operations for endpoints onboarding, making changes to fabric
sites, replacing a faulty fabric device, and tearing down using Catalyst Center.

Onboard APs

APs are a special case in the fabric. They are connected to edge nodes like an endpoint, although they are part
of the fabric infrastructure. Because of this, their traffic pattern is unique. APs receive a DHCP address using the
overlay network and associate with the wireless controller using the underlay network. When associated with
the wireless controller, they are registered with Catalyst Center by the wireless controller through the overlay
network. To accommodate this traffic flow, the AP subnet, which is in the Global Routing Table (GRT), is
associated with the overlay network.

In Procedure 1: Add an anycast gateway in INFRA VN, the anycast gateway for APs has been configured.

Catalyst Center Provision / SD-Access w O & @ &0 \ O maglev

vl
= asco
Fabric Sites / Cisco-buidling-24

Cisco-buidling-24 View Site Hierarchy  Site Actions

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment

i) Exporl 8

Q) Search Anycast Gateways W

0 selected O (@) Create Anycast Gateways More Actions v As of: Apr 22,2024 1111 PM 7

Anycast Gateways ~ IP Address Pool INFRA_VN Pool Type Associated VLAN Name Associated VLAN 1D Associated Layer 3 Virtual Network Fabric Enabled Wireless Layer 2 Flooding Critical VLAN IP-Directed Broadcast

]

O 11041200 110.4.120.0/24  Fabric APs 110_4_120_0-INFRALVN 1021 INFRA_VN
0O 110.4.60.1 110.4.60.0/24 Extended Nodes 110_4_60_0-INFRA_VN 1022 INFRA_VN
0O 4101 41,0018 - 4_1_0_0-VN_Guest 1028 VN_Guest
O 41640 4.1.64.0118 - 4_1_64_0-VN_EMP 1027 VN_EMP

4 Record(s) Show Records: 10 v 1 -4 (1]

Note: Ensure the reachability between Catalyst Center and the AP, between wireless controller and the AP.

Procedure 1. Assign AP ports

This procedure onboards the AP in Cisco-building-24 and joins the embedded wireless controller N+1 peer
Common-A and Common-B.

Catalyst Center enables automatic onboarding of APs. Autoconf is used to identify the device as a Cisco AP
and the connected edge port gets the correct configuration when the authentication template is set to No
Authentication. If a different authentication template is used globally, for example Closed Authentication, then
unless secure AP onboarding is required, the switchport configurations on the edge nodes must be changed.

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Site, click the table
view icon in the top right, then click the Cisco-building-24 text link, click the Port Assignment
tab.
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Step 2. Locate and check the check box for the fabric edge Switch-110-4-8 with the Interface Name
port GigabitEthernet1/0/3, in the slide-in pane select Access Point and Authentication
Template type None then click Update.

0

= ‘wsu

Catalyst Center

ng-24

Cisco-buidling-24 View Site Hierarchy  Site Action:
Fabric Infrastructure ayer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Part Assignment
Ports (39)

1 port(s) selected from 1 devicel

Device Name. Intertace Name. Description Data VLAN vioice VLAN Authentication Template Connected Device Type Status. MAC Adaress Security

Switch=110-4-0

Switch-110-4-0-8

O Switch-110-4-0-8 DOWN
Switch-110-4-0 GigabitEthernet1/0/1 DO 24:16:0d:15:34
Switch-110-4-0-8 GigabitEthernet1/0/ = Closed Authentication DOWN 24:16:9d:15:34:02
@  Switch-110-4-0-8 GigabitEthernet1/0/3 - - = Closed Authentication - uP 24:16:9d:15:34:03
Switch-110-4-0 GigabitEthernet]/0/4 nti n DO 24:16:9d:15:34:04
Switch-110-4-0-8 GigabitEthernet1/0/% = Closed Authentication DOWN 24:16:9d:15:34:0/
O Switch-110-4-0-8 GigabitEthernet1/0/6 DOWN :9d:15:34
Doy 24:16:94:15:34

Switch-110-4-0-f

Catalyst Center

ng-24

Cisco-buidling-24 View Site Hierarchy  Site Action: Configure Port Assignments

Show Ports

Fabric Infrastructure  Layer 3 Virual Networks  Layer 2 Virtual Networks  Anycast Gateways  Wireless 55IDs  Authentication Templste  Port Assignment
Ports (39)
©) Access Point
C king
1 part(s) selected from 1 device{s) O  Configure + More Actions er Devices and Endp:
Device Name Interface Name Deseription Data VLAN Voice VLAM

MNone

FortyGigat et /1
0 Switch-110-4-0-8 GigabitEthernet1/0/1
0 witch-110-4-0-8 GigabitEthernet1/0/2
(] Switch-110-4-0-8 GigabitEthernet1/0/3
gabitEthernet
0 GigabitEthernet1

Step 3. (Optional) Configure more ports.
Step 4. Click Deploy All to push the configuration to the ports.
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— i Catalvst G
= ‘Use Catalyst Center

24

2 View Site Hierarchy S

Cisco-buidling-

Actions
Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template
Ports (39)

sole

0 port(s) selected from 0 device(s) Deplay All « [More Actions

Davice Name Intarface Name Description

Switch-110-4-0-8

Switch-110-4-0-8 FortyGigabitEthernet1/1/1
Switch-110-4-0-8 FortyGigabitEthernet1/1/2
Switch-110-4-0-8 GigabitEthernet1/0/1
witch-110-4-0-8 GigabitEther

Switch-110-4-0-8 GigabitEther

Switch-110-4-0-8 GigabitEthernet1/0/4

GigabitEthernet1/0/5

Switch-110-4-0-8 GigabitEthernet1/0/6

Switch-110-4-0-8 GiaahitE thernat! /0/7

Authentication Template

= Closed Authentication

= Closed Authentication

= Closed Authentication

= Closed Authenticatio

None

= Closed Authentication

MAG Address Security Gr

24:16:90:15:34:25

24:16:90:15:34:26

24:16:90:15:34:01

Procedure 2. APs through Catalyst Center PnP process

Step 1. Configure option 43 for the AP DHCP scope in the DHCP server pointing to Catalyst Center IP
fabric interface IP with the ACSII value 5A1D; B2;K4;1120.1.1.1;J80, where 120.1.1.1 is the

Catalyst Center IP address in the sample shown.

Scope Options

General | Advanced

[ |

Available Options

[ 040 NIS Domain Name
[ 041 NIS Servers

[ 042 NTP Servers

5] 043 Vender Specific Info Embedded {4
£

Description | ~
Name of Ne
Addresses ¢
Addresses ¢

m »
Data entry
Data: Binary: ASCII:
oooo 35 41 31 44 3B 42 32 3B SA1D:B2;
0008 4B 34 3B 49 31 32 30 2E K4:I120.
o010 31 2E 31 ZE 31 3B 44 38 1.1.1:J8
ooig 30 0

| ok || cancel || el

Step 2. Connect your AP device to GI1/0/3. From the menu icon button, choose Provision > Plug and

Play.
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Step 3. Locate the new AP from the Unclaimed status category.

Step 4. Check the new AP check box then choose Actions > Claim.

Al - Pre { Netwol ! Pluc d Play
= ‘Ui Catalyst Center o { Nef Plug and Play

evice status Al (e [ © o °

Devices (1) Focus: Default
P de
ed Actions Add Devices
-] N e bana Serial Numbaer Product ID Last Comact State Onboarding Progress
1 4DBF.212C FDW2142B13U AIR-AP2802I-B-K9 Apr 23, 2024 1:01:37 PM Unclaimed Device is ready to be claimed

Step 5. In the Claim workflow, use this configuration:
Assign Site: choose Cisco-building-24 and Floor-2
Assign Configuration > Radio Frequency Profile: select Typical

Provision Templates: optional
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Provision / Network Devices ( Plug and Play
Last Cantact State Onboarding Progress 1P Address
Apr 22, 2024 5:58:15 AM L o
Aug 03, 2023 10:03:18PM  F @ Prov
L L
L L 110
oF nec 110.4.0.66
L L 110.4.0.67
PAG-E @ nec 110.5.60.17
Unclaimed D fy 1o b 1

MAGC Adaress

P Address

MAC Address

38:0E:4D:BF:21:2C

O maglev
Refres
s Created
Jul 31,2022 10:4
Glabal/San Jose/Cisco-bui...or-2  Aug 03, 2023 9:46:

Source

Metwork

Mar 434
pr D4, 2024
Apr 4
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= v Catalyst Center

Assign Site to AP380E.4DBF.212C

Assign Site

Devices (1)

Device Name Serial Number Product ID site (Recommended]
AP3BOE 4DBF 212C Assig

= e Catalyst Center

. Assign ~ " Provisior 4
: Configuration S Template £

Configuration for device name: AP380E.4DBF.212C

Assign Configuration

A 1 Sit Global/Milpitas/Cisco-buidling-24/Floor-2
There are t

otal of 1 devices missing required configuration. Show devices.

AP3IBOE.4DBF.212C

A\ AP Location will not be configured as the assigned site during the claim proces:

change tt em
RADIO FREQUENCY PROFILE
Devices (1) d o
TYRICAL
AP AUTHENTICATION TYPE
Device Name Sarial Numbar Product ID

FDW2142B13U  AIR-AP28021-B-K9 Gl

Step 6. Click Save to complete the Claim process.

Step 7. From the top-left corner, click the menu icon and choose Provision > Inventory to verify
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= i Catalyst Center Provision / Inventory

s Inventory Take a to Export
DEVICE WORK ITEMS Devices (6) . d .
achable Q
Tag Add Device
Tags Device Name 1P Address Vendor Reachability €oX Status Manageabilty Compilance site image Version Last Updated Serial Number
110.4.120.8 NA © Reachable Not Available © Managed NA Cisco-buidling - 24/Floor-2 7.14,0.79 minutes agc FDW21428131
omm A 110.4.0.62 Cisco © Reachable 1 aler © Managed © Non-Compliant Milpitas/Cisco-buidling-24 7.14.1prd21 5 F 120EL
3 minutes ago
om n_B 110.4.0.63 Cisco @ Reachable 1 alert ©® Managed © Non-Compliant 'Milpitas/Cisco-buidling-24 17.14.1prd21 FCwa221L0v1
<
2 hours 31 minutes ago
) Switch-110-4-( 1104 Cisce © Reachable © Managed © Compliant Milpitas/Cisco-buidiing-24  16.12.10a FCW2109FOH:
& Managed 5 minutes ago
t ( @ Re @ erts © Non-Compliant Milpitas/Cisco- dling-24 14.1prd2 Fi B
Af 0
OR L] U oM d ] p g-24 14.1¢ F U

Step 8. On the embedded wireless controller, use the command show ap summary to check Common-
B.
Common_B#show ap summ
Mumber of APs: 1

CC = Country Code
RD = Regulatory Demain

AP Name Slots AP Model Ethernet MAC  Radio MAC IP Address

AP3BRE. 4DBF.212C AIR-AP28021-B-K9 3B@e.4dbf.212c @@5d.7315.d3ee US -B 110.4.120.8 Registered default lecation

Procedure 3. Onboard APs in OTT deployment

AP onboarding with Catalyst Center is supported for CUWN OTT deployment and it is the same as fabric AP
onboarding, which requires AP pool, port assignment on the connected fabric edge (Autoconf when there is no
site-level authentication) and PnP process. However, Flexconnect OTT requires manual configuration on port
assignments.

A fabric edge port connecting to the AP must be configured as a trunk port with a native VLAN defined to allow
FlexConnect VLAN traffic.

It is recommended to use the Catalyst Center CLI template to deploy your configuration. This design and
deployment guide does not discuss templates. See the Catalyst Center User Guide, section ‘Create Templates
to Automate Device configuration Changes’.

Sample template configuration:
e ap_interface: interface connected to AP
e native VLAN: VLAN used for AP connectivity to wireless controller

e allowed VLAN range: VLANs used for local flex connectivity
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interface $ap_interface
no switchport mode access

no marco auto processing

switchport mode trunk

switchport trunk native vlan $native_vlan
switchport trunk allowed vlan $allowed_vlan_range

Onboard an extended node and a policy extended node

Similar to an AP, an extended node is connected to a fabric edge or another extended node. The IP pool for an
extended node is required in INFRA_VN.

An extended node can be:
+ Extended node
o Policy extended node

« Supplicant-based extended node (SBEN)
Policy extended nodes are extended nodes that support security policy within the VN. Policy extended node
devices include Cisco Catalyst Industrial Ethernet (IE) 3400, IE 3400H, IE9300 Heavy Duty series switches, and
Cisco Catalyst 9000 series switches that run Cisco IOS XE Release 17.1.1s or later. Cisco Digital Building series
switches, Cisco Catalyst 3560-CX switches, and Cisco Industrial Ethernet 4000, 4010, and 5000 series
switches cannot be configured as policy extended nodes.

Catalyst Center automatically configures the port channel on an extended node or a policy extended node and
its upstream device. An SBEN and its upstream device are configured using a single physical link.

SBENSs are Policy extended node devices that receive an IEEE 802.1x (Dot1x) supplicant configuration and are
onboarded into the Cisco SD-Access network only after a complete authentication and authorization. To
onboard a supplicant-based extended node device, the authenticator port on the fabric edge must be
configured with a Closed Authentication Template.

Platforms supporting SBEN onboarding include:
Fabric edge or FiaB

Cisco Catalyst 9000 Series - C9300, C9400, C9500, and C9500H switches that operate Cisco IOS XE 17.7.1 or
later.

SBEN

Cisco Catalyst 9000 Series - C9200, C9300, C9400, C9500, and C9500H switches that operate Cisco IOS XE
17.7.1 or later.

A device is onboarded according to the license of its extended node neighbor and its own license:

« If the neighbor is operating with an Essentials license, the device is onboarded as a standard extended
node, regardless of its license.

« If the neighbor is operating with an Advantage license, the device is onboarded as a standard extended
node if it has an Essentials license.

« If the neighbor is operating with an Advantage license, the device is onboarded as a policy extended
node if it has an Advantage license.
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« If the device has more than one neighbor, and those neighbors have different license levels, the device is
onboarded as a standard extended node, regardless of its license.
The procedures in this section demonstrate the onboarding of an policy extended node and an SBEN in the
fabric site Cisco-building-24.

Note: PnP Device Authorization enables device authorization on Catalyst Center. When enabled, PnP devices
in the extended node onboarding process or the LAN automation workflows need to be authorized in the Plug
and Play window.

From the top-left corner, click the menu icon and choose System > Settings then click PnP Device
Authorization in the left side pane to enable or disable this feature.

= 'l Catalyst Center

PnP Device Authorization

tion checkbox to enable authorization on the device. By default

@ Device Authorization

Procedure 1. Configure an extended node pool

The extended nodes pool was configured in Procedure 1: Add an anycast gateway in INFRA VN.

= i Catalyst Center

o-buiding-24

Cisco-buidling-24 View Site Hierarchy ~ Site Actions

Fabric Infrastructure Layer 3 Virtual Networks yer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Templat Port Assignment

INFRA_WN Paol Type Assoisted VLAN Name Assacisled VLAN 1D Associated Layer 3 Virual Network Fabric Ensbled Wirsless Layer 2 Flooding Catical VLAN 1P-Directed Brosdcast TCP MSS Adjustment Security Group

Procedure 2. Onboard a policy extended node

Cisco-buidling-24 uses the site-level Close Authentication template. To onboard an extended node or policy
extended node, manually configure the port channel before onboarding. If the site-level authentication template
is set to No Authentication, Catalyst Center configures the port channel automatically.

PnP device authorization is disabled in this example procedure.
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Step 1. From the top-left corner, click the menu icon and choose Provision > Fiber Sites, click the table
view icon in the top right, click the Port Assignment tab then choose More Actions > Create
Port-Channel.

= el Catalyst Center

cisco

Cisco-buiding-2¢
o-buidling-24

Fabric Infrastructure Layer 3 Virt etworks Anycast Gateways Wireless SSIDs Authentication Template Part Assignment
Ports (78)
arch Tak _
0 port(s) selectad from 0 device(s) » More Actions
Device Name Intertace Name Data VLAN Voice VLAN Authentication Tempiate Connectes d Device Type Status MAC Address Security G

Step 2. Choose Switch-110-4-0-9 as the fabric edge for this example case.

Step 3. In the Create a Port Channel window, choose Connected Device Type > Extended Node,
choose Protocol > Port Aggregation Protocol then click Next.

= b Catalyst Center

Determine number of port channels

IMilpitas{Cisco-buidling-24

TO PEN
Extended Node

A
AT

© Pont Aggregation Protocol (PAgP Desirable)

Step 4. To provision the device, select the ports to be connected to the extended node, click Next, then
complete the workflow.
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IMilpitas/Cisco-buidling

Port Channe L]

Step 5. Configure option 43 for the AP DHCP scope in the DHCP server pointing to Catalyst Center IP
fabric interface IP with the ACSII value 5A1D; B2;K4;1120.1.1.1;J80, where 120.1.1.1 is the

Catalyst Center address (same configuration as the AP pool).

Step 6. Connect the device to the fabric edge and wait for onboarding to complete. Unlike AP

onboarding, there is no claim process requirement. Catalyst Center automatically claims and

onboards devices to the fabric sites.

Step 7. Monitor from the Plug and Play window. From the top-left corner, click the menu icon and

choose Provision > Plug and Play then click Unclaimed.

/ Plug and Play

Network Plug and Play Overview

MAC Agaress

Source

Step 8. Monitor from the fabric site window. From the top-left corner, click the menu icon and choose
Provision > Fabric Sites, click the table view icon in the top right, click the Cisco-building-24

text link, then choose Site Actions > Show Task Status.
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g-24 View Site Hierarchy

Cisco-buidlin:

Fabric Infrastructure  Layer 3 Vitual Networks Ly
(1) For Embedded Wireless, in order to configure the changt

Site Actions

Show Task Status

Step 9.
Node.

Catalyst Center

rways Wireless SSIDs Authentication Template Port Assignment

Settings page, please open the Device configuration page and click 'Canfigure’ to complete

o

(e (i)
-
p2S

eps of the workflow. Deploy the Fabric configuration after the workflow

eps

are

dane.

ake a Tour Export

To monitor the onboarding progress, in the Task Monitor slide-in pane, click Filter > Extended

maglev

a-b

Cisco-buidling-24 View Site Hierarchy ~ Site Actions
Fabric Infrastructure Layer 3 Virtual Network Layer 2 Virtual Netwo
For e in order tc f ang

s setting

litch-110-4-0-9 at Cisco-buidling-24

SHOW ALL Extended Node

te Global/Milpitas/Cisco-buidling-24/Floor-2 with RF Profile TYPICAL

« Task Id: 018f " " f

Modifying Port Assignment for device(s) at Cisco-buidling-24

1 1

« Task Id:
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luile Catalyst Center

Extended Node Task Status RUNNING

« Workilow Id:2
* Start Time:Tue Apr 23 2024 22:22:44 GM

« End Time:

After the onboarding completes, the device appears blue in the Fabric Infrastructure tab with the fabric role
marked EX.

= Ul Catalyst Center

Cisco-buidling-24

Fabric Infrastructure

J&
ﬂe

e

Step 10. Repeat the procedure to onboard more policy extended nodes, as needed. Multiple extended
nodes can be onboarded at the same time.

Onboard an SBEN
Onboarding an SBEN requires an SBEN pool and Cisco ISE.

Procedure 1. Configure SBEN Pool

INFRA_VN only supports one AP pool and one extended node pool. To onboard SBEN, the extended node pool
needs to be enabled with SBEN pool capacity.
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Step 1. Disable Bridge Protocol Data Unit (BPDU) Guard on the fabric site. Click on the Authentication
Template tab and deactivate the Enable BPDU Guard option then click Deploy.

Ciseo 2

Cisco-buidling-24 View Site Hierarchy S

bric Infrastructure  Layer 3 Virtual Network Authentication Template

»ct Authentication Template

The settings are applied to all Edge Nodes and Extended Nodes access ports unless they are overridden by a static port assignment

(-] Closed Authentication

Note: If the extended node pool is also used in a fabric zone, repeat the same procedure for the zone.

Step 2. Click the Anycast Gateways tab. Choose the extended pool then click More Actions > Edit
Anycast Gateways.

= Ul Catalyst Center

cisco
Cisco-buidling-24
Cisco-buidling-24

Anycast Gateways

Assoclated VLAN 1D Virtual Network Fabric Enabled Wireless Layer 2 Flooding Critical VLAN P-Directed Broadcast TCP MSS Adjustment Security Group

Step 3. Check the Supplicant-Based Extended Node Onboarding check box then complete the
workflow.
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= il IS
asco Catalyst Center

Configuration Attributes

y default, all factory-default switches capable of operating as an Extended Node will be automatically onboarded to fabric. From the PNP Device Authorization window, you can enable user-controlled, per-factory-default
switch admission to Extended Node onboarding.

£h - IMilpi._.o-buidling-24

I INFRA_VN -]

tual Network:  INFRA_VN

) Supplicant-Based Extended Node Onboarding

i v feview “

Procedure 2. Configure policies in Cisco ISE

Configure Cisco ISE and ensure that it is running Software Release 3.1 or later.

Step 1. Download the CA certificate from Catalyst Center. Click System >
Settings > Certificate Authority > Download.

o Catalyst Center

Certificate Authority

Use Cisco Catalyst Center exter EP b
Certificate Authority ° v

GCA Management

CA

sdn-network-infra-ca

sdn-network-infra-

Jul 31, 2022 5:42 AM

Jul 31, 2037 5:42 AM

ability Enable SubCA Mode

Step 2. Import the CA certificate into Cisco ISE. From the Cisco ISE home window, click Administration
> System > Certificates > Trusted Certificates > Import.

Step 3. In the Import window, check the Trust for client authentication and Syslog check box.
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dentity Services Engine Administration / System

J!  Bookmarks

8% Dashboard

Certificate Management Edit Certificate
! Context Visibility yere
v Issuer
% Oparstions admin jode Restart
Trusted Cerificates
* Friendly Name  Hulk-SBEN
LE 0GsP Giant rotia g
4. Administration Gerifficate Signing Requesis Status Enabled ~
Centificate Periodic Check Se.
Al Work Centers Description
Ceriificate Authorlty Subject GN=sdn-network-Infra-ca [ v |
') Interactive Help Issuer CN=sdn-network-infra-ca
Valid From Sun, 31 Jul 2022 12:42:37 UTC
Valid To (Expiration) Fri, 31 Jul 2037 12:42:37 UTC
Serial Number 1B 17 E4 DS CA CD 9A 2F
Signature Algorithm SHAS12withRSA
Key Length 2048
Usage

Trusted For: (

Certificate Status Validation

Step 4. Configure the policy. Click Policy > Policy Elements > Results > Authorization > Authorization
Profiles, configure the three profiles with the respective radius attributes provided in the Table
25.

dentity Services Engine Policy / Policy Elements

J! Bookmarks Dictionaries Conditions Results

85 Dashboard

Authentication

| Context Visibility Standard Authorization Profiles
% operations PP For Poiicy Export ga to Administration > System > Backup & Restore > Palicy Export Page calected 0 Tom 30
= G Downioadacie ACLs o
&o Administration [— | Name Profile Description
A, Work Centers O = Cisco ()
[m] # Cisco (])
O 4 Cisco ()
O Eecawwil # Cisco () 5_1_0_D-VN1
O NS # Cisco (7) Onboard the device with Native Supplicant Provisioning
[m s Cisco () Default Profile used for Non Clsco Phanes.
O seen-pHce = Cisco (]
[0  SBEN_FULL_AGGESS_AUTHZ # Gisco ()
[m] SBEN_LIMITED_ACCESS_AUTHZ 45 Clisco ()
O SJ_VN 2 Cisco () IPV4-VN1-5J
O uow i Cisco (7 Default profile used for UDN
[m] |y-posture -redirect # Cisco (7) Jy - extended node test
(] [ Default Profile with access type as Access-Reject

Default Profile with access Type as Access-Accept

Table 25. Profile configurations
Access Type cisco-av-pair = interface-template-name

SBEN-DHCP ACCESS_ACCEPT SBEN_DHCP_ACL.in

SBEN_LIMITED_ACCESS_AUTHZ ACCESS_ACCEPT SBEN_MAB_ACL.in SWITCH_SBEN_MAB_TEMPLATE
SBEN_FULL_ACCESS_AUTHZ ACCESS_ACCEPT SWITCH_SBEN_FULL_ACCESS_TEMPLATE
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Step 5. Define the device profiling policy. Click Policy > Profiling > Profiling Policies.

a. In the Policy / Profiling window, add a new DHCP-v-i-vendor-class condition for the Cisco-
Device: Cisco-Switch policy. Choose Associated COA type > Global Settings.

dentity Services Engine Policy / Profiling

§7 Bookmarks * Name Clsco-Switch Description | Seneric polky for al Cisco Seitches
5 Asus-Device
85 Dashboard % Atie-Device Palicy Enabled
! Context Visibility Bl Audgio-Codn-Davice * Minimum Certainty Factor 20 (Valid Range 1 to 65535 }

% Operations |4 Automated-Logic-Device
" * Exception Action NONE v
[ Avaya-Device
| Poliey

4 Axis-Device * Network Scan (NMAP) Action NONE "
4. Administration [% Belkin-Device Greate an Identity Group for the policy () Yes, create matching Identity Group
No, use existing Identity Group hierarch
Wark Centers , BlackBerry o 9 ty ¥

Parent Policy Cisco-Device
4 Brother-Device
& Canon-Dewice * Associated CoA Type Global Settings —
Interactive Help
§ CareFusion-Alaris-Pump System Type Agministrator Modified
[5 Cisco-Device
Rules
|4 Cisco-Access-Paint
[& Cisca-DMP .
It Condien Clsco-IDS-NMAPOSCheck Then Certainty Factor Increases 10 o
[4 Cisca-IP-Camera
It Conditian  DHCP_uv-i-vendor-class_CONTAING_..  Then Cerainty Factor Increases 20 ¢
[ Cisco-1P-Phone
it Candition Condition Name Expression OR
|4 Cisco-Meraki-Devict
it Condition
|4 Cisco-Router
i Condiion DHCPv-I-ven... CONTAIN 5200
[& Cisco-Switch
1 canaition
4| Cisco-Tanaberg-Devic
[ e CONTAI
o conanon DHCP:w-i-ven. CONTAIN 9300
[4 Cisco-TelePresence
|4 Cisco-WiC
DHCPv-i-ven. CONTAIN 9500

b. Under Cisco-Switch, create a new child policy for the supplicant device, and apply the
CdpCachePlatform and V-I-Vendor-Class conditions.

Ensure that the Minimum Certainty Factor value for the child policy is higher than that of the parent
policy.

i Identity Services Engine Palicy / Profiling
J| Bookmarks (i) Forwarding endpaints attribute data will improve your endpoint profiling. Click here to learn mare and enable. X
CATOK_EN

82 Dashboard Profiling
s Profiler Policy
Context Visibility

% Operations L4 Belkin-Device * Name CATIK_EN Description

1 Policy 5 BlackBerry Policy Enabled
[ Brother-Device * Minimum Certainty Factor 30 {valld Range 1 10 65535 )

3, Administration
14 Canon-Device

Work Canters * Exception Action NONE v
A
4 GareFusion-Alaris-Pump
[ Gisco-Device * Netwark Scan (NMAP) Action NONE v
Interactive Help [4 Clsco-Access-Point Greate an Identity Group for the policy @ Yes, create matching Identity Group

Clsco-DMP ) No, use existing Identity Group hierarchy
& Cisco-IP-Camera * Parent Policy Cisco-Switch v

|4 Cisco-1P-Phone

* Associated CoA Type Global Settings v
[& Clsco-Meraki-Devict
System Type Adminlstrator Created
|4 Gisco-Router
g Clsco-Switch Rules
[ CATOK_EN
& Clsco-Tandberg-Devic f Conditon  CDP_cdpCachePiattorm CONTAING_...  Then Certsinty Factor Increases 30 L]
f Condition  DHCP_v-I-vengor-class_CONTAING_..  Then Certainty Faetor Increases 30 L]

|4l Glsco-TelePresence
[ Cisco-WLC
4 Linksys-Device
[4 Compex-Device
4 Crestron-Device

[& Cyber-Power-System-Di

Step 6. Set the global Change of Authorization (CoA) type. From the Cisco ISE home window, click
Work Centers > Profiler Settings then for CoA Type, select Reauth.
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= iy Identity Services Engine Work Centers / Profiler

J|  Bookmarks Overview Ext Id Sources Network Devices Endpoint Classification Node Config Feeds Manual Scans Policy Elements Profiling Policies Policy Sets Troubleshoot More

u
Dashboard Profiler Sewings

Profiling

Context Visibility

% Operations ~ Profiler Settings

U Policy CoA Type* Reauth v
F | Administration Overlapping Cl ification Priority Admin First ~
A1 Work Centers. Current custom SNMP community strings~~ ssssss Show
Change custom SNMP community strings
R Confirm changed custom SNMP community strings:

EndPoint Attribute Filtar

Anomalous Behaviour Detection

Anomalous Behaviour Enforcement

P cuiaram Arrrituirs for Brofilinn Frfareamant

Step 7. Configure the Authorization Policy. Click Policy > Policy Sets > Default > Authentication Policy.
a. For the If User not found field, ensure that the default MAB policy is set to CONTINUE.

= yib Identity Services Engine Policy / Policy Sets
JU Bockmarks Policy Sets— Default Reset Policyset Hitcounts
L} Dashboard
Status  Policy Set Name Description Conditions Allowed Protocols | Server Sequence  Hits
! Context Visibility
A Operations
©  oenuwn Detaun poticy set kA sy

1 Policy
4. Administration

Authentication Policy(3)

Work Centers

Staus  Rule Name Conditions use Hits  Actions
%) Interactive Help
Options
if Auth fail
Wired_MAS N
© me oR weizs b
Wireless_MaB If User not found

If Process fail

b. In the Policy Sets window, configure the authorization policies for the supplicant device and
associate the policies with the authorization profiles that were created earlier (SBEN-DHCP,
SBEN_LIMITED_ACCESS_AUTHZ, SBEN_FULL_ ACCESS_AUTHZ).
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= Uity \dentity Services Engine

J! Bookmarks
Status  Rule Name
¥ Dashboard

! Context Visibility

% operations

Policy / Policy Sets

Conditions

©  Radius-Called-Station-ID ENDS_WITH :ASR-GUEST

Results

Profiles Security Graups

O rosey _ Radius-Calling-Station-ID EQUALS. 40-b-Ba-30-87-68
©  MAB(vm an printer) on
Radius-Calling-Station-ID EQUALS 00-bb-c1-67-B3-1C
2. Administration
Wired_MAS
Al Work Centers. @ RLAN_MAB AND
dentityGroup-Name EQUALS Enapoint iaantiy Groups RLAN_rishehan
Interactive Help
©  SEEN_FULL_ACCESS AND
L CERTIFIGATE Subject - o CONTAINS sdn-natwork-infra-iwan
EndPoints EndPointPolicy EQUALS Cisca-Device:Cisco-Switch:CATSK_EN
©  SEEN_UMITEDACCESS  AND Wired_MAB
tion_Passed
5-Endl tPolicy EQUALS Cisca-Device
©  seen_owoR AND Wired_MAS
Netwark_Access_Authentication_Passed
IdentityGrouo-Name EQUALS Endpoint identity Grougs:Printer
@  panter-hyara AND

(] ASR_MAB

Procedure 3. Onboard supplicant-based extended node

Connect the new device to one of the Policy extended nodes onboarded with single link connection. PnP

AND

Wireless_MAB

1 RadiusUsar-Name EQUALS 74:70:FD:1D:AEGE

Wireless_MAB

1 Radius-User-Name EQUALS RLAN

Device Authorization is enabled in this example.

Step 1.
Actions > Authorize.

Note:

Catalyst Center

> Network Plug and Play Overview

Device Status L
Devices (1) Focus: Default
ed Actions A Add Devices
a Ll ame Serial Number Proguct ID
® ' & 2970GNS  JAD23ZI0GNE  C9200-24P
Delete
Authorize

Step 2.

Step 1 is required only if the PNP Device Authorization is enabled.

/ Plug and Play

Last Contact State

Apr 24, 2024 10:41:22 AM Pending Autharization

Monitor Show Task Status from the fabric site.
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Onboarding Progress 1P Agaress MAC Address (] source (D)

£ Initialized 110.4.60.8 - Hetwork

Apr 24, 2024

Hits.

Actions

e

™

Monitor from the Plug and Play window. When the device status is Pending Authorization, click

12:33:33 AM

4
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el Catalyst Center Provision / SD-Access

Fabric Sites / Cisco-buidling-24

Cisco-buidling-24 View Site Hierarchy ~ Site Actions A
Fabric Infrastructure Layer 3 Virtual Networks Lay Configure Multicast 2ways Wireless SSIDs Authentication Template Port Assignment =
Delete Fabric Site Take a Tour T, Export

Edit Fabric Zone

Show Task Status Collapse All Custom Focus Nov 13, 2

>

v

Onboarding is finished, and the device is added to the fabric.

24
Cisco-buidling-24 View Site Hierarchy
Fabrlc Infrastructure  Layer 3 Virtual Networks  Layer 2 Virtual Networks  Anycast Gateways  Wireless SSIDs  Authentication Template  Port Assignment u =
For Embedded Wireless, in order to configure the changes dane in Wireless settings in Network Settings page, please open the Device configuration page and click 'Configure’ to complete steps of the workflow. Deploy the Fabric configuration after the workflow steps are done.
Take a Tour Export
(OO e D
>
¥
P
Cid
pi
e
mE — _7_7-‘”5
;n‘a"" G a,—f' =
|=

Note: In the onboarding, the new SBEN device is connected to another SBEN device. This is called a Daisy
Chain.

Onboard clients

Besides AP and extended nodes, Port Assignment can also specify and configure physical ports for server
device which requires trunk port and access ports for endpoint. Below example shows configuring several
individual ports for Connected Device Type as User Devices and Endpoints and Trunking Device.

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the

table view icon in the top right, click the Cisco-building-24 text link, click the Port Assignment
tab, check the physical ports check boxes then click Configure.
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Catalyst Center

Fat isco-buidiing-24

Cisco-buidling-24

View Site Hierarchy  Site Actlons

Fabric Infrastructure Layer 3 Virual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment

Ports (44)

3 port(s) selected from 1 devica(s) ) Configure « Mors Actions

pevice tame Wame Description Data VLAN —
SN-FOC2527L9RG TenGigabittnemet1/0/1 i )
SN-FOC2527L9RG Tenc ) )

[w] SN-FOC2527L9RG HundredGIge1/1/1 - .

[m] SN-FOC2527L9RG HundredGIgE1/1/2 -- -

[w] SN-FOC2527L9RG TenGigabitEthernet]/0/2 - .

0 sN-FOC2527L9RG TenGigabitEtnemet /0/3 - -
[] SN-FOC2527L9RG TenGigabitEthernat1/0/4 o o
[ ] SN-FOC2527L9RG TenGigabitEthernat1/0/5 o o
[] SN-FOC2527L9RG TenGigabitEthernat1/0/6 o o
O SN-FOC2Z527L9RG TenGigabitEthemet1 /0/7

5 Record(s)

Step 2. Configure the needed information then click Update.

Catalyst Center

Configure Port Assignments

Show Ports

annectea Device Type

D) Access Point

Supplicant-Based Extended Nade

Trunking

10 User Devices and Endpoints

VLAN Name (Data)

Security Group
Security groups are only supportad on No Auth proflle

VLAN Name (Voice)

Cancel

Fabric Sites / Clsco-buiding-24

Cisco-buidling-24

View Site Hierarchy  Site Actions

Fabric Infrastructure  Layer 3 Virtusl Networks  Layer 2 Virual Networks  AnycastGateways  Wireless SSIDs  Authentication Template  Port Assignment

Ports (44)

3 port(s) selected from 1 device(s) Configure + More Actions

Device Name Interface Name. Description Data VLAN Volee VLAN

SN-FOC2527L9RG

TenGigabitEthernat1/0f

abitEthermnet1/0/11

SN-FOC2527L9RG
SN-FOC2527L9RG HundredGige1/1/1
SN-FOC2527L9RG HundredGIgE1/1/2
SN-FOC2527L9RG TenGigabltEthernet1/0/2

SN-FOC2527L9RG TenGigabitEthernet1/0/3

@  SN-FOC2527L9RG TenGigabitEthemet] /0/4 = =
B  SN-FOC2527LSRG TenGlgabltEthemet1/0/5 — =
@  SN-FOC2527L9RG TenGigaitEthernet1/0/6 = =
. SN-FOC2527L9RG TenGigabitEthermet1/0/7 -

5 Recora(s)

Step 3.

Configure Port Assignments

Show Parts

Goanectad Device Type

Access Point

Supplicant-Based Extended Node

Trunking Device

O User Devices and Endpoints
VLAN Name (Data)

4_1_64_0-VN_EMP @

Group

Developers

wcurlty groups are anly supparted on Na Auth profile

VLAN Name (

User

Deploy All is marked with a dot to indicate there are some changes that need to be provisioned.

Physical ports that have the pending changes are also marked with a dot.
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alialn
ciseo

Catalyst Center

ric Sites | Clsco-buidiing-24

Cisco-buidling-24

Fabric Infrastructure

Ports (44)

0 portfs) selected from 0 device(s)
Device Name
SN-FOC2527L9RG
SN-FOC2527L9RG
SN-FOC2527L9RG
SN-FOC2527L9RG
SN-FOGZ527L9RG
SN-FOG2527L9RG
SN-FOC2527L9RG
SN-FOC2527L9RG
SN-FOC2527L9RG

SN-FOC2527L9RG

ecarals)

Step 4.

Catalyst Center

View Site Hierarchy

Layer 3 Virtual Networks

Site Actions

Layer 2 Virtual Netwarks

Deploy All +

HundredGIge1/1/1

HundredGige1/1/2

TenGigabitEthernet1 /0/2

TenGigabltEthernet1/0/3

Mare Actions

ycast Gatewsys  Wireless SSIDs

Description

TenGigabitEthernet1 /0/

TenGigabitEthernet1 /s

TenGigabltEthernet1/0/

User

User

TenGiga

ion | SD-Access

Authentication Templata

Data VLAN Voice VLAN

4_1_64_D-VN_EMP -

4_1_64_D-VN_EMP -

4_1_64_0-VN_EMP .

Provision |/ SD-Access

Port Assignment

magley

As of: Ape 23, ‘
Authentication Templte Connected Device Type Stats MAC Agaress Securty Gro
Closed Authentication DOWN 74:8d:98:30:8¢:89
Closed Authentication DOWN 74:ad:98:30:Bc aa
= Closed Authentication DOWN :ad:98:30:8¢:82
Closed Authentication DOWN 74:ad:98:30:8c:83
None User Devices and Endpoints DOWN 74:00:96:30:6¢:84  Developer.
None User Devices and Endpoints DOWN 74:00:96:30:6c85  Developer:
None User Devices and Endpoints DOWN 74:ad:98:30:8c .86 Déveloper:
Closed Auth - DOWN 74:00:98:30:6¢87 -~
Closed Auth DOWN 74:a:98:30:8¢:88
= Closed Authentication - DOWN 74:00:98:30:8¢89 -~
Show Records: 10 v 1-5 o

Continue to configure other ports as Trunking Device then click Update.

Fabric

es | Clsco-Duidiing-24

Cisco-buidling-24

Fabric Infrastructure

Ports (44)

2 pont(s) selec

d from 1 device(s)

Device N

SN-FOG2527L9RG
SN-FOC2527L9RG
SN-FOC2527L9RG
SN-FOC2527L9RG
SN-FOC2527L9RG
SN-FOC2527L9RG
SN-FOG2527L9RG
SN-FOC2527L9RG
SN-FOG2527L9RG
SN-FOC2527L9RG
SN-FOG2527L9RG

5 Record

Step 5.

w Site Hierarchy

Layer 3 Virtual Networks

Configure

Site Actions

Layer 2 Virtual Netwerks

Deploy All = More Actior

Intertace Name

thernet1/0/11

HundredGIgE1/1/1

HundredGIgE1/1/2

TenGigabitEthamet1/0/2

TenGigabitEthamet1/0/3

TenGlgabltEthernet1 /0/4

TenGigabitEthemet1/0/5

TenGlgabltEthernet 1 /0/6 =

TenGigabitEtharnet1/0/7

TenGigabitEtharnet/0/8

TenGigabitEthernet1/0/9

Anycast Gateways  Wireless SSIDs

Descriptian

User

User

User
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Authentication Template Port Assignment

Data VLAN Veice VLAN

4_1_64_0-VN_EMP --
4_1_64_0-VN_EMP -

4_1_64_0-VN_EMP --

Click Deploy All to deploy the changes to the device.

Configure Port Assignments

Show Ports

Connected Device Type

Access Point

Supplicant-Based nded Node
© Trunking Device

User Devices and Endpoints

Server
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- Catalyst Center

o5 | Cisco-buiding-24
Cisco-buidling-24

Fabric Infrastructure Layer 3 Virtual Networks

Ports (44)

Layer 2 Vinual Networks

View Site Hierarchy  Site Actions

Anycast Gateways Wireless SSIDs

© port(s) selected from 0 device(s) Deploy All + Mare Actions ™

Device Name Interface Hame Description
( SN-FOC2527L9RG HundredGIge1/1/1
0 SN-FOG2527L9RG HundredGigE1/1/2
( SN-FOG2527L9RG TenGigabitEthernet1/0/2
C SN-FOC2527L9RG TenGigabitEtheret1 /0/3
0 SN-FOG2527L9RG TenGigabitEthernet1/0/4 = User
( SN-FOG2527L9RG TenGigabliEthernet1 /0/5 » user
0 SN-FOC2527L9RG TenGigabitEthernet1 /0/6 User
i SN-FOG2527L9RG TenGigabitEthernet1/0/7 » Server
O SN-FOC2527L9RG TenGigabitEthernet1/0/8 = Server

( SN-FOC2527L9RG

Step 6.

TenGigabitEthernet1/0/9

Authentication Template

Provision / SD-Access

Data VLAN

4_1_64_0-VN_EMP

4_1_64_0-VN_EMP

4_1_64_0-VN_EMP

Review the client information on the device.

Port Assignment

Volce VLAN

Authentication Template

= Closed Authentication

= Glosed Authentication

= Closed Authentication

Closed Authentication

Hane

Hone

Nane

= Closed Authentication

Connected Device Type

User Devices and Endpoints

User Devices and Endpoints

User Devices and Endpoints

Trunking Device

Trunking Device

Status.

DOWN

DOWN

DOWN

DOWN

DOWN

DOWN

DOWN

DOWN

DOWN

DOWN

9 maglev

As of: Apr 29, 2024 718 PM £

MAG Address

74:30:98:30:8¢:38

74:ad:98:30:Bc:8

74:ad:98:30:8¢:82

74:20:98:30:86:83

74:ad:98:30:8¢:84

74:a0:98:30:8:85

74:ad:98:30:8¢:86

74:00:98:30:8¢:87

74:ad:98:30:Bc:88

74:ad:98:30:8¢:89

The host is connected to an edge node or a PEN node. Use the command show access-session

interface xx detail if it is onboarded with authentication.

Interface:

IIF-ID:

MAC Address:

IPve Address:

IPv4 Address:
User-MName:
Device-type:
Device-name:

VRF:

Status:

Domain:

Oper host mode:
Oper control dir:
Session timeout:
Acct update timeout:
Common Session ID:
Acct Session ID:
Handle:

Current Policy:

Local Policies:
Server Policies:

Vlan Group:
SGT Value:

Method status list:
Method
dotlx

GigabitEthernetl/e/17
@x1475166D
T6b3.c249.010@
Unknown

4.1.64.18@

common

Un-Classified Device
Unknown Device
VN_EMP

Authorized

DATA

multi-auth

both

NSA

1728005 (local), Remaining: 1517@4s

@7eee46E0R005DETD104EAZB

éxeeeesdla
@x97eeedzb

PMAP_DefaultWiredDot1xClosedAuth_1X_MAB

Vlan:
[

1827

State
Authec Success

Wireless clients need to be checked on the wireless controller. Use the command show wireless

client summary.
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katar-faniu-ewlc#show wireless client summ
Number of Clients: 1

MAC Address AP Name Type ID State Protocol Method Role

782b.469b.4290 APT@7D.BIB4.85A6 1lac Dotlx Local

Number of Excluded Clients: @

Also use the command show wireless client mac-address xx detail to review the details.

Figure 48. This example output is truncated (too much information)

katar-faniu-ewlc#show wireless client mac-address 782b.469b.4298 detail

Client MAC Address : 782b.469b.4298

Client MAC Type : Universally Administered Address

Client DUID: NA

Client IPv4 Address : 6.1.64.12

Client IPv6 Addresses : fTeB@::26B8a:bbea:b@4c:6bd2
3020::1756:9007:8e46: bead

Client Username : lily

AP MAC Address : 6cb2.aedc.194@

AP Name: AP7@7D.B9B4.B5A6

AP slot : 1

Client State : Associated

Policy Profile : ASR-ENTERP_Global_F_eec@5e51
Flex Profile : default-flex—profile
Wireless LAN Id: 17

WLAN Profile Name: ASR-ENTERP_Global_F_eec@5e51
Wireless LAN Network Name (SSID): ASR-ENTERPRISE
BSSID : 6cb2.aedc.194e

Connected For : 39 seconds

Protocol : 8@2.1lac

Channel : 184

Client IIF=ID : @xal@@eeel

Association Id : 1

Authentication Algorithm : Open System

Idle state timeout : N/A

Re-Authentication Timeout : 86400 sec (Remaining time: B6362 sec)

Modify fabric features

Certain fabric operations, such as enabling new fabric features in the anycast gateway and fabric borders,
changing site-level authentication template, adding an anycast gateway to fabric site, performing port
assignment, modifying or adding a fabric SSID, and so on are allowed in the Cisco SD-Access workflows. The
non-changeable features and attributes are normally grayed out in the GUI. For example, these operations are
not allowed:

« Change fabric role:

Changing fabric role on a device requires deleting this device from fabric first, then adding back with the
new role.

e Change Cisco SD-Access type:

If a fabric site is configured as LISP Pub/Sub or LISP/BGP, changing it to LISP/BGP or LISP Pub/Sub is
not supported. Tear down the fabric site and rebuild the fabric.

« Move a fabric device to a different site:

If a device is provisioned to a site, it is not allowed to change it to a different site. Delete the device from
fabric site and Inventory, then re-add or rediscover it and provision it to the new site.

« Configure VN anchoring:
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It is not allowed to anchor a VN that is in use. Delete all the anycast gateways, de-associate the VN from
fabric zone and then configure it as an anchor VN.

« Disable fabric zone:

If the fabric zone has active edge devices and anycast gateways associated, it is not allowed to disable
fabric zone. Delete all the edges from the zone, remove multicast if any, delete anycast gateway, then
disable fabric zone.

The processes in this section demonstrate changing an anycast gateway and allowed site-level authentication.

Update anycast gateway

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, click the Cisco-building-24 text link, click the Anycast
Gateways tab and check the check boxes for several pools.

Step 2. Choose More Actions > Edit Anycast Gateways.

= bl T Q560 0

= ‘dili Catalyst Center * Q o @ 4
Fabric Sites  Virtual Networks ~ Transits H
Fabric Site: £h Gisco-buldling-24

Expart
2 selected 7) Create Anycast Gateways Mare Actions As of: Apr 28, 2024 11:48 PM
B AncastGamways - Assoclawd Vi Eqit Anycast Gateways LaN 1o Associated Layar 3 Virtusl Network Fabric Enableg Wirsless Layer 2 Flooding Critcal VLAN 1P-Directed Broadcast TGP MSS Adiustmant Sacurity Group
B8 10.aaz00 110_4_120  Edit Fabric Z INFRA_VN -- -- -- - 0
Delete Anycast Gateways
110.4.60.1 110_4_60_ INFRA_VN
2.1.0.1 4_1_0_0-VN_Guest 1028 VN_Guest -- 0
411281 4_1_128_0-Anchor_VN 1030 Anchor_VN
411921 CRITICAL_VLAN 2400 Anchor_VN o
411931 VOICE_VLAN 2046 Anchor_VN o
4.1.64.
a1 - P 1027 ¢ -- -
] 2060:0:0:2081::1 _1_64_0-VN_EMI 0z VN_EMP o
o haw Records: 1 )

INFRA_VN has an AP pool and an extended node pool, only TCP MSS Adjustment can be changed.
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= iyl Catalyst Center Create Anycast Gateways * Q o @ & 8 magiev v

Configuration Attributes

Each Layer 3 Virtual Network can be assigned one or more Anycast Gateways. An
Anycast Gateway has an assaciated VLAN and Layer 2 Virtual Network. Each of
these has multiple configuration parameters and attributes

Layer 3 Virtual Network Details

Search

Layer 3 Vinual Network:  INFRA_VN
vER
£ .../Milpi....o-buldling-24
INFRA_VN [ -]
VN_EMP [-]
(] TCP MSS Adjustment
VL.

Tech tip: The extended node pool can be changed to an SBEN pool as demonstrated in the Procedure 3:
Onboard supplicant-based extended node section.

For the customer VN, VLAN Name, VLAN ID, Critical VLAN cannot be changed.

= iy Catalyst Center Create Anycast Gateways

Configuration Attributes

Each Layer 3 Virtual Network can be assigned one or more Anycast Gateways. An
Anycast Gateway has an associated VLAN and Layer 2 Virtual Network. Each of
these has multiple configuration parameters and attributes

Layer 3 Virtual Network Details

Layer 3 Virtual Network:  VN_EMP

&) --/Milpl...o-buldiing-24

INFRAVN o
| UN_EMP °
P-Directed Broadcast J——
N
LA e . Ty
©Q Data e ecurity o
! T
B Fabric-Enavied Wireless @ Layer 2 Fiooding (0 () Mullile IP-10-MAC Addresses (Wireless Bridged-Network Virual Machine]

e oo “

Change site-level authentication

Site-level authentication can be changed directly. The new authentication template configuration will be pushed
to all Catalyst Center managed access ports that do not have port assignment configurations.

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, click the Cisco-building-24 text link then click the
Authentication Template tab.
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Step 2. Choose a new Authentication Template then click Deploy.

*  Catalyst Center Provision [/ SD-Access

Cisco-buidling-24

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment

Select Authentication Template

The settings are applied to all Edge Nodes and Extended Nodes access ports unless they are overridden by & static port assignment.

©  Closed Authentication Edit

Open Authentication Edit

Low Impact

Note: If an SBEN pool is configured, changing Authentication Template from Closed Authentication to
another Authentication Template or Enable BPDU Guard is not allowed. Delete all the SBEN nodes, disable the
SBEN pool and then change Authentication Template and BPDU Guard settings.

Use banner support

Catalyst Center also provides banner support to help apply day-n changes on the site level. These day-n
operations include:

o Migrate IPV4 address pool to IPV4 and IPV6 dual stack pool
« Update DHCH server and DNS IP address

« Add new line card or stack member

Migrate IPV4 address pool to dual stack pool
This example process demonstrates migrating the IPV4 client pool Building-24-Emp to a dual stack pool in
Cisco-building-24.

Step 1. From the top-left corner, click the menu icon and choose Design > Networking Setting then
click the IP Address Pools tab.

Step 2. Switch from Global to Cisco-buidling-24. Check the Building 24-Emp check box then choose
More Actions > Edit.
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Catalyst Center Design |/ Network Settings

w
&
%

ve: Device Credentials IP Address Pools Wireless Telemetry Security and Trust

Catalyst Genter supports IPva and IPv6 dual-stack IP addre

Search Help

) swnettyon [ ve  oval-Steck
Global
Australia
IP Address Pools (10) Take a Tour
Detrait
Florida 1 Selected Reserve IP Pool More Actions As of: Apr 28, 2024 11:08 PM
Ford
= Hame « Eait 1Pya Subnet IPvd Used () Pv6 Subnet IPv6 Used Inherited from Actions
Fremont
Milpitas Ral
isco-buidiing-24 0 Buidiing-24-Critical-Vocie 41.193.0/24 100% - - -

£ Cisco-building-23

o — O  Building-24-AP 110.4.120.0/24 00% - - -
3% Sunnyvale (@) Bullding-24-Anchor Generic 4.1.128.0/18 00% - - -
Test
(@] Building-24-Critical Generic 4.1.192.0/24 100% - - -
(@] Bullding-24-EN Generic 110.4.60.0/24 00%
@ suiging-24-Emp Generic 4.1.64.0/18 100% @ - - =
(0 Bullding-24-Guest Generic 41.0.0/18 100% - - -
(@] Building-24-L3 Generic 110.4.100.0/24 %
(J  Buiding-2a-Lan LAN 110.4.0.0/24 8% - - -
O Buiding-24-RP Generic 110.4.224.0/24 100% - - -

Step 3. Check the IPV6 check box and enter the required information in the Global Pool, Prefix Length,
IPv6 subnet, and Gateway fields then click Save.

Catalyst Center Design / Network Settings
Device Credentials ~ IP Address Pools ~ Wireless  Telemetry  Security and Trust "
Edit IP Pool
Dual-Stack
Find Hierarchy Catalyst Center supports IPv4 and IPv6 dual-stack IP address pools
Search Help P Address Pool Name*
sunectype [ e Duai-stac Bullding-24-Emp
Globa
Australia
IP Address Pools (10)
Detroit
Florida 1Selected  Reserve IP Pool  More Actions
18 Aduress Space
Ford
@ Heme - Type 1Pud Subnet
Fremont
Milphas
o-buldling-24 ) Buldiing-24-Gritical-Vocle  Generic 4.1.193.0/24 Land
ool Poal
0-bullding-23 B 2060::/48 (Cisca-Clients-V6)
e () Bullding-24-AR Generic 110.4.120.0/2.
ENaae Bullding-24-Anchor Generic 4.1.128.0/18 Preflx length / Number of IP Addresses
Test Pt Suenat © Prefix length Number of IP Addresses
Bullding-24-Gritical Generle £1.192.0/24 Prefix length”
164 -
Bullding-2a-EN Generic 110.4.60.0/24 |  Gateway
416
1Pu6 Subket
-24-Em DHCP Serverls
©@  Bulding-24-Emp Generle 4.1.64.018 2060:0:0:2061
101021
For Example - 2001-db8: 1234
() Bullding-24-Guest Generic 4.1.0.018
Gateway
Bullding-24-13 Generle 110.4.100.0/24 NS Server(s) 2060-0:0:2061 1
O Bullding-24-Lan LAN 110.4.0.0/24
DHCP Server(s
() Bullding-24-RP Generic 110.4.224.0/24

Step 4. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, click the Cisco-building-24 text link then click the Fabric
Infrastructure tab.
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Figure 49. Reconfigure Fabric banner displays

i Catalyst Center Provision / SD-Access

5co

185 | Cisco-builing-24

Cisco-buidling=24  view sie Hierarchy ~ Site Actions

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Auth

A\ ©One (1) Warning Alert and One (1) Information Alert on this page. Collapse 1o hide.

rning Alert

Take & Tour Export

Collapse AN Custom Focus Apr 28, 2024 1147 PM

B

Cancel

Step 5. Click Reconfigure Fabric in the banner then click Deploy.

Note:
1. When the Reconfigure Fabric banner displays, all fabric operations in this site are blocked.

2. If there is a fabric zone and the IP address pool is used in the zone, the banner appears in both the site and
the zone.

Step 6. Click the Anycast Gateway tab. The pool is converted to a dual stack pool.

i Catalyst Center Provision /| SD-Access

Fabric | Ciseo-buidling-24

Cisco-buidling-24 View Site Hierarchy  Site Actions

Fabric Infrastructure  Layer 3 Virtual Networks  Layer 2 Virtual Networks  Anycast Gateways  Wireless SSIDs  Authentication Template  Port Assignment
Ty Export {5}
0 selected 7) Create Anycast Gateways More Actions As of: Ap 4PN
Anycast Gateways = Assaciated VLAN Name Associated VLAN 1D Assoclated Layer 3 Virtual Network Fabric Enabied Wireless Layer 2 Flooding Critical VLAN 1P-Directed Broadcast TGP MSS Adjustment Securlty Group
0 110.4.120.1 110_4_120_0-INFRA_VN 1021 INFRA_VN - - - - 0
110.4.60.1 110_4_60_0-INFRA_VN 1022 INFRA_VN o
2100 4_1_0_0-VN_Guest 1028 VN_Guest - o
0 4.1.128.1 4_1_128_0-Anchor_VN 1030 Anchor_VN - - e ]
4.1.192.1 CRITICAL_VLAN 2400 Anchor_VN 0
O 4.1.193.1 VOICE_VLAN 2046 ANChor_VN - - - o
4.1.84.1 4_1_64_0-VN_EMP 1027 VN_EMP == - [
2060:0:0:2061::1 S -
7 Recoro Show Recards: 10 o
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Update DHCP or DNS server in an IP address pool
Updating DHCP or DNS in an IP address pool uses the same reconfigure banner.

Step 1. From the top-left corner, click the menu icon and choose Design > Networking Setting, then

click the IP Address Pools tab.

Step 2. Switch from Global to Cisco-buidling-24. Check the Building 24-Emp check box, choose

More Actions > Edit, associate DHCP Server(s) then click Save.

= il Catalyst Center

Design | Network Settings O magley v

Servers Device Credentials

7, Fina Hierarchy

IP Address Pools Wireless Telemetry

Gatalyst Genter suppons IPvd and IPv6 dual-stack IP address poals.

sootType [ Pve  pusi-stack

Security and Trust

Edit IP Pool

Dual-Stack

P Address Pool Name®
Global
Bullding-24-Emp
Australia
IP Address Pools (10)
Datroit
Florida 15elected  Reserve IP Pool  More Actions
Ford
R Tvoe IPva Subnet P Address Space
Fremant
@ iPve
Milpitas
I Cisco-buidling-24 () Buidiing-24-Critical-Vocle  Generic 4.1.193.0/24
Floor- 1Pva 1Pv6
= ) Building-24-AP Generic 110.4.120.0/2
Floor-2
TR 0 Building-24-Anchor Generic 4.1.128.0118
- Buliding-24-Critical Generic 4.1.192.0/24 Pl B 1PvH Subnat
- Building-24-EN Generic 110.4.50.0/24
eway
Bullding-24-Emp Generic 4.1.64.0/18 1.64
HCP Server
Bullding-24-Guest Generic 4.1.0.018 110.10.2.1 o
Building-24-L3 Generic 110.4.100.0/2
B NS s) ¥ DNS Server(s|
0 Building-24-Lan LAN 110.4.0.0/24
Building-24-RP Generic 110.4.224.0/24

8 SLAAG Support

Gancel “

From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the

table view icon in the top left, click the Cisco-building-24 text link then click the Fabric
Infrastructure tab.

Step 3.

Figure 50. Reconfigure Fabric banner displays

Provision |/ SD-Access

Cisco-buidiing-24

Cisco-buidling-24 View Site Hierarchy  Site Actions

Fabric Infrastructure  Layer 3 Virual Networks  Layer 2 Vinual Networks  Anycast Gateways  Wireless SSIDs  Authentication Template  Port Assignment =
A ©One (1) Warning Alert ang One (1) Information Alert on this page. Collapse 1o hide
s One (1) Warning Alert
v fied t " Faby 1 pdate 1 The time i adat o !
Embes e 1 pes ! e pge, o f 36 and ci 1o complete stes of I : " " dor
Take a Tour Export

Q) olispse A¥  Custom Focus Apr 29, 2024 1117 PM

Cancel
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Step 4. Click Reconfigure Fabric in the banner then click Deploy.

Add a new line card to the fabric edges

After adding a new line card or new stack member to a fabric edge device or extended nodes, the new line
card or stack member does not have the site-level authentication template applied to access ports (If the site-
level authentication template setting is anything except None). As shown in Figure 48, apply the banner to
configure the authentication template to all the access ports in the new line card or the new stack member.

Figure 51. Catalyst Center displays a banner to apply the authentication template

il Catalyst Center Provision / SD-Access * Q @ @ AW | Q amn

cisco
Fabric Sites | SAN JOSE

SAN JOSE  View Site Hierarchy  Site Actions v

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs A\ Authentication Template Port Assignment

A One or more stack members or linecards have been added to existing switches. The Site Authentication Template must be configured on these new stack members/linecards. Apply Fix? X

Select Authentication Template (D

The settings are applied to all Edge Nodes and Extended Nodes access ports unless they are overridden by a static port assignment.
(-] Closed Authentication Edit
Open Authentication Edit
Low Impact Edit

None

BPDU GUARD

Deploy

Note: This banner does not block fabric operation.

Use the migration banner in an upgraded cluster
After upgrading a cluster to a new release, there might be new mandatory changes such as critical fixes,
behavior changes, and so forth in a Cisco SD-Access network.

Catalyst Center provides a migration banner to apply the changes. It is recommended to apply the changes at
the earliest time and in a maintenance window activity.

Starting from 2.3.7.6, applying migration banner is mandatory and network admin has 180 days to apply the
banner. All fabric operations will be blocked if the 180 days’ time is expired.

As shown in Figure 49, from the table view of the Fabric Sites tab, a banner informs that there are mandatory
updates and that for each of the fabric sites, the Outstanding Updates and Update Grace Period, information
is added.
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Figure 52. Cisco-building-23 has mandatory changes that need applying within 89 days before fabric operations are
blocked.

A Mandatory updates are available for one or more Fabric Sites. To maintain the ability to modify Fabric Site configurations, these updates must be applied within the designated grace period. If a Fabric Site contains Fabric Zones, then the x
update must be applied to both the Fabric Site and all subordinate Fabric Zones. Review candidate Fabric Sites.

Fabric Sites Virtual Networks Transits

Q Search Table

(@ Create Fabric Site Mere Actions

As of Jul 15,2024 2:31 PM

Fabric Site = Outstanding Updates Update Grace Period Fabric Devices Fabric Zones Fabric Roles GConnected Transits Compliance () Health Score Application Checks (2
O Cisco-buidling-24 No -- 8 1 4 2 © Non-Compliant (5) 100% -
()] Cisco-building-23 Yes & 89 day(s) 3 0 4 1 @ Non-Compliant (1) 100% (]
()] Cisco-building-9 No == 9 1 4 3 @ Non-Compliant (10) 75% o

Step 1.

Step 2.
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To apply the mandatory updates. Click Cisco-building-23 then click OK in the information
window.

a

Warning

Mandatory updates for this Fabric Site are

available. To maintain the ability to modify
Fabric Site configurations, these updates
must be applied within the designated
grace period of 89 day(s).

Click Expand.
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Catalyst Center rovisi S S x OB | Q maglev

| Cisco-building-23

Cisco-building-23 View Site Hierarchy  Site Actions v @

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment I =
A\ ©One (1) Warning Alert and One (1) Information Alert on this p|ge. Expand mlsee details X
Take a Tour & Export

Collapse All  Custom Focus Jul 15, 2024 2:39 PM

<>
<>

@

Step 3. Click Review the updates.

i Catalyst Center i Q. maglev

Fab

/ Cisco-building-23

Cisco-building-23 View Site Hierarchy  Site Actions v O

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment

A One (1) Warning Alert and One (1) Information Alert on this page. Collapse to hide. X

& One (1)\

v

ning Alert

Mangatory updates for this Fabric Site are available. To maintain the ability to modify Fabric Site cenfigurations, these updates must be applied within the designated grace period df 89 day(s). Review the updates.

@ One (1) Information Alert

For Embech in arder please open the ck ‘Configure’ to complete steps of the workflow. Deploy the Fabric configuration after the warkflow steps are done
Take a Tour " Export
Collapse Al Custom Focus Jul 15, 2024 2:39 PM

Step 4. In this fabric site, there is only one update, click Apply All to apply the updates.

Fabric Configuration Updates

1 Ready Updates

A Ready Updates (1)]  Apply Al

Group-B: d Policy Enf Update For i Based Extended Nodes

The configuration standards for Supplicant-Based Extended Nodes have been revised to explicitly disable Group-
Based Pelicy Enfoercement on the uplink interfaces. This modification will improve the reliability of the enboarding
process for these nodes. Apply changes?

Replace a faulty device (RMA workflow)

RMA provides a common workflow to replace routers, switches, and APs. In a fabric deployment, the RMA
workflow is supported in all fabric devices, except:

« Devices with embedded wireless controllers

« Cisco Wireless Controllers

© 2025 Cisco and/or its affiliates. All rights reserved. Page 202 of 268



« Chassis-based Nexus 7700 Series switches
« Switch stacks (SVL stacking)

« Platforms in REP ring
Do these RMA steps on the faulty device through Catalyst Center:

Step 1. Mark the faulty device for replacement.
Step 2.  Start the device replacement.
Step 3. Assign the replacement device.

The faulty device and replacement device must have the same PID and the same module. If the faulty device
has an uplink network module, the replacement device must have the same uplink network module.

The replacement device can be onboarded in two ways:
« The one-touch method adds the replacement device to Inventory through discovery or inventory import.

o The zero-touch method onboards the replacement device through PnP.

During RMA step 1, mark the faulty device for replacement, a temporary DHCP server configuration will be
pushed to one of its neighbor devices, which is managed by Catalyst Center. Interfaces connected to other
neighbors are shut down on these neighbors. The replacement device can do Zero Touch onboarding using
PnP and obtain an IP from this DHCP server.

The DHCP server configuration will be removed, and interfaces will be restored by Catalyst Center automatically
after the RMA process completes.

If a faulty AP or an extended node requires an RMA, there is no need for a temporary DHCP server
configuration. The replacement AP and extended node receives an IP address from the same DHCP server that
is configured for the AP pool and extended node pool. They are then onboarded through the PnP process,
which allows for zero-touch onboarding.

If the replacement device is added through discovery or imported to Inventory directly, make sure its software
version is the same as the faulty device. If it is onboarded through PnP and the faulty device is running a golden
image, Catalyst Center upgrades the replacement device to the golden image using SWIM.

This section is focused on the RMA procedure using zero touch. RMA of a fabric edge device, and RMA of
colocated border and control plane device are demonstrated with the topology shown in figure 53. The fabric
AP RMA procedure is the same as a nonfabric AP RMA, see the Wireless Automation with Cisco Catalyst

Center (CVD) guide.
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RMA a fabric edge with replacement device zero touch onboarding

Figure 53. The faulty fabric edge (Switch-110-4-0-9) is connected to an intermediate switch (Switch-110-4-0-3) in
the uplink and to an AP and a policy extended node in the downlink.

EX

%
©

=
-+

-
-

©)

Step 1. From the top-left corner, click the menu icon and choose Provision > Inventory, click the list

view icon in the top right.

Step 2. Change Focus to Device Replacement.

Step 3. Check the Switch-110-4-0-9 check box then choose Actions > Device Replacement > Mark

for Replacement.

Devices (10) ocus: Device Replacement

Q  Glick here filte ecently applied filters
1 Selected Tag () Add Device Actions ~ G
[-] Tags Device Name = nventory >l Number
nage >
o o Comman_A § 22212080

0o o Common_8 e 7 j2221L0vN

Device Replacement >

(@] ¢ Common-L2 Switch Refresh 5
< Mark for
Compliance P
0O < SN-FOC2527L9RG
Repl
o o SN-JAD23230GNE 110.4.60.8 JAD
o o SN-JAE24222248 110.4.60.6 JAE24222248
o ¢ Switch-110-4-0-3 110.4.0.3 FCW2109FOHS
(o] //' Switch-110-4-0-8 110.4.0.8 FOC2402X1BQ
® o Switch-110-4-0-9 110.4.0.9 FOC2402U1F9
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Replacement Serial Number

NA

NA

Replacement

NA

NA

NA

NA

Wireless Controllers

Replace Status

Access Points  Sensors

Device Family

Switches and Hubs
(WLC Capable)

Switches and Hubs
(WLC Capable)

Switches and Hubs
(WLC Capable)

Switches and Hubs
(WLC Capable)

Switches and Hubs

Switches and Hubs

Switches and Hubs

Switches and Hubs
(WLC Capable)

Switches and Hubs
(WLC Capable)

Platform

€9300-48U

€9300-48U

€9500-24Q

CI300X-24HX

€9200-24P

C9200L-48PL-4G

WS-C3850-24XS-3

€9300-24P

€9300-24P

Reachabilty (D

@ Reachable

® Reachable

® Reachable

@ Unreachable

® Reachable

@ Reachable

® Reachable

@ Reachable

@ Unreachable

Take a tour & Export  §

Site
.IMilpitas/Cisco-buidling-
.MMilpitas/Cisco-buidling-
.. IMilpitas/Cisco-buidling-:

.. MMilpitas/Ciseo-buidling-:

../Milpitas/Cisco-buidling-:
IMilpitas/Cisco-buidling -

IMilpitas/Cisco-buidling-:

IMilpitas/Cisco-buidling-:

..IMilpitas/Cisco-buidling-:
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Note:
1. If the faulty device is an extended node, AP, or nonfabric device, network readiness is skipped and the
Replace status changes to Ready For Replacement.

2. If a neighbor device is another fabric edge, and the faulty device is not an extended node nor AP, in addition
to adding the DHCP server configuration, Catalyst Center also removes PnP VLAN from the neighbor device
(PnP VLAN configures when an extended node pool is active and used for extended node onboarding).

3. Starting from Catalyst Center 2.3.7.9, to mark the faulty device for replacement, the faulty device must be
Unreachble.

Network readiness is triggered after the Mark for Replacement operation completes. The DHCP server
configuration is pushed to a neighbor device. When the configuration is successful, the Replace Status
changes from NA to Ready For Replacement.

Catalyst Center

buidling-24 » Routers  Switches  Wireless Controllers  Access Points  Sensors 82 H %o

Devices (10)

Devi a \ ake a T p &
K ITEMS evice Replacsment Take a tour oy Export &

or advanced filters or view rec

Q Cickhereto

ed Tag (3 Add Device Actions v

() Tags  Oevice Name ~ 1P Address Serial Number Replacement Serial Number Replace Status Device Family pratform Reachabilty (D Site

0 Common_8 110.4.0.63 FCW2221LO0VN  NA NA €8300-48U © Reachable ...IMilpitas/
g8
0 Common-L2 110.4.0.18 FCW2204A3J3  NA NA €8500-24Q © Reachable ...IMilpitas/
I
e Pr M SN-FOC2527L9RG 110.4.60.5 FOC2527L8RG  NA NA €8300X-24HX © Reachable ...IMilpitas/
Jair
0 SN-JAD23230GN8 110.4.60.8 JAD23230GNB  NA NA Swilches and Hubs  C9200-24P © Reachable .IMilpitas/
@] SN-JAE24222248 110.4.60.6 JAE24222248 NA NA Switches and Hubs CO200L-48PL-4G @ Reachable IMilpitas/
0 , Switch-110-4-0-3 110.4.0.3 FCW2108FOHS  NA NA Switches and Hubs ~ WS-C3850-24XS-S @ Reachable ...IMilpitas/
. nd Hubs
0 ) Switch-110-4-0-8 110.4.0.8 FOC2402X1BQ  NA NA °e 9 "I v €9300-24P © Reachable ..IMilpitas|
apable)
. nd Hubs
0 g, Switch-110-4-0-9 110.4.0.9 FOC2402U1F9 NA © Ready For Replacement A 9 "I v €9300-24P © Reachable ..IMilpitas|
apable)

Step 4. Click Ready For Replacement. A message displays explaining that the DHCP configuration is

pushed to the neighbor 110.4.0.3.

Provision | Inventory

A\ To provision subscriptions on devices that have not been

=) Switch-110-4-0-9(110.4.0.9)
A\ Some devices may have design or pravision conflcts. Please go ta Provision -> Inventory a :

; 3 Run Commands View 360 | Last updated: 4 how tes ago Refres
i Cisco-buidling-24

Details  Replace Status

[ —— Devices (10)  fc Device Replacemen

- ® READY FOR REPLACEMENT
i Q

D Add Device  Actions v eployments. BHCP pool has boen successfully configured in the neighbour device (110.4.0.3)

Tags Device Name = 1 Adare}
1 replacement

AP380E.4DBF.212C 110.4

on_A 110.4

Common_B 1104
110

SN-FOC2527LORE 1104

SN-JAD23230GNE 10.4

SN-JAE24222248 1104,

Step 5. Review console output from the neighbor device.
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Fi

ure 54. Switch-110-4-0-3 DHCP server configuration is pushed

Switch-110-4-0-3#

004386: *Aug 21:
004387: *Aug 21:
004388: *Aug 21:
004389: *Aug 21:
004390: *Aug 21:
004391: *Aug Sy
004392: *Aug 21:
004393: *Aug 21z
004394: *Aug 21:
©04395;: *Aug 21:
004396: *Aug 21:
004397: *Aug 21:
004398: *Aug 21:

[user: solution] [Source: 120.1.1.1] [localport: 22] at 21:59:4@ UTC Thu Aug 15 2024
logged command: !exec: enable

logged command:ip dhcp excluded-address 110.4.9.1 110.4.0.14
logged command:ip dhcp excluded-address 110.4.0.16 110.4.0.255
logged command:ip dhcp pool TenGigabitEthernet1/@/5

logged command:network 110.4.0.@ 255.255.255.0

logged command:option 43 ascii 5A1D;B2;K4;I1120.1.1.1;180;
logged command:default-router 110.4.0.14

logged command:class ciscopnp

logged command:address range 110.4.0.1 110.4.8,254

logged command:ip dhcp class ciscopnp

logged command:option 68 “ciscopnp

logged command:exit

i %SEC_LOGIN-5-LOGIN_SUCCESS:
%PARSER-5-CFGLOG_LOGGEDCMD:
%PARSER-5-CFGLOG_LOGGEDCMD:

-CFGLOG_LOGGEDCMD:
-CFGLOG_LOGGEDCMD
-CFGLOG_LOGGEDCMD
CFGLOG_LOGGEDCMD
CFGLOG_LOGGEDCMD:
-CFGLOG_LOGGEDCMD
-CFGLOG_LOGGEDCMD
CFGLOG_LOGGEDCMD:
CFGLOG_LOGGEDCMD:
: %PARSER-5-CFGLOG_LOGGEDCMD:

Login Success
User:solution

User:solution

Step 6. Connect the replacement switch to the same port on the intermediate switch. The replacement
device starts PnP onboarding.
Step 7. From the top-left corner, click the menu icon and choose Provision > Plug and Play, then click

the Unclaimed tab.

Step 8. After the new device appears and the onboarding status shows Device is ready to be claimed,
switch back to the Inventory window to start RMA. From the top-left corner, click the menu icon
and choose Provision > Inventory, click the list view icon in the top right then change Focus to

Device Replacement.

Step 9. Check the Switch-110-4-0-9 check box then choose Actions > Device Replacement >

Replace Device.

Catalyst Center

buidling-24 0 PaD () (e, (——— a0 H &=
X ITEMS Devices (10)  Focus: Device Replacement Take a tour 1y Export
Q_ Click here to apply basic or advanced filters or view recently applied fiters
red 1 Selected Tag () Add Device Actions ~ @ As of: Aug 15, 2024 2:56 PM
d 8 T Device Name = tory > Number Replacement Sefial Number Replace Status Deviee Family Plattorm Reachability () site
oviser Software Image > Cwrtehos and Hub.
I o o Common_g 1221L0WN NA NA [v\:fé 'EL:;:L"‘U" ®  co300-28U © Reachable IMilpitas/
Provisior
| Software Image S
0 < Common-L2 Telemetry > 1204A3J3  NA NA ﬁ(:iz"g:p‘:’u"‘(’)‘"bs ©9500-24Q © Reachable IMilpitas/
en Image
Dovice Roplacomant > 5
e eplace Device el
1age Prechecks MO ¢ SN-FOC2527LORG g oo N NA [S;,CL: ';;p‘;‘ﬁg"bs C8300X-24HX © Reachable IMilpitas/
aintenance
Advisorie @] SN-JAD23230GNB  C°OTPlPnCe Jamark for Replacement NA Switches and Hubs ~ C9200-24P © Reachable IMilpitas/
Advisories eplaceme
(@] & SN-JAE24222248 Replacement History NA Switches and Hubs C9200L-48PL-4G @ Reachable .../Milpitas/
o o Switch-110-4-0-3 110.4.0.3 FCW2109FOHS  NA NA Switches and Hubs ~ WS-C3850-24X5-5 @ Reachable IMilpitas/
o o Switch-110-4-0-8 110.4.0.8 FOC2402X1BQ  NA NA :"J‘:L'(',‘:“:“‘:"P’\*" S co3no-24p © Reachable IMilpitas,
@ &  swicn110-4-0-9 110.4.0.8 FOCZ402U1F9  NA © Ready For Replacement mi‘é”;;p‘;"b“'e’;“'” ca300-24p © Reachsble IMilpitas
Show Records: 100~ 1 - 10 o
Step 10. In the workflow to do zero touch onboarding, click the Plug and Play tab. The replacement
device shows up after it connects with Catalyst Center.
Step 11. Choose the device then click Next.
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Q maglev v

Catalyst Center Replace Device

Choose Replacement Device

You have selected to replace Switch-110-4-0-9. Now, it is time to choose your replacement device

Replacing Switch-110-4-0-9

FOC2402U1F9

110.4.0.9 Serial Number

1P Add

17.15.1prd21

rm €9300-24P

Available Replacement Devices (1)

Be replacements for your device. Unclaimed devices are ones that are onboarded through Plug and Play and Managed devices are the ones that are onboarded through
Inventc
Source [IINCRUCEIEVM inventory
@ Add Device  Sync with Smart Account @
Device Name ~ 1P Address Manageability Serial Number Platform
© Foc2244u0us 110.4.0.15 Unclaimed FOC2244U0U6 €9300-24P

Review m

Step 12. Review the summary of the task then click Next.

Catalyst Center

are almost there. Review the summary below to be sure we have got everything covered. If you need to update anything, now is the time to do it

~ Device Type

Type  Switch

+ Faulty Device
Name Switch-110-4-0-9

FOC2402U1F9

Serial

v~ Replacement Device

Name FOG2244U0U6

Serial Number  FOC2244U0U6

17.15.1prd21 (cat9k_iosxe.17.15.01prd21.SPA bin}
Cisco DNA Advantage

Dated on Jul 29, 2024, $:54:59 PM

SNMP and Telemetry

SE AAA
(o)

Step 13. Configuration preview is supported. Review the configuration to be pushed to the replacement
device then click Deploy to push the configuration.
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Catalyst Center

)evice Replacement: Switch-110-4-0-9 - FOC2402U1F9

p 3 of 3: Preview Configuration

ire ovided be n you
| Search by device name Device IP: 110.4.0.9 Global/Milpitas/Cisco-bui
icense Cisco DNA Advantage
witch-110-4-0-9 o
Configuration Dated on Jul 29, 2024, 9:54:59 PM

1 service
2 service timestamps
3 service pas

cat9k_iosxe.17.15.01prd21.SPAbIn(17.15.1prd21)

ps debug datetime msec
log datetime msec
sord-encryption

mest

4 service sequence-numbers
5 hostname Switch-110-4-0-9
6 vrf definition Anchor_WN
7
8 address—family ipvd
9 exit-address—family

10

11 address-family ipvé

12 exit-address—family

13 vrf definition Mgmt-vr

14

15 address-family ipvd

16 exit-address-family

17

Generation Status Lege

Fig

Catalyst Center

-buidling-24
RK ITEMS

shable Q
gned 0 Selec
sed

Pro

ompliant

Softw

Iden

Devices (10)

Click here
ted

Tag

Tags

Focus: Device Replacement v

apply basic or adv

(¥) Add Device Actions @
Deviee Name = 1P Address
Common_B 110.4.0.63
Common-L2 110.4.0.18
SN-FOC2527L9RG 110.4.60.5
SN-JAD23230GNB 110.4.60.8
SN-JAE24222248 110.4.60.6
Switch-110-4-0-3 110.4.0.3
Switch-110-4-0-8 110.4.0.8
Switch=110-4-0-9 110.4.0.9

ced filters or view recently applied fiiters

Serial Number

FCW2204A3.3

FOC2527L9RG

JAD23230GNB

JAE24222248

FCW2109FO0HS

FOG2402X18Q

FOC2402U1F9

ure 55. Replace Status displays In-Progress

0 Routers Switches Wireless Controllers

Replacement Serial Number

NA

NA

NA

NA

NA

FOC2244U0UB

ck Exit and Preview Later to defe

Replace Status

NA

NA

NA

NA

NA

@ In-Progress

Access Foints

ew. The deferred

Sensars

Device Family

Switches and Hubs
(WLC Capable)

Switches and Hubs
(WLC Capable)

Switches and Hubs
(WLC Capable)

Switches and Hubs

Switches and Hubs

Switches and Hubs

Switches and Hubs
(WLG Capable)

Switches and Hubs
(WLC Capable)

ew can be fou

the Tasks men;

Exit and Preview Later

Platform

€9300-48U

€9500-24Q

C9300X-24HX

©9200-24P

©9200L-48PL-4G

WS-C3850-24XS-S

G9300-24P

©9300-24P

£ Refre

Status: @

Q Search

Export  Ci

Discard

\

Take a tour Iy Export

Reachability

@ Reachable

@ Reachable IMilpitas/Cisco-bt
@ Unreachable IMilpitas/Cisco-bt
@ Reachable -IMilpitasCisco-bu
@ Reachable IMilpitasCiseo-bt
@ Reachable .IMilpitas/Cisco-b
@ Reachable -IMilpitas/Cisco-bL
@ Unreachable [Milpitas/Cisco-bL

Step 14. To monitor the RMA progress, click In-Progress and review the task status in the slide-in pane.
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Catalyst Center

Provision / Inventory

Q maglev

~buidling-24

IRK ITEMS Devices (10)

hat Q Click here 1o apply

gned

Tags Device Name ~

Common_B

Common-L2

SN-FOC2527L9RG

SN-JAD23230GNB

SN-JAE24222248

Switch-110-4-0-3

Switch-11

Step 15.

Tag (@ Add Device Ac

Device Replac

tic

(&) Switch-110-4-0-9(110.4.0.9)

%) Unreachable Uptime: 26 days 1 hr 5 mins Device Role: ACCESS

Run Commands ] View 360 Refresh
Details  Replace Status
Start
] / (Prerequisite) Create a DHCP server on the neighbour device 0:00:00:171
The DHCP server has been successfully configured on the neighboring device 110.4.0.3
Aug 15, 2024 3:37:34 PM
Aug 15, 2024 3:37:35 PM
e Claiming(PnP) the replacement device 00:02:30:989
Task Dispatched
Aug 15, 2024 3:37:35 PM
0
() / Removing the faulty device from CSSM
o
0
(-] Syncing device in the ISE server

If the replacement device is not running the same image as the faulty device, Catalyst Center

upgrades the replacement device to the golden image. Make sure the image in the faulty device
is marked as Golden.

Figure 56. The status shows the ongoing image upgrade
Catalyst Center

Provision / Inventory

-buidling-24
RIS Devices (11) 5s: Device Replac
Q  Click here to apply basic or advance
n cted Tag (@ Add Device Actic
Tags  Device Name ~

AP380E.4DBF.212C

Common_A

Common_B

SN-FOC2527L9RG

SN-JAD23230GNB

SN-JAE24222248

Switch

=) Switch-110-4-0-9 (110.4.0.9)

Unreachable Uptime: 26 days 1 hr 10 mins Device Role: ACCESS
3 Run Commands 7 View 360
Details  Replace Status

The readiness check is successful for the replacement device.
Aug 15, 2024 3:41:35 PM
Aug 15, 2024 3:41:42 PM

) \ Distributing and activating software image on the replacement device
Image distribution and activation is in progress.

Aug 15, 2024 3:41:42 PM

19 Refresh

00:03:06:227

o
(] Removing the faulty device from CSSM
[
o

() Syncing device in the ISE server

Step 16. Wait until the RMA completes. The Replace Status changes to NA.

Step 17. Choose Actions > Device Replacement > Replacement History.
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= il Catalyst Center

Devices (10) Devi

DEVICE WORK ITEMS

( Q " g g
( Tag Actiot
8 T Device Name = y rial Number Replacement Serial Number Replace Staws Device Famity Platorm Reachability Sie
AP380E.4DBF.212 W2142813U NA NA AR-AP28021-B-K9 @ hab c i
( o
1C2221208 NA NA 8L ® Reachable Milpitas puidiing
Device Replacement >
g 8 NA x co3 U © Reachable Milp dling-2
(3 ommon-L2 NA L co 4Q © Reachabi
Replacement History wite b
0 SN-FOC2527L9R( NA > !
SN-JAD23230GN 110.4.60.8 AD23230GNB NA NA Switches and Hubs
Sh " NA A
" FCW2109F0H9 N v s
Sw
110.4 FO NA Y a
Switches
% Switch 110-4-0-9 110.4.0.9 FOC2244U0U6 NA N Se €9300-24P © Reachable /Milpitas/Cisco-buidling-24

(wie

Figure 57. Replace Status displays Replaced

= ule Catalyst Center

seo

co-buidling-24 Replacement History

e v Tk Devices (10) Device Replacement

Date Replaced Device Name Piatform Serlal Number Replacement Serial Number

Switch-11 c 24400
).4.0.62
= 3 FCW2221L0)
1 FCW22
J OGN 6 J
JAE2422224 4 J
FCW2108F0HS ’ Stiow Rscord °
FOC2402X18Q
Switch=110-4-0-9 110.4.0.9 FOC2244U0U6

Step 18. Confirm on the neighbor device that the DHCP server configuration is deleted.

9@4551: *Aug 15 23:30:47.814: %PARSER-5-CFGLOG_LOGGEDCMD: solution logged command:no ip dhcp excluded-address 118.4.8.1 110.4.9.14
904552 *Aug 15 23:30:47.862: % CFGLOG_LOGGEDCMD: solution logged command:no ip dhcp excluded-address 110.4.8.16 118.4.0.255

0@4554: *Aug 15 23:30:49.106! % FGLOG_LOGGEDCMD: solution logged command:no ip dhep pool TenGigabitEthernet1/@/5
B04555: xAug 15 23:38:49.159: 5%l CFGLOG_LOGGEDCMD : solution logged command:no ip dhcp class ciscopnp

Step 19. Resume other connections, such as to all the extended nodes, to all the APs, and to clients
using the same ports as the faulty device.

RMA a colocated border and control plane device with zero touch onboarding

The RMA for a colocated border with a control plane is similar to an RMA of a fabric edge device. The faulty
fabric border with control plane (Common_B) is connected to an intermediate switch (Switch-110-4-0-3), to
Common_A, and to a peer device.
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A Peer Device

Step 1. From the top-left corner, click the menu icon and choose Provision > Inventory, click the list
view icon in the top right.

Step 2. Change Focus to Device Replacement.

Step 3. Check the Common_B check box then choose Actions > Device Replacement > Mark for
Replacement.

@ Cisco-buidling- 24 All Routers Wireless Controllers  Access Paints  Sensors ity E b

DEVICE WORK ITEMS Devices (10) Focus: Device Replacement Take a tour (N Export  {Gh
(O Unreachable Q  Click here to apply basic or advanced filters or view recently applied filters
O Unassigned 1 Selected Tag (3 Add Device Actions ~ @ As of: Sep 6, 2024 2:40 PM §
() Untagged .
@  Tess  Device Name Inventory > umber Replacement Serial Number Replace Status Device Family Platform Reachability
(O Failed Provision Software Image N
N 0O a Switch=110-4-0-3 09FOHY NA NA Switches and Hubs WS-C3850-24XS-S @ Reachabl
(O Non Compliant
Provision >
(O Outdated Software Image \ Ve ek 110-d-0- § Switches and Hubs o .
o < Switch-110-4-0-8  poiare. 5 02X1BQ  NA NA {WLC Capable) ©9300-24P © Reachabl
(O No Golden Image
Device Replacement > N
a . Switches and Hubs .
() Failed Image Prechecks o <@ Switch-110-4-0-9 . NA (WL Capabie) €9300-24P @ Reachabl
Switch Refresh >
(O under Maintenance < (o e Gt et
- Gompliance Switches and Hub:
o @ Common-L2 Gompliance > NA witehes and HUBS — cg500-240 ® Reachabl

() Security Advisories (WLC Capable)
More 5
Replacement Histor
. v Switches and Hubs
o ¢ Common_A NA l\;\:ié g::;;m“ ©9300-48U © Reachabl

- Switches and Hubs
o 110.4.0.63 FCW2221L0VN NA NA €9300-48U V] hz
@ < Common_B {WLC Capable) © Unreac|

Switches and Hubs
A 22527L9RG 5 527L 9300%- eachak
] & SN-FOC2527L9RE 110.4.60.5 FOC2527L9RG NA NA {WLC Capable) C9300X-24HX ® Reachal

o < SN-JAE24222248 110.4.60.6 JAE24222248 NA NA Switches and Hubs ~ C9200L-48PL-4G @ Reachab

o o SN-JAE24230099 110.4.60.7 JAE24230099 NA NA Switches and Hubs ©9200-24P @ Reachat

Network readiness pushes the DHCP server configuration to an uplink neighbor device.

© 2025 Cisco and/or its affiliates. All rights reserved. Page 211 of 268



Figure 58. In this example, the DHCP configuration is pushed to 110.4.0.62 Common_A

A\ Two (2) Warning Alerts on this page. Expand to see details

[ Common_B (110.4.0.63)

- " . x) Unreachable Uptime: 27 days 12 hrs 45 mins Device Role: BORDER ROUTER
A\ Some devices may have design or provision conflicts. Please go to Provisior]
_ . 4 Run Commands 7 View 360 Last updated: A few seco Refresh
[ Cisco-buidling-24
Details Replace Status

DEVICE WORK ITEMS Devices (12)  Focus: Device

@ READY FOR REPLAGEMENT

O unreachable Q  Click here to apply basic or ac
T ement and is ready to be replaced. To assign an IP address for the
O unassigned cted Tag (¥ Add Device re fa DHCP pool has been i the
d (110.4.0.62) . This DHCP se will be removed after successful replacement of the faulty device
( ntagged —
U Untagged ) Tags  Device Name
ss of replacement by selecting the device from the Dev able and choose the action
Q) Failed Provision
0 e, Common_B
<
(|] & Switch-110-4-0-
C Switch-110-4-0-
C Switch-110-4-0-

Step 4. Confirm on the Common_A device.

047919: Sep 114:50. : %PARSER-5-CFGLOG_LOGGEDCMD: solution logged exec: enable

047920: Sep 114:50. : %PARSER-5-CFGLOG_LOGGEDCMD: solution logged p dhcp excluded-address 110.4.0.1 110.4.0.10
047921: Sep 114:51. : %PARSER-5-CFGLOG_LOGGEDCMD: solution logged p dhcp excluded-address 110.4.0.12 110.4.0.255
047922: Sep 114:51. : %PARSER-5-CFGLOG_LOGGEDCMD: solution logged p dhcp pool GigabitEthernet1/0/25

047923: Sep 114:51. : %PARSER-5-CFGLOG_LOGGEDCMD: solution logged etwork 110.4.0.0 255.255.255.0

047924: Sep :114:51. : %PARSER-5-CFGLOG_LOGGEDCMD : solution logged ption 43 ascii 5A1D;B2;K4;1120.1.1.1;180;
047925: Sep 114:51. : %PARSER-5-CFGLOG_LOGGEDCMD: solution logged efault-router 110.4.0.10

047926: Sep 114:51. : %PARSER-5-CFGLOG_LOGGEDCMD: solution logged lass ciscopnp

047927: Sep :14:51. : %PARSER-5-CFGLOG_LOGGEDCMD: :solution logged ddress range 110.4.0.1 110.4.0.254

047928: Sep 114:51. : %PARSER-5-CFGLOG_LOGGEDCMD: solution logged p dhcp class ciscopnp

047929: Sep 114:51. : %PARSER-5-CFGLOG_LOGGEDCMD: solution logged ption 60 “~ciscopnp

047930: Sep 114:51. : %PARSER-5-CFGLOG_LOGGEDCMD: solution logged xit

Step 5. Connect the replacement switch to the same ports on Common_A, to the peer device, and to
the intermediate switch. The new switch starts PnP onboarding.

Step 6. Monitor the Plug and Play window.

Step 7. From the top-left corner, click the menu icon and choose Provision > Plug and Play, then click
Unclaimed.

Catalyst Center n |/ / . 0 maglev

> Network Plug and Play Overview

Device Status 41 (16) [T LCIUl ©tror(0)  © Provisioned

Default v Auto-refresh: + 30 s v &

Devices (1)

QU Search Pop devices v

0 Selected Actions v/ Add Devices
(D] Device Name () Serial Number Product ID Last Contact sae () Onboarding Progress (i 1P Address MAC Address (D) Source (D)  Site Created
0 1 % Switch FOC2146Z0FY  C9300-48U  Sep 17,2024 2:26:19PM  Unclaimed ) Device is ready to be claimed 110.4.0.11 NA Network NA Sep 17, 2024 2

Step 8. After the new device appears and the onboarding status shows Device is ready to be claimed,
switch back to start the RMA. From the top-left corner, click the menu icon and choose
Provision > Inventory, click the list view icon in the top right then change Focus to Device
Replacement.

Step 9. Check the Common_B check box then choose Actions > Device Replacement > Replace
Device.
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@ Cisco-buidling-24

U Routers  Swiiches  Wireless Controllers  Access Points  Sensors i E @ Q

DEVICE WORK ITEMS Devices (12) Focus: Device Replacement ~ Take a tour 1) Export &

Q  Click here to apply or advanced fiters

pplied filters

Selected Tag (B Add Device Actions ~ @ As of: Sep 17,2024

1
=) e Tags Device Name ventory > Number Replacement Serial Number Replace Status ~ Device Family Platform Reachability
(O Failed Provision N

= Switches and Hubs

) ) =
) Non Compliant @ o Common_B 221L0VN  NA © Ready For Replacement i) ©9300-48U © Unreachab

<
(O Outdated Software Image —
0 < Switch-110-4-0-3  Telemetry > !108FOHY NA NA Switches and Hubs ~ WS-C3850-24XS-S Reachable

[ No Golden Image
Device Replacement > 8,
- Switches and Hubs
] -110-4-0- Replace Devi 39300-
Failed rechec ¢ Switch-110-4-0-8 eplace Device s ha
([ Failed Image Prechecks o 4 wikch — NA (WLC Capable) €9300-2 ® Reachable
Switch Refresh >

. Switches and Hubs
Switch-110-4-0-9  Compliance > NA - Reachable
Switch=110-4-0 Unmark for e } (WLC Capable} ©9300-24P @ Reachable

More >
Replacement His ¥
Q Common-L2 NA

Switches and Hubs
(WLC Capable)

9500-2 o Iiear,ham]

Step 10. In the zero-touch onboarding workflow, click the Plug and Play tab, click the replacement
device radio button then click Next.

Choose Replacement Device

You have selected to replace Common_B , itis time to choose your replacement

Replacing Common_B

110.4.0.63 umbe FCW2221L0VN

C9300-48U 17.15.1

Available Replacement Devices (1)

table replacer

for your device. Unclaimed di are ones that are onboarde: are the ones that are

through Plug and Play and Managed di

rough

Source [RINCRTCEIOM nventory

© Add Device  Sync with Smart Account @

or Discovery.

Device Name ~ 1P Address Manageability Serial Number Platform
© Foc214620FY 110.4.0.11 Unclaimed FOC2146Z0FY C9300-48U
Show Records: 25 v/ 1 [

Step 11. Review the summary of the task then click Next.
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Summary

© update anything, now is the time to do it

ave got everyth

We are alm:

there. Review the summary below to be sur

~ Device Type

Type  Switch

~ Faulty Device
Name Common_B

Serial Number  FCW2221LOVN

<

Replacement Device

Name FOC2146Z0FY

mber  FOG2146Z0FY

0S Image 17.15.1 (cat9k_iosxe.17.15.01.SPA. bin)
€9800-SW-iosxe-wic.17.15.01.SPA.bin

Licens: Cisco DNA Advantage

Configuration  Dated on Sep 12, 2024, 2:43:25 PM

Discovery SNMP and Telemetry

Step 12. Review the configuration to be pushed to the replacement device then click Deploy to push the
configuration.

Catalyst Cente

Device Replacement: Common_B - FCW2221L0VN a5 ot 23035 M. £ Refrash

Step 3 of 3: Preview Configuration

device configuration provided below by clicking on each device Click Exit and Preview Later to defer the review. The deferred review can be found in the

en you are done reviewing, click Dey

Q, search by device name Device IP: 110.4.0.63 Site: Global/Milpitas/Cisco-b.. (O
Gisco DNA Advantage
Common_8 L]

Configuration Dated on Sep 12, 2024, 2:43:25 PM

Image €9800-SW-iosxe-wlc.17.15.01.SPA bin(17.15.01.0.126)

Export  Copy

1 se
2 se
3 service password

e timestamps debug
ice timestamps log d
encryption

4 service call-home
5 no platform punt-keepalive disable-kernel-core
6 hostname Common_B

7 wrf definition Anchor VN

8 rd 1:4100

10 address-family ipvd
11 route-target export 1:4100
—target import 1:4100
address—family

e-target export 1:4100
e-target import 1:4100
18 exit-address-family

19 vrf definition Mgmt-vrf

20 !

) Generation Status Legend Exit and Preview Later Discard J Deploy.
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Figure 59. Replace Status displays In-Progress

o-buidling-24 0 ree) Cher) (o) (e oo 8 H %

i Focus evice Replacement ake a toul @ o1 &
DEVICE WORK ITEMS Devices (12) us: Device Replaceme Take a tour ) Export {8}
) Unreachable Q| Click here to apply basic or advanced filters or
) Unassigned ) Selected Tag (@ Add Device Actions v ©
L 208 B Tags Device Name IP Address Serial Number Replacement Serial Number Replace Status ~ Device Family Platform Reachability Site

Switches and Hub:
Common_8 110.4.0.63 FCW2221LOVN  FOC2146Z0FY @ In-Progress witches and Hubs  cea3oo-a8u © Unreachable /
(WLC Capable)

Switch-110-4-0-3 110.4.0.3 Fow21 NA NA Switches and Hubs ~ WS-C3850-24XS-S /
M K Switch-110-4-0-8 110.4.0.8 FOC2402X1BQ NA NA C9300-24P © Reachable /
der nce " ;
witches and Hubs
® Switch-110-4-0-9 110.4.0.9 FOC2244U0U6  NA NA (ki €9300-24P © Reachable

(O security Advisorie (WLC Capa

Catalyst Center

A\ Two (2) Warning Alerts on this page. Expand to see details

[&) Common_B (110.4.0.63)

Unreachable  Uptime: 27 days 13 hrs 7 mins  Device Role: BORDER ROUTER
A\ some devices may have design or provision conflicts. Please go to Provisiof

_ ) Run Commands [ View360  Last updated: 22 minute £ Relresh
i Cisco-buidling-24

Details  Replace Status
DEVICE WORK ITEMS Devices (12)  Focus: Device H Start
O Unreachable Q Cickhere y basic or ad]
. (] ./ (Prerequisite) Create a DHOP server on the neighbour device 0:00:00:103
() Unassigned 0 Selected Tag (@ Add Device

5 The DHCP servar has been successfully configured on the neighboring device 110.4.0.62
() untax od
[ Untagged Toos Device Name Sep 17,2024 2:31:10 PM
= Sep 17, 2024 2:31:10 PM
() Failed Provision
O € Common_B

e * Claiming(PnP) the replacement device [ s 00:02:01:608

(O Outdated Software Image - Status Ms y Task Dispatched

Switch-110-4-0:

. ¢ Tin Sep 17, 2024 2:31:10 PM
] No Golden Image
0
) Fa ¢ Switch-110-4-0-
Maintenance ) * Remove DHCP server from the neighbouring device
o o Switch-110-4-0-
(3 security Advisories
0
o <0 Common-L2 “ 0
o © R ) g VLAN on the device
| tart Tin 0
O (€} SN-FOC2527LIR(

Step 14. |If the replacement device is not running the same image as the faulty device, Catalyst Center
upgrades the replacement device to the golden image. Make sure the image in the faulty device
is marked as Golden.
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Figure 60. Replace Status shows the ongoing image upgrade

’ A\ Two (2) Warning Alerts on this page. Expand to see details.
=) Common_B (110.4.0.63)
%) Unreachable Jptime: 27 days 14 hrs 20 mins  Device Role: BORDER ROU
’ A\ some devices may have design or provision conflicts. Please go to Provisior Unreachabl Uptime d hrs 20 min Device Role: BORDER ROUTER
p— 3 Run Commands JView360  Last updated: 1 hour 35 minutes agq ! Refresh
@ Cisco-buidling-24
Details  Replace Status
DEVICE WORK ITEMS Devices (13)  Focus: Device Start
) Unreachable Q  Click here to apply basic or a
B o v Running readiness check for device replacement 0:00:06:252
gned 0Selected Tag (@ Add Device
tatus Messag The readiness check is successful for the replacement device.
Untagged ort T ;
Togs  (DeitieNewe Sep 17,2024 3:07:59 PM
T Sep 17, 2024 3:08:06 PM
ailed Provision
A olart 0 Common_B > Readi Detai
<
) Ou ag
Switch-110-4-0-
s e Distributing and activating software image on the replacement device 00:38:15:754
) Failec B Switch-110-4-0- Messag Image distribution and activation is in progress.
tart Time Sep 17, 2024 3:08:06 PM
Under Maintenance
B a d Time )
. 0 Switch-110-4-0
" ) v Checking the reachability of the replacement device
witch
! o
Common-L2 o
0 Common_A

Step 15.

Wait until the RMA completes.

Replacement History.

The Replace Status changes back to NA. Click Actions >

@ Global LYl Routers  Switches

Wireless Controllers  Access Points

Som 8 E %

DEVICE WORK ITEMS Devices (44) Focus: Device Replacement v Take a tour T Export 6

Q  Click here to apply basic or adh

ed filters or view recent

applied filters

cted Tag () Add Device Actions ~ @O ¥ )24 4:08 PM
O Untagged N
= Tags Device Name Inventory > Serial Number Replacement Serial Number Replace Status Device Family Platform Reac
3 Failed P - SwLIES anu s
O Faited Pr (m] ? Switch-110-4-0-9  Software Image 5 FOC2244U0U6 NA NA Fooppalnl ©9300-24P oF
O Non Compliant
Provision >
a N . Switches and Hubs
O Outdated Software Image o < Commen-L2 5 FCW2204A3J3 NA NA (L Copabte) ©9500-24Q oF
) No Golden Image
I Switches and Hubs
~ [m] 0 Common_A PR 5 NA e e ©9300-48U oF
(O Failed Image Prechecks (WLC Capable)
Sw >
Mark for Replacement s and Hub.
Q Complia NA witehes and HUBS - cggg0-48u F
N 4 Comn 0 Complia > (WLC Capable) °
O Security Advisories
More ¢ Switeh 4 Hub
i Switches and Hubs
[j g SN-FOGC2527L9RG Replacement History NA (WLE Capable) C9300X-24HX QF
o o SN-JAE24222248 110.4.60.6 JAE24222248 NA NA Switches and Hubs  C9200L-48PL-4G oF

@ Global Routers .
! Replacement History
DEVICE WORK ITEMS Devices (44) Focus: Device Replacement )
Ty Export
() Unreachable Q  Click here to apply basic or advanced filters or view recently apy
. Q. Search Table 7
) Unassigned 1 Selected  Tag (D Add Device Actions v O
) Untagged @ Tags  Device Name 1P Address 024 Mo
O iled Provisio ] 4 s
() Failed Provisior [ Switch-110-4-0-9 110.4.0.9 Date Replaced Device Name Plattorm Serial Number Replacement Serial Number Replace Status  §
(O Non Compliant
itch-110-4- C9300- e . ) B
) Outdated Software Image D O Common-L2 110.4.0.18 9 24p FOC2402U1F9 FOC2244U0U6 Replaced
() No Golden Image Sep 17, 7 . €9300-
X ep Common_B FCW2221LOVN  FOC2146Z0FY Replaced
[m} Common_A 110.4.0.62 PM 48U
() Failed Image Prechecks b -
O Under Ma nce
] (&) Common_B 110.4.0.63
1) Security Advisories
[m] Q SN-FOC2527L9RG 110.4.60.5

Step 16. Confirm on a Common_A device that the DHCP configuration is deleted.
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047952: Sep 18 02:17:33.864: %PARSER-5-CFGLOG_LOGGEDCMD: User:solution logged command:no ip dhcp excluded-address 110.4.0.1 110.4.0.10
047953: Sep 18 02:17:33.897: %PARSER-5-CFGLOG_LOGGEDCMD: User:solution logged command:no ip dhcp excluded-address 110.4.0.12 110.4.0.255

047954: Sep 18 02:17:33.921: %PARSER-5-CFGLOG_LOGGEDCMD: User:solution 1logged command:no ip dhcp pool GigabitEthernet1/0/25
047955: Sep 18 02:17:33.944: %PARSER-5-CFGLOG_LOGGEDCMD: User:solution logged command:no ip dhcp class ciscopnp

Step 17. Resume other physical connections if any.

Tech tip: When doing an RMA:
1. Disconnect the faulty device and wait for the device to be shown as unreachable in Inventory. Then mark the
device for replacement.

2. If the replacement device is powered on, do not connect a replacement device to upstream devices before
marking the faulty device for replacement.

3. Before the replacement device completes PnP onboarding, do not connect downstream devices such as
extended nodes to it

4. If the faulty device is not an extended node nor AP, make sure at least one of the upstream devices is
managed by Catalyst Center to do a zero touch RMA.

5. In the zero touch RMA workflow, if the faulty device has software subpackages, make sure the replacement
device is running ‘install’ mode not ‘bundle’ mode.

Tear down a fabric site
This section demonstrates the process to tear down a fabric site:
1. Delete all the fabric devices from the fabric site.

2. Disable the fabric zone.
3. Delete the fabric site.

Delete devices

Deleting devices from Catalyst Center involves disabling fabric roles from fabric sites and deleting devices from
the inventory.

Procedure 1. A. Deleting fabric edges or extended nodes, policy extended nodes, or SBEN from the fabric

Part 1: Deleting devices that have an access role, such as extended nodes and fabric edges requiring port
assignment clean up.

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, click the Cisco-building-23 text link then click the Port
Assignment tab.

Step 2. Check all the physical ports check boxes (except Port Channel) that have a customized Port
Assignment configuration.

Step 3. Choose More Actions > Clear Port Assignment.
Step 4. Click Deploy All and proceed with the deployment.

Step 5. If Port Channel is configured, click Port Channel and choose More Actions > Delete
Port-Channels and proceed with the deployment.
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Figure 62. Deploy All enables after performing ‘Clear Port Assignment’

L: Catalyst Center Provision [ SD-Access T Q o @ 40 Q maglev v

Fabric Sties | Cisea-bullding-23

Cisco-building-23 View Site Hierarchy ~ Stte Actions

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks  Anycast Gateways Wireless SSIDs Authentication Template Port Assignment

Ports (227)

3 port(s) selected from 1 device(s) | -| More Actions ~ As of: Feb 26, 2024 10:25PM 3

Oevice Name Interface Name | Dara AN vaice VLAN Auhentication Tomplate Gonnected Device Type suus MAG Ac

Clear Port Assignments

] FIAB-3 FortyGigabite ' 110_5_120_0-INFRA_VN - None User Devices and Endpoints DOWN 00:06:1]
O  Fas-3 Gigabitether R - - + Closed Authentication -- DoWN 00:a6:1
FIAB-3 GigabitEthern r - - None Trunking Device DowN 00:a6:
Q FIAB-3 GigabitEthern -- -- = Closed Authentication -- DOWN 00:d6:1]
o FIAB-3 GlgabitEthern - - = Closed Authentication -- DOWN 00:d6:]
(@] FIAB-3 GlgabitEthernet1/0/5 - - = Closed Authentication - DOWN 00:d6:]
FIAB-3 GigabitEthernet1/0/6 - - = Closed Authentication - DOWN 00:46:1
[m] FIAB-3 GigabitEthernet1 /07 - - = Closed Authentication -- up 00:06]
(] FIAB-3 GigabitEthernet1/0/8 - - F Closed Authentication -- DOWN 00:061
O Ffas-3 GigabitEthernet1/0/9 - - = Closed Authentication -- DOWN 00:d6:1
@ Fass GigabitEthernet1/0/10 5.1.0_0-VN1 - None User Devices and Endpoints DOWN 00:d
3 Recordls) Show Records: 10~ 1-3 [1] I

Part 2: After cleaning up the port assignments, disable fabric roles from the fabric site.
Step 1. Navigate to the Fabric Infrastructure window and click the target device.

Step 2. Click Remove from Fabric in the right pane then proceed to deployment.

Procedure 1. B. Deleting fabric border nodes, control plane nodes, and wireless controllers from the fabric

site

Step 1. Navigate to the Fabric Infrastructure window then click the target device.

Step 2. Click Remove from Fabric in the right pane then proceed to deployment.

Note: At least one control plane node is required in a fabric site. You cannot delete all the control plane nodes
if the fabric site still has devices enabled with other fabric roles. Delete devices with no control plane role first.

Tech tip: If devices are unreachable, the task of cleaning up port assignments and deleting devices from the
fabric report as Fail, but the fabric roles of these devices are removed. Deletion from Inventory is allowed.

Procedure 2. Delete devices from inventory

Step 1. From the top-left corner, click the menu icon and choose Provision > Inventory.
Step 2. Locate and check the target device check box.

Step 3. Choose Actions > Inventory > Delete Device and proceed with the deletion workflow.
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Figure 63. Delete device from invento

Catalyst Center Provision / Inventory B £ 2 maglev v

A\ o provision subscriptions on devices that have not been discovared with NETCONF, rediscover the davices with NETCONF, and update the Telsmetry Settings with the @ Force Configuration Push option.

A\ some devices may have design or provision confikcts. Please go to Provision -> Inventory and switch the focus 1o * Templates™ and check * Template Conflict Status*® column. Update GLI Templates

9 Global Q Routors  Swiches  Wirless Convollers  Access Points  Sensors 5 B

&

ocus: Inventon ake 8 tour t Export
DEVICE WORK ITEMS Devices (39)  Focus: Inventory Take 8 t & Expon &
O Unreachable Q
O Unassigned 1Selected Tag (2) Add Device .7 Edit Device () Delete Device Actions ~ As of: Feb 26, 2024 10:55 PM
7] Untagged
8 s Device Name = 1P Address Inventory > inagestity () Compliance site Image Version
Eait Device

() Falled Provision
- Software Image
o Resync Device .

O Mon Gomliant ® 93008-stack-8. 1105068 Managed g-23 1734
- = Provision
Rebeot Device
() Outdated Software Image
o] ¢} APOOA7.42F4.AE62 110.4.120.9 Telemetry Delats Device Managed NA /Control-centor/Warehouse-2 17.12.0.112
() No Golden Image
B Device Replacement
O Falled Image Prechecks 0 < APOCDO FB94.3308 231217 Export Inventory Managed NA /Gisco-building-9/Floor-1 17.13.0.107
O Compliance
M) r — o Schedule Maintenance
) Under Maintenance ] QO AP3G57.31C5.7AE4 110.4.120.10 Managed NA .../Control-centor/Warehouse=1  17.13,0.107
More
() Security Advisories Exit Maintenance
a ¢ AP34ED.1BDA.6BF4 110.139.214.15 Ty w reacnat Managed NA IDisney/Floor-2 17.13.0.107
Manage Maintenance
Q l¢} AP34ED.1BDA.6DFO 110.139.214.14 NA ® Reachat Managed NA .../Disney/Fioor-1 17.13.0.107

Manage System Beacon

When deleting extended nodes, policy extended nodes, or SBEN, after deleting it from the inventory, clean up
the port configuration on their uplink devices. For example:

Figure 64. Deleting Port Channel configurations on the uplink devices after extended nodes or policy extended nodes
are deleted from the inventory

Catalyst Center

Cisco-bulding-23
Cisco-building-23 View Site Hierarchy  Site Actions

Fabric Infrastructure  Layer 3 Virtual Metworks  Layer 2 Virtual Networks  Anycast Gateways ~ Wireless SSIDs  Authentication Template  Port Assignment

Ports (189)

1 port(s) selected from 1 device(s) * More Actions - As of: Feb 26, 2024 1107 PM (3

Devica Name Intertace Name Data VLAN Voice VLAN Authentication Template Connected Device Type Status MAC Ad

. 8300B-stack-8J

@ 8300B-stack-BJ Part-channel; signments & - - - Extended Node = -
93008-stack-BJ - - - -- up ba:as:b)
Create Port-Channel
93008-stack-BJ - - - -- up ec:1a:8)
Edit Port-Channel
8300B-stack-BJ Delete Port-Channals - - -- - UP 00:7e:9|
>
] 93008-stack-BJ FortyGigabitEthernet1/1/1 - - = Closed Authentication - DOWN bé:ad:by
(m)] 9300B-stack-BJ FortyGigabitEthernet1/1/2 - - None Trunking Device up bé:ag:by
93008-stack-8J FortyGigabitEthernet2/1/1 - - = Closed Authentication - DOWN ec:1d:8
O 8300B-stack-BJ FortyGigabitEthernet2/1/2 - - = Closed Authentication - DOWN ec:1d:8|
93008-stack-BJ FortyGigabitEthernet3/1/1 o o = Closed Authentication o DOWN 00:7e:9)
) 93008-stack-8J FortyGigabitEthernet3/1/2 - - = Closed Authentication - DOWN 00:7e:9)
M aannR-srark-A i [ —— 5 10 nouni o Nna Iicar Naviras and Fadnainte nowN i+
3 Recordls Show Records: 10 v 1 -3 [1]
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Figure 65. Deleting physical port configuration on the uplink devices after SBENs are deleted from inventory

= ulul Catalyst Center Provision / SD-Access * QO @ O | 2 mge v

= ‘asco

Fabric Sites | Warehouse-2
3

Warehouse-2 View Site Hierarchy  Site Actions
H

Ports (53)

1 port(s) selected from 1 device(s) C * More Actions. As of: Feb 26, 2024 6:02 PM

Device Name Interface Name Data vLAN Voice VLAN Authentication Tempiate Gonnected Device Type Staws MAC Adsr

[} Clear Port Assignments

Edit Port Assignments

O SN-JAE24222248 GigabitEthernet1/( -- - = Closed Authentication - DOWN 7ciad:t
v a

SN-JAEZ4222248 GigabitEthernet1/C . . -- - = Closed Authentication - DOWN 7e:ad:4t
] SN-JAE24222248 GigabltEthernet1/t r - - = Closed Authentication - DOWN 7e:ad:at

|
. SN-JAE24222248 GigabitEthernet1/¢ - - = Ciosed Authentication - DOWN Tezad:at
; SN-JAE24222248 GigabitEthernet1/t = Glosed Authentication up 7c:a0:at

¥
SN-JAE24222248 GigabitEthernet1/0/48 -- - = Glosed Authentication - DOWN 7e:ad:at

W
» SN-JAE24222248 GigabitEthernet1/1/1 - - = Closed Authentication - DOWN Tc:ad:4f;

4
SN-JAE24222248 GigabitEthernet1/1/2 - - Closed Authentication Supplicant-Based Extended Node up Toiad:af;

[
O SN-JAE24222248 GigabitEthernet1/1/3 -- - = Closed Authentication - DOWN 7ciad:t
O SN-JAE24222248 GigabitEthernet1/1/4 - - = Closed Authentication - DOWN 7ciag:4f

|

> Switch-110-4-1-70

1

§ 2 Recomls) Show Records: 10 > 1-2 o I

Delete anycast gateways

Anycast gateways can be associated to a fabric site then added to a fabric zone and inherited site. To delete
anycast gateways from a fabric site, the anycast gateways must first be deleted from the fabric zone and all
inherited sites.

Anycast gateway 4.1.0.1 is configured in Anchored VN GUEST of the Control-center and added to the fabric
zone Floor-1 and inherited site Cisco-building-9.

Follow Procedure 1 to delete anycast gateway 4.1.0.1 from the fabric zone, inherited site, and control-center.

Procedure 1. Delete an anycast gateway from a fabric zone

An anycast gateway in a fabric zone can be deleted on either a fabric zone level or a fabric site level.

Method 1: Delete 4.1.0.1 from Floor-1 on the zone level.

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites >
Control-center, then choose View Site Hierarchy > Floor-1.
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Fabric Sites / Control-center

Control-center View Site Hierarchy  Site Actions v @

Fabric Infrastructure L = Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment
( search Hierarchy
Search Help Take ¢
I v /Milpitas/Control-center
= Floor-1 174 b
Collapse All Custom Focus
& Floor-_Floor-1

Step 2. Click the Anycast Gateways tab, check the 4.1.0.1 check box, then choose More Actions >
Delete Anycast Gateways.

Fabric Sites | Floor-1

Floor-1 FZ " View Site Hierarchy  Site Actions @

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Authentication Template Port Assignment
T Export 6%
Q Search Anycast Gateways Y
1 selected () (5 Add Anycast Gateways ~ More Actions As of: Jan 9, 2025 4:25 PM 3
= Anycast Gateways ~ Associated VLA Associated Layer 3 Virtual Network Fabric Enabled Wireless Wireless Flooding Layer 2 Flooding Resource Gue
() 110.4.120.1 110_4_120_0 INFRA_VN -- - --
Delete Anycast Gateways
() 110.4.60.1 110_4_60_0- INFRA_VN -- - --
® 4100 4_1_0_0-GUEST 1038 GUEST -- --
O 41641 4_1_64_0-VN_EMP 1027 VN_EMP

2060:0:0:2061::1
Step 3. Apply the change to deploy the task.

Method 2: Delete 4.1.0.1 from Floor-1 on the site level.

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites >
Control-center.

Step 2. Click the Anycast Gateways tab, check the 4.1.0.1 check box, then choose More Actions >
Edit Fabric Zone Associations.
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Fabric Sites [ Control-center

Control-center View Site Hierarchy  Site Actions ~ ©

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment
T Export &}
Q Search Anycast Gateways Y
1 selected (O (@ Create Anycast Gateways  More Actions A As of: Jan 9, 2025 5:26 PM )
2 Anycast Gateways =~ Associated VLAN Edit Anycast Gateways Associated Layer 3 Virtual Network Fabric Enabled Wireless Wireless Flooding Layer 2 Flooding Resource Guz
O 11041201 110_4_120_0-Iy 9t Fabric Zone Assaciations  |yepp yy - - - -
Delete Anycast Gateways
[} 110.4.60.1 110_4_60_0-INF INFRA_VN - - -- --
O 4.1.0.1 4_1_0_0-Anchor 1037 Anchor @ -- -- --
N 4.1.01 4_1_0_0-GUEST 1038 GUEST @ @ - --
O 4.1.200.1 4_1_200_0-VN1 1034 VN1 @ - - --
4.1.64.1 ~

_ @ - @ -
2060:0:0:2061::1 4_1_64_0-VN_EMP 1027 VN_EMP & @

Step 3. In the workflow, click Select Fabric Zones.

Fabric Zones (Optional)

Anycast Gateways will be provisioned for the previously selected Virtual Networks
within the Fabric Site. If Fabric Zones have been configured, Anycast Gateways can
optionally be provisioned to one or more Fabric Zones within the Site.

Layer 3 Virtual Network Details

Q_ search Layer 3 Virtual Network: ~ GUEST &

LAYER 3 VIRTUAL NETWORKS
= Anycast Gateways
&h ---/Milpi...ontrol-center

GUEST 1P Pool Fabric Zones
I d) 4.1.0.0118 5> 1Selected

Step 4. Choose the zone, click Remove Selected then click Assign.

Assign Fabric Zones
Assign the Anycast Gateway to one or more Fabric Zones.

Anycast Gateways: 4.1.0.0/18

Q_ search

0 Unselected Remove All 1 Selected

> ...[Control-center/Floor-1

Cancel

Step 5. Complete the workflow and deploy the task.
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|
Procedure 2. Delete an anycast gateway from an inherited site

The anycast gateway 4.1.0.1 is added to inherited site Cisco-building-9.

To delete anycast gateway 4.1.0.1:

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites, click the
table view icon in the top right, click the Cisco-building-9 text link.

Step 2. Click the Anycast Gateways tab, check the 4.1.0.1 check box, then choose More Actions >
Delete Anycast Gateways.

Step 3. Apply the change to deploy the task.

Fabric Sites [ Cisco-building-9

Cisco- bu”dmg—g View Site Hierarchy  Site Actions ~ @

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks Anycast Gateways Wireless SSIDs Authentication Template Port Assignment
(T Export 4
O\ Search Anycast Gateways Y
1 selected () (¥ Create Anycast Gateways  More Actions ~ As of: Jan 9, 2025 6:00 PM
-] Anycast Gateways = Associated VLAN Edit Anycast Gateways Associated Layer 3 Virtual Network Fabric Enabled Wireless Wireless Flooding Layer 2 Flooding Resource
0 231211 2.3.121_0-INFF Edit Fabric Zone Associations INFRA_VN - i . -
Delete Anycast Gateways
O 2.3.60.1 2_3_60_0-INFR# INFRA_VN -- - - -
[:I 4.1.0.1 4_1_0_0-Anchor 1064 Anchor -- -
@ 4101 4_1_0_0-GUEST 1065 GUEST - --
6.1.0.1 ,
O L0601 6_1_0_0-VN1 1027 VN1 . B -
6.1.0.1
RYINES v 5 . . .
O 3060::1 6_1_0_0-VN5 1029 VN5
O 6.1.192.1 CRITICAL_VLAN 1052 VN1 - - -
O 6.1.193.1 6_1_193_0-VN1 1057 VN1 - -- -
6.1.64.1 -
O 202051 6_1_64_0-VN1 1025 VN1

Procedure 3. Delete an anycast gateway from a fabric site

Step 1. From the top-left corner, click the menu icon and choose Provision > Fabric Sites >
Control-center.

Step 2. Click the Anycast Gateways tab, check the 4.1.0.1 check box, then choose More Actions >
Delete Anycast Gateways.

Step 3. Apply the change to deploy the task.
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Fabric Sites / Control-center

Control-center

Fabric Infrastructure Layer 3 Virtual Networks

Q Search Anycast Gateways

1 selected (i) (@ Create Anycast Gateways

] Anycast Gateways =
O 110.4.120.1

O 110.4.60.1

O 4.1.0.1

4.1.0.1

O 4.1.200.1

4.1.64.1
2060:0:0:2061::1

Disable a fabric zone

Site Actions v @

Layer 2 Virtual Networks

More Actions

Edit Anycast Gateways

Edit Fabric Zone Associations

Delete Anycast Gateways

1037

1038

1034

1027

Anycast Gateways Wireless SSIDs

Associated Layer 3 Virtual Network

INFRA_VN

INFRA_VN

Anchor

GUEST

VN1

VN_EMP

Fabric Enabled Wireless

Authentication Template

Wireless Flooding

Port Assignment

™ Export '1

v

I
[5]

25 6:13 PM

As of: Jan 9,

Layer 2 Flooding Resource Guz

A fabric zone can be disabled only if there are no devices, such as fabric edges, extended nodes, policy
extended nodes, or SBEN, assigned in the zone, and there is no anycast gateway assigned in the zone.

Step 1.
Step 2.

Delete devices. Follow Delete Devices- Procedure 1a.

Tech tip: You can also do Step 2 first and Step 1 second.

Step 3.

Method 1: Disable a fabric zone on a site level:

Step 1.

Delete anycast gateway. Follow Delete anycast gateways.

Disable a fabric zone on either the site level or the zone level.

Control-center then choose Site Actions > Edit Fabric Zone.
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From the top-left corner, click the menu icon and choose Provision > Fabric Sites >
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Catalyst Center i | SD-Access b 3 | Q2 magev v

¥ tes | Control-centor

Control-centor  view site Hierarchy ~ Site Actions

Fabric Infrastructure Layer 3 Virtual Networks Configure Multicast it Gateways Wireless SSIDs Authentication Template Port Assignment u =

Three (3) Information Alerts on this page. Expand t

. Edit Fabric Zone

Show Task Status

Take a Tour Export
olapse Al CustomFocus  Feb 27,2024 1:12 PM
«:J
(S
@
(&
(>
Gancel

Step 2. Uncheck the check boxes for the floors to disable the zones.

Catalyst Center

Fabric Zones

Fabric Zones are optional. They resid a Fabric Site and can only contain Edge Nodes and Extended
Nodes. If Fabric Zanes are used, only t Virtual Networks and Anycast Gateways (IP address pools) are
provisioned to the Edge Nodes in each Fabric Zone.

If Fabric Zones are not used, all Virtual Networks and Anycast Gateways are provisioned to all Edge Nodes
in the Fabric Site

When a design hierarchy element is moved into a Fabric Zone, all existing Edge Nodes provisioned at or
below the design hierarchy element will be automatically moved into the Fabric Zene. There will be no
impact o user traffic when existing Edge Nodes move into & Fabric Zone. L2VNs, L3VNs and IP pools
configured to the Edge Node will be preserved

Select one or more areas, buildings, or floors to enable as a Fabric Zone.
A Fabric Zone begins at the selected level of hierarchy. All levels below the selected level are included as part of the Fabric Zone.

LEGEND E Fabric Site

Q) Search Hierarchy
Search Heip
Gontrol-centor

Fz

) & Warehouse-2

£J Exit Al changes saved Review

Method 2: Disable a fabric zone on the zone level.
Step 1. Navigate to the fabric zone.

Step 2. Choose Site Actions > Disable Fabric Zone.
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L Catalyst Center Provision /| SD-Access

Warehouse-1
Warehouse-1"  view sne Hierarchy ~ Site Actions ~

Fabric Infrastructure  Layer 3 Virtual Networks  pisaple Fabric Zone astGateways  Authentication Template  Port Assignment H

(7) Two (2) Information Alerts on this page. Expand

Show Task Status |

Take a Tour Export

Collapse All  Custem Focus Feb 27. 2024 1:48 PM

~
]
<

g

g

¢

Delete fabric site

A fabric site can be deleted only if there are no fabric devices, no anycast gateway, no layer VN, no anchor VN,
no fabric zone, and no multicast. If multicast is enabled, delete multicast first.

To delete multicast:
Step 1. Navigate to the fabric site then choose Site Actions > Remove Multicast Configuration.
Step 2. Delete the anycast gateway. Follow Delete anycast gateways.

Step 3. If an anchored VN is configured, delete the anchored anycast gateway and anchored VN from
inherited sites then do either of these:

« Disable the anchoring on these VNs. There is no need to delete VNs from the fabric site.

« Remove directly from the fabric site. If layer 3 handoff is configured on these VNs, the layer 3 handoff
must be deleted from fabric borders.
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Figure 66. Remove anchor on VN ‘GUEST’ and ‘GUEST_P’

= ‘dith Catalyst Center Provision / SD-Access

s | Control-centor

Control-centor  view site Hierarchy ~ Se Actions

Fabric Infrastructure  Layer 3 Virtual Networks Layer 2 Virtual Networks  Anycast Gateways  Wireless SSIDs  Authentication Template  Port Assignment
 Export &
2 selected Create Layer 3 Virtual Networks Add Existing Layer 3 Virtual Networks ~ More Actions As of: Feb 27, 2026 4:43PM 13
©  Loyer 3 Vinual Network ~ Loyer 3VNID Health Sc Associated Fabric Zones Multicast-Enabled Fabric Sites
P — ~ Remove Anchor from Fabric Site =
® GUESTPd 4105 0
3 INFRA_VN 4097 gt ]
VN1 4099 50% 2 o
VN2_P 4101 100% 1 0
B VN3_S 4102 100% 2 0
VN4_S 4103 100% 1 0
VN_WoL 4106 100% 1 0
Show Records: 10 v 1-8 )

Figure 67. Delete anchored VN: ‘GUEST’ and ‘GUEST_P’ from fabric sites directl

Catalyst Center Provision / SD-Access * Q & @ O | R mge v

s / Control-centor

Control-centor  view site Hierarchy ~ Site Actions

Fabric Infrastructure Layer 3 Virtual Networks Layer 2 Virtual Networks. Anycast Gateways Wireless SSIDs Authentication Template Port Assignment
* Export
2 selected () (3) Create Layer 3 Virtual Networks  (2) Add Existing Layer 3 Virtual Networks ~ More Actions AS of: Feb 27, 2024 443 PM 73
©  Loyer 3 Vinual Newiork Layer 3 VNID Health Se: Associated Fabric Zones Multicast-Enabled Fabric Sites
: Remove Anchor from Fabric Site
©@ GUESTS 4100 -- 0
Edit Fabric Site and Fabric Zone Associations
® GUESTPE 4105 - 0
Remove from Fabric Sites
INFRA_VN 4097 -- 0
VN1 4099 50% 2 0
N2_P 4100 100% 1 0
5 VN3_S 4102 100% 2 0
VNa_S 4103 100% 1 0
VN_WoL 4106 100% 1 0
ecord(s) Show Records: 10 v 1-8 ()

Step 4. Delete fabric devices. Follow Delete Devices- Procedure 1. Follow the sequence to delete fabric
devices, such as extended nodes, policy extended nodes, SBENSs, fabric edges, wireless
controllers, fabric borders, and control plane nodes.

Step 5. Disable the fabric zone. Follow Disable Fabric Zone - Step 3.

Step 6. Navigate to the fabric site, choose Site Actions > Delete Fabric Site then proceed with the
deployment.
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Note: If there is a transit control plane device in the site, delete it before deleting the fabric site.
To delete a transit control plane device:

Step 1. Navigate to Provision > SD-Access > Transits.

Step 2. Choose the applicable transit and delete it.

i Catalyst Center Provision / SD-Access
Fabric Sites / Control-centor
Control-centor  view site Hierarchy ~ Site Actions
Fabric Infrastructure  Layer 3 Virtual Networks Edit N itGateways  Wireless SSIDs  Authentication Template  Port Assignment =
Delete Fabric Site
Edit Fabric Zone Take a Tour Export
Show Task Status
Custom Focus Feb 27, 2024 5:38 PM
P -
<2
)
COMMON_A
O
8
o
*J
Cancel
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Monitor the Cisco SD-Access network and Cisco SD-Access application

This section covers the day-to-day health checking on a Cisco SD-Access network using the Catalyst Center
Assurance application, monitoring Cisco SD-Access application health using the System Health tool, and
validating device eligibility when adding it to a fabric site using the Cisco SD-Access Compatibility Matrix.

Catalyst Center Assurance provides a comprehensive solution for better and consistent service-levels to meet
growing business demands. It addresses reactive network monitoring and troubleshooting, and proactive and
predictive aspects of running a network to ensure optimal client, application, and service performance.

Assurance provides benefits, including:

« Provides actionable insights into network, client, and application-related issues. These issues consist of
basic and advanced correlation of multiple pieces of information, thus eliminating white noise and false
positives.

« Provides both systems guided as well as self-guided troubleshooting. Assurance offers a system-guided
method that correlates multiple Key Performance Indicators (KPIs). It uses results from tests and sensors
to identify the root cause of a problem and then suggests possible actions to resolve it. The focus is on
highlighting the issue rather than monitoring data. Frequently, Assurance performs the work of a Level 3
support engineer.

« Provides in-depth health scores for a network and its devices, clients, applications, and services. Client
experience is assured both for access (onboarding) and connectivity.

The Catalyst Center System Health tool helps validate application health, system status, and upgrade readiness.

Catalyst Center periodically compares operational Cisco SD-Access fabric nodes hardware and software
attributes against information in the Cisco SD-Access Compatibility Matrix and blocks new devices from being
added into a fabric site if any compatibility issues are detected.

Assurance for overall health

The Overall Health Dashboard provides an overview of how well the network and client devices are running,
along with a view of the top 10 issues that require attention. From here, drill down into network health or client
health for a more detailed view of how well the network infrastructure and the clients are running, as
demonstrated in this procedure example.

Step 1. From the top-left corner, click the menu icon and choose Assurance > Health then click the

Overall tab.
Overall Network Client Network Services ~ Applications SD-Access Al Analytics
Q Global ! 24 Hours Jun 6, 2024 12:10 PM - Jun 7, 2024 12:15 Ph
Actions
Network Devices Wired Clients
jp— 55L/G - TOTAL: 40 LATEST 82% teahy () TOTAL: 51 Gonnected: 51 No Data: 0 New: 0
617 n 9/12 34 0n3
I I I I I I .
Wireless Clients
v - > > N —
- ped = = PAS =
but

. o N e Wireloes A - LATEST ‘I OO% teaithy () TOTAL: § Active: 1 Inactive: 4 New: 0
Router Core Distribution Access Wireless Access
Cantroller Point T

View Network Health View Client Health
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Figure 68. Top 10 Issue Types

Overall Network Client Network Services v Applications SD-Access Al Analytics ~

View AAA Dashboard View DNS Dashboard View DHCP Dashboard

Top 10 Issue Types

Priority = Issue Type « Device Role Category Issue Count ~ Site Count (Area) Device Count Last Occurred Time ~
P1 Cisco TrustSec environment data download status ACCESS Connected 1 1 1 Jun 6, 2024 952 PM
P1 Fabric LISP PubSub session status is down ACCESS Connected 1 1 1 Jun 6, 2024 9:40 PM
P1 Fabric BGP session status is down with Peer Device BORDER ROUTER Connected 1 1 1 Jun 6, 2024 9:07 PM
P1 Fabric Border node internet is unavailable ACCESS Connected 1 1 1 Jun 6, 2024 5:54 PM
P1 Fabric LISP PubSub session status is down BORDER ROUTER Connected 2 1 1 Jun 8, 2024 5:50 PM
P1 Switch unreachable ACCESS Availability 1 1 1 Jun 6, 2024 2:48 AM
P1 Fabric facing port channel connectivity ACCESS Connectivity 1 1 1 Jun 5, 2024 10:50 PM
P1 Interface Connecting Network Devices is Down ACCESS Connectivity 2 1 1 Jun 5, 2024 10:50 PM
p2 Network Device Interface Connectivity - OSPF Adjacency Failure DISTRIBUTION Connectivity 2 1 2 , 2024 5:50 PM
P2 AP(s) disconnected from WLC on Switch ACCESS Availability 1 1 1 Jun 5, 2024 10:45 PM
10 Record(s)

Step 2. Click the individual issue to see the details then follow the suggested actions.

Figure 69. Example showing an issue with the Cisco TrustSec environment data download status

Overall Network Clien|
(P1)Cisco TrustSec environment data download status X
Jun 6, 2024 12:13 PM - Jun 7, 2024 12:13 PM |
Area
1 Open Issues 1 1 ACCESS
1 Buildings, 1 Floors
Top 10 Issue Types
Q, Search Table v

Priority = Issue Type ~

0 Selected 1 Export
P1 Cisco Trust

O Issue Site
P1 Fabric Bordel

O cisco TrustSec environment data is not complete on Fabric 'EXTENDED-NODE' node 'SN-FCW2146GOCL' in Fabric site 'Global/San Jose/Cisco-building-9' B San Jose/Cisco-building-9/Floo
P1 Fabric Bordd
P1 Fabric WLC 1 Record(s) Show Records: 10 Vv 1-1 (1]
P2 Radius serve]
P2 Device Rebo]
P2 Network Deyf
P3 Poor RF (5
P3 AP Flap
P3 Radio High
10 Record(s)
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Overall Network Clien| .
Sisco TrustSec environment data download status | Issue Instance
P1 Cisco TrustSec environment data is not complete on Fabric 'EXTENDED-NODE' node 'SN-FCW2146G0CL' in Fabric
site 'Global/San Jose/Cisco-building-9'
Status: Open~ | @ Issue Profile: global 3% Edit Issue Settings
Top 10 Issue Types
INSIGHTS
Priority « Issue Type =
Cisco TrustSec environment data is not complete on Fabric 'Extended-node' node 'SN-FCW2146GO0CL' in Fabric site 'Global/San Jose/Cisco-building-9'
P1 Cisco Trust§|
Device 22 SN-FCW2146G0CL
P1 Fabric Bordg Time Jun 7, 2024 2:29 PM
Location Global/San Jose/Cisco-building-9/Floor-1
P1 Fabric Borde}
Fabric Site Global/San Jose/Cisco-building-9
P1 Fabric WLC
2 i Problem Details .
"2 i Se'”I Problem Details
Suggested Actions
Fe Device Retly () The table below illustrates the applicable sessions for this device, along with their respective statuses. You can choose up to three sessions simultaneously. X
P2 Network De
Stats All Down Up No Data
P3 Poor RF (5
Search Table
P3 AP Flap Q
3 Radio High Status Destination
e ————————————e
10 Record(s) <
ISE (Primary)

Assurance for network health

Individual network device health scores are computed based on system, data plane and control plane health.
Network devices include routers, switches, wireless controllers and APs. Clients and devices in maintenance
mode are not part of the network health score.

The overall network health is a percentage computation of healthy devices divided by the total number of
devices by type that are being monitored by Catalyst Center, as shown in the procedure figures.

Step 1. From the top-left corner, click the menu icon and choose Assurance > Health then click the

Network tab.
Overall Network Client Network Services Applications SD-Access Al Analytics ~/
@ Global § 24 Hours Jun 6, 2024 12:10 PM - Jun 7, 2024 12:15 PM & i =
12:10p 12:15p
>
2 IV— ,,,,,,,,, 1@
z ! T T [o]
i G P 617 0 1
@ Telemetry Status
Actions

LATEST  TREND

Network Devices

55x0

Healthy Netwark Devices

Router (7) |
Core (1) I

TOTAL DEVICES 40 Access (12) | ]

Good Health 22 Wireless Controller (1) |

Fair Health 6 Access Point (13) UTILIZATION FAIR | INTERFERENGE POOR | 1 more
Poor Health 1 20

No Health Data 1

View Details
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Overall Network Client Network Services Applications SD-Access Al Analytics

Total APs Up/Down

LATEST ~ TREND LATEST  TREND

APT07D.B9B4.B5AE

13 Devices

oUp (13) «Down (0) No Data (0)

Top N APs by Client Count

View Details
Top N APs by High Interference
LATEST TREND 2.4 GHz v

APGB7D.BASC.1E68

AP149F.430E AC20

APBJ-380E.4DF6.705A

APOCDO.FB34.33D8

APFADB.E643.E430

AP3BOE 4DBF.212C

AP707D.BIBA BSAG

View Details View Details View Details
Network Devices (40) (i)
LATEST TREND
overALLHEALTH [IFXOM Poor  Fair  Good  NoHealth (D
TYPE All Router Core Distribution Access Wireless Controller Access Point
T Export {Q}
Q Search by name, MAC address, or IP address Y
Device Name Manageability Model 0S Version = IP Address Qverall Health Issue Type Count Location
= AP34ED.1BDA.6DF0 ® Managed C9115AXI-B 17.13.0.107 110.139.214.14 1 2 Florida/Disney/Floor-1
# SN-JAD23230GNB ©® Managed €9200-24P 17.13.1 110.4.60.8 10 0 Milpitas/Cisco-buidling-24
~ WLC.net.disney.com @ Managed C9800-40-K9 17.13.1 110.139.215.129 10 0 Florida/Disney
* SN-JAE24222248 @ Managed C9200L-48PL-4G 17.13.1 110.4.60.6 10 o Milpitas/Cisco-buidling-24
% AP707D.B9B4.85A6 ® Managed AIR-AP28021-B-K9 17.14.0.79 2.3.121.11 1 2 San Jose/Cisco-building-9/Floor-2
* APBJ-380E.4DF6.705A ® Managed AIR-AP28021-B-K9 17.14.0.79 110.5.120.7 1 1 Milpitas/Cisco-building-23/Floor-2
% AP687D.B45C.1E68 ©® Managed C91361-B 17.14.0.79 2.3.121.7 6 3 San Jose/Cisco-building-9/Floor-1
= AP149F.430E.AC20 @ Managed CW91661-B 17.14.0.79 2.3.121.6 4 2 San Jose/Cisco-building-9/Floor-2
. Tha' nuarall Fliant Ualath Crnra'ic hacad an tha mimhar nf haalthu sliante diidad b tha tnkal nimbar of sliante hacad an rliant L]

Step 2.
device sets.
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Use a filter to filter out the devices by heath status or device type. Use Search for specific
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Figure 70. Shows a filter applied to check All > Wireless Controllers

Network Devices (4) (1)

LATEST TREND

OVERALL HEALTH All Poor Fair Good No Health

TYPE All Router Core Distribution Access Wireless Controller Access Point

1) Export et
Q Search by name, MAC address, or IP address Y
Device Name Manageability Model 0S version = 1P Address Overall Health Issue Type Count Location
A WLC.net.disney.com ® Managed C9800-40-K9 17.13.1 110.139.215.129 10 0 Florida/Disney
. katar-faniu-ewlc ® Managed C9800-L-F-K9 17.14.1 110.9.3.1 10 2 San Jose/Cisco-building-9/Floor-2
A eWLC-faniu-9840 © Managed C9800-40-K9 17.14.1 110.9.2.1 10 2 San Jose/Cisco-building-9/Floor-1
A+ eccwe013.nls.ford.com ® Managed C9800-40-K9, C9800-40-K9 17.3.4¢ 110.210.243.25 - 0 -
4 Record(s) Show Records: 10 W 1-4 [1]

Note: The network health score exists only in the context of a location. If the location of a device is not
available, it is not counted in the network health score. If a device is not provisioned, its heath is not monitored.
Refer to the last wireless controller in figure, it has no health score.

Step 3. Click the device of interest to be redirected to the Device 360 window then review the detailed
health information.

Network | Device 360

Switch TB2-FE2 1 view pevice details

24 Hours Run Commands

2:36p

— E—— - |

617
@ Telemetry Status
Jun 6, 2024 2:36 PM - Jun 7, 2024 2:36 PM &
C9300-45UXM 2336 Global [ San Jose | Cisco-building-9 | Floor-2 17.14.1 ACCESS @ Global/San Jose/Cisco-building-9 4_1_128_0-Anchor_VN (16 more}
35 days, 1 hour, 56 minutes (1) Reachable () View All Details
Issues Physical Neighbor Topology Event Viewer Path Trace Application Experience Device Info Interfaces Fabric Site PoE Power Supply
Issues (2) Jun 7, 2024 2:36 PM
Cennected
P1 May 31, 2024 11:05 AM - Jun 7, 2024 2:33 PM
LISP session on Fabric 'EDGE" 'TB2-FE2' in fabric site 'Global/San Jose/Cisco-building-9' to "ANCHOR' Control Plane 'Common_A" is down B
Connected
P1 May 31, 2024 11:05 AM - Jun 7, 2024 2:32 PM
IOR Ammminn An Fabsin ICACELITAA FEALin falia aita [OlaaliCan fnnnfOinan ildian 01 en AMOLIARLOanteal Dlana [Danssan O in Ane B
2 Record(s) Show Records: 10 v [1]

Darabind lecinn amarnd lnmine

Assurance for client health

Individual client health scores are computed based on initial onboarding, as well as the persistent connectivity
experience. The Client Health Dashboard provides an analytical summary of how well clients can connect to the
network. After the clients are connected, the dashboard details the client connectivity experience.

The overall client health score is based on the number of healthy clients divided by the total number of clients
based on client type (wired or wireless).
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Overall Network Client Network Services Applications SD-Access Al Analytics
© Global 24 Hours Y/ Filter (0) ~ Jun B, 2024 12:15 PM - Jun 7, 2024 12:20 PM % F —
12:15p
— r--|-
100
5 T — j ,
) . 2 : A L]
P ap " 10p 67 4 12p
@ Telemetry Status
Actions
LATEST  TREND
Wireless Clients Wired Clients
1 OO% TotAL: 1 (D 821: TOTAL: 51
Healthy Active: 1| Inactive: 0 | N Healthy Connected: 51 | NoData:0 (D New: 0
Health Score 8-10 9ot Onboarded || orcp 17.65% |
Clients (1)
1
Active 1 Onboarded Good Connectivity 100 % Connected
Clients Clients 42 Onboarded Good Connectivity 82 %
View Details View Details
Client Devices (51 * Tracked Clients ~ © Excluded clients
LATEST TREND
TYPE | Wireless overar veaT [ Poor  Fair  Good NoData (D
DATA Onboarding Time >= 10s Authentication >= 5s
1y Export 8%
Q v
0 Selected
O Identifier 1Py Address Device Type Health Trust Score Tracked Usage Switch Port Location Last Seen ~
(O ¥ common 4.1.64.11 Un-Classified Device 10 8 No 499.77 kB Switch-110-4-0-8 Gi1/0/17 Milpitas/Cisco-buidling-24 Jun 7, 12:19 PM
(O ¥ steven 5.1.0.12 Un-Classified Device 10 8 No 20.97 kB 9300B-stack-BJ Gi3/0/48 Milpitas/Cisco-building-23 Jun 7, 12:19 PM
(O ¥ commen 4.1.64.10 Un-Classified Device 10 8 No 499.77 kB Switch-110-4-0-8 Gi1/0/17 Milpitas/Cisco-buidling-24 Jun 7, 12:19 PM
O ¥ common 4.1.64.13 Un-Classified Device 10 8 No 499.77 kB Switch-110-4-0-8 Gi1/0/17 Milpitas/Cisco-buidling-24 Jun 7, 12:19 PM
O ¥ 516412 5.1.64.12 - 10 -- No 24.59 kB 9300B-stack-BJ Gi1/0/48 Milpitas/Cisco-building-23 Jun 7, 12:19 PM
O ¥ 6.1.08 6.1.0.8 - 10 6 No 27.72kB TB2-FE2 Tw1/0/2 San Jose/Cisco-building-9/Floor-2 Jun 7, 12:19 PM
(J ¥ RLAN - Un-Classified Device 10 8 No 24.91 kB TB2-FE1 Tel/0/2 San Jose/Cisco-building-9/Floor-1 Jun 7, 12:19 PM
(0 ¥ 00:00:15:1D:36:BA - Un-Classified Device 10 6 No 499.77 kB Switch-110-4-0-8 Gi1/0/17 Milpitas/Cisco-buidling-24 Jun 7, 12:19 PM
O ¥ 6.1.012 6.1.0.12 - 10 6 No 27.72 kB TB2-FE2 Tw1/0/2 San Jose/Cisco-building-9/Floor-2 Jun 7, 12:19 PM

Step 1.
Step 2.

Click the client to be redirected to Client 360 window then review the details.

Example Figure 69 and Figure 70 show the details for clients in the Client 360 window.
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Similar to the Network Heath window, use a filter and the Search function to locate clients.
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Figure 71. Wireless client ‘lily’

Client / Client 360

lily
24 Hours ~

2:41p

Intelligent Capture | ‘

Data: @ Telemetry Status @ Traffic Usage ®

T0110% cLent perais

Jun 6, 2024 2:41 PM - Jun 7, 2024 2:41 PM &

Device: Intel-Device 0S: Windows MAC: 78:2B:46:9B:42:90 1Pva: 6.1.64.12 IPub: feB0::268a:bbea:b04c:6ba2 Trust Score: 9 (D) L3 Virtual Network: VN1 L2 Virtual Network: 6_1_64_0-VN1 VNID: 8192 Status: Connected Capability: 11a¢
Last seen: Jun 7, 2024 2:37:00 PM Connected Network Device: AP707D.B9B4.85A6 SSID: ASR-ENTERPRISE View All Details
Issues Onboarding Event Viewer Tools Application Experience Device Info Connectivity RF
Summary uunse, 2026 2:41 pm - Jun 7, 2024 2:41 P
« Poor Wi-Fi experience - high Retries 15.52% of data traffic
Onboarding Roaming Connectivity
RF QUALITY O TRAFFIC (O
@ Successful (5) @ Successiul (1)
100% 15.52% 100% 100%
SNR Retries Voice Best Effart
100% 100% . -
oee o e s U
u = - P 5
Figure 72. Wired client ‘steven
Client / Client 360
steven
24 Hours ~
2:44p
z T T
A ¥ Or 617 2r
Data: @ Telemetry Status
- . Jun 6, 2024 2:44 PM - Jun 7, 2024 2:44 PM &}
1010 cuient petais
Device: Un-Classified Device 08: Un-Classified Device MAC: 42:D0:89:03:00:09 IPvd: 5.1.0.17 IPv6: -- Trust Score: 8 (1) L3 Virtual Network: VN1 L2 Virtual Network: 5_1_0_0-VYN1 VLAN ID: 1026 Status: Connected Last seen: Jun 7, 2024 2:39:00 PM

Connected Network Device: 9300B-stack-BJ  Port: GigabitEthernet3/0/48 Port Description: -~ View All Details

Issues Onboarding Event Viewer Tools Application Experience Device Info Connectivity
Issues (0)
Onboardmg Jun 7, 2024 2:44 PM
@ [P Assignment @ AAA
Q
0 (ue=w)g
= =
Glent 93008 <k B

Assurance for Cisco SD-Access

Cisco SD-Access Assurance provisions telemetry subscriptions on devices operating in fabric roles to gather
near real time assurance data. This capability requires the fabric devices to be configured for NETCONF,
discovered with NETCONF, and to have Catalyst Center telemetry enabled.

© 2025 Cisco and/or its affiliates. All rights reserved.

Page 235 of 268



After a Catalyst Center upgrade, provision a new telemetry subscription on the devices.

Step 1. From the top-left corner, click the menu icon and choose Provision > Inventory, if there are
new telemetry subscriptions, a banner displays at the top of the Inventory window.

Step 2. Click Apply Fix to push the new telemetry subscriptions. Catalyst Center automatically selects
devices that need updating.

Catalyst Center Provision / Inven 877 |  Q maglev
L' We have detected I0S-XE device(s) in your network where new telemetry subscriptions for assurance data need to be enabled and some of the existing subscriptions may need to be optimized for performance. Apply Fix I %
LAl ekt il Soolu ) o i ok o e il et e L kvl e ool e oo VU g ) o ool LR Ll A e L e ool e el e e o
A Some devices may have design or provision conflicts. Please go to Provision -> Inventory and switch the focus to " Templates” and check " Template Conflict Status” column. Update CLI Templates X
O Global 0 Routers  Switches  Wireless Controllers  Access Paints  Sensors i3 E = 0
DEVICE WORK ITEMS Devices (40) Focus: Inventory + Take a tour (T Export
O Unreachable Q  Click here to apply basic or advanced filters or view recently applied filters \vd
(O Unassigned 0 Selected Tag (3 Add Device Actions v @ As of: Jun 7, 2024 B:08 PM £

To check Cisco SD-Access health in Assurance:

Step 1. From the top-left corner, click the menu icon and choose Assurance > Health then click the
SD-Access tab.

Overall Network Client Network Services Applications SD-Access Al Analytics
24 Hours Jun B, 2024 8:29 PM - Jun 7, 2024 8:29 PM &

SUMMARY  Health as of Jun 7, 2024 8:18 PM ISSUES
4 13 32 4 -- 5 0 5
Fabric Sites Layer 3 Virtual Networks Fabric Devices Transits Telemetry Status P1 P2 Total
1 Unhealthy 2 Unhealthy 1 Unhealthy

Issues (5) 1 Export

Q. Search Table i

Priority ~ Issue Type = Device Role Category Issue Count ~ Site Gount (Area) Device Gount Last Occurred Time ~

P1 Fabric LISP session status on Control Plane node BORDER ROUTER Connected 2 1 2 Jun 7, 2024 8:21 PM

P1 Cisco TrustSec environment data download status ACCESS Connected 1 1 1 Jun 7, 2024 8:19 PM

P1 Fabric LISP PubSub session status is down ACCESS Connected 1 1 1 Jun 7, 2024 7:40 PM

P1 Fabric BGP session status is down with Peer Device BORDER ROUTER Connected 1 1 1 Jun 7, 2024 7:19 PM

Fabric Sites (4) Layer 3 Virtual Networks (2) Transits (4)
HEALTH All Poor Fair Good NoData @
Ty Export Sl
Q) Search Table v
Eanrir Sita Health
Figure 73. Summary dashlet
Jun 6, 2024 §:29 PM - Jun 7, 2024 8:28 PM &

24 Hours

SUMMARY  Health as of Jun 7, 2024 8:18 PM ISSUES

4 13 32 4 - 5 0 5
Fabric Sites Layer 3 Virtual Networks Fabric Devices Transits Telemetry Status P1 P2 Total
1 Unhealthy 2 Unhealthy 1 Unhealthy
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e

Summary

Issues

o

o

o

Figure 74. Issues dashlet

Issues (5)

Q) Search Table

Priority

P1

P1

P1

P1

Fabric Sites: Number of fabric sites.

Layer 3 Virtual Networks: Number of layer 3 virtual networks.
Fabric Devices: Number of fabric devices.

Transits: Number of transits and peer networks.

Telemetry Status: Displays the telemetry status of the fabric sites.

P1: Number of priority 1 issues.
P2: Number of priority 2 issues.

Total: Total number of P1, P2, and P3 issues

1y Export
Y
Issue Type = Device Role Category Issue Count ~ Site Count (Area) Device Count Last Occurred Time ~
Fabric LISP session status on Control Plane node BORDER ROUTER Connected 2 1 2 Jun 7, 2024 8:21 PM
Cisco TrustSec environment data download status ACCESS Connected 1 1 1 Jun 7, 2024 8:19 PM
Fabric LISP PubSub session status is down ACCESS Connected 1 1 1 Jun 7, 2024 7:40 PM
Fabric BGP session status is down with Peer Device BORDER ROUTER Connected 1 1 1 Jun 7, 2024 7:19 PM

Top 10 issues display if any must be addressed. The issues are color coded and sorted by their preassigned
priority level, starting with P1.

Step 2.
Step 3.

Click an issue to open a slide-in pane with additional details about the issue type.

From the slide-in pane, click an issue instance where, as required, you can:

« To resolve the issue instance, choose Status > Resolve.

e To ignore the issue instance:

a. Choose Status > Ignore.

b. Set the number of hours to ignore the issue on the slider and confirm.

« To check the details of the issue, click the issue.
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Overall

SUMMARY

3

Fal
2

* Catalyst Center

"
cisco

Network Client

24 Hours

Health as of Apr 30, 2024

14

Layer 3 Virtual Net
4 Unhealthy

bric Sites
Unhealthy

Issues (7)

Q_ Search Table

Priority = Issue Type
P1 Fabric Bor
P1 Fabric Bor
P1 Fabric Bor
3 Record(s)

atalyst Cente

(P1)Fabric Border node internet is unavailable

Apr 29, 2024 10:24 PM - Apr 30, 2024 10:24 PM
Area
2 Open Issues 1 CORE
1 Buildings, 0 Floors
Q) Search Table v
1 Selected Actions A 1 Export
Issue Site Device Device Type First Ocourt
e Resolve
@ inten !9 Zabric Border ‘Common_A' is unavailable on Transit Control Plane 'transit-9500-5J @ Sunnyvale/Control-center  transit-9500-SJ  Cisco Catalyst 9500 Switch  Apr 29, 202
O Internet service on Fabric Border ‘Common_B' is unavailable on Transit Control Plane ‘transit-9500-SJ' & Sunnyvale/Control-center transit-9500-SJ Cisco Catalyst 9500 Switch Apr 29, 202

2 Record(s) Show Records: 10

maglev

Overall

SUMMARY  Heaith as of Apr 30, 2024|

3 14

Fabric Sites Layer 3 Virtual Nety

2 Unhealthy 4 Unhealthy
Issues (7)
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Network Client

24 Hours

Search Table

Priority ~ Issue Type
P1 Fabric Bor
P1 Fabric Bort
P1 Fabric Bor
3 Record(s)

Fabric Sites (3) Layer 3

HEALTH All Poor H

Q_ Search Table

Fabric Site Name

Global/Milpitas/Cisco-buildit

arder node intemet is unavailzole | Issue Instance

P1 Internet service on Fabric Border 'Common_A'" is unavailable on Transit Control Plane 'transit-9500-SJ'

Status: Open v |

Issue Profile: global Edit Issue Settings

INSIGHTS

Internet service on Fabric Border 'Common_A' is unavailable on Transit Control Plane 'transit-9500-SJ' since default route is lost

Device =2 transit-9500-SJ

Time Apr 30,2024 10:22 PM
Location Global/Sunnyvale/Centrol-center
Fabric Site NA

Transit Name SDA

Probl: Detail: .
I roblem Details Problem Details

Suggested Actions

) 4 session(s) down. The table below illustrates the applicable sessions for this device, along with their respective statuses. You can choose
L simultaneously.

up te three sessions

Status All Down Up No Data
Q Search Table
Status Destination VN Name IPType  IP Address
| O ©®  CommonB NEMP  ip 1104063
Common_A-UN_EMP-ipvé
O o Common_B Anchor_VN ipv4 110.4.0.63
g o Common_A  VN_EMP ipvé 110.4.0.62
O (] Common_A Anchor_VN ipvd 110.4.0.62
a/30 ‘ " o e Common_A  VN_EMP ipva4 110.4.0.62
;Recmd(s‘, Show Records: 10 v [1]

Global/San Jose/Cisce-build
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Figure 75. Fabric Sites dashlet

Fabric Sites (4) Layer 3 Virtual Networks (2) Transits (4)

HEALTH Al Poor Fair Good No Data

Q) Search Table

Fabric Site Name Number of Fabric Devices Overall Fabric Site Health ~

Global/Sunnyvale/Control-center 0

Global/Milpitas/Cisco-building-23 5 100%
Global/Milpitas/Cisco-buidling-24 9 100%
Global/San Jose/Cisco-building-9 17

Fabric Site Connectivi

Fabric Site Health

Fabric Control Plane

T Export

Fabric Infrastructure

View detailed fabric site information in the table format. The fabric site table displays this information by default:

« Fabric Site Name: Name of the fabric site

« Number of Fabric Devices: Number of fabric devices in the fabric site

« Fabric Site Health:

o QOverall: Overall health of the fabric site. Click the name to be redirected to the Fabric Site 360

window. See Monitor the Health of a Fabric Site.

o Fabric Site Connectivity: Health of the connectivity with the fabric site

o Fabric Control Plane: Health of the control plane in the fabric site

o Fabric Infrastructure: Health of the devices that make up the fabric site

Filter the table based on the client health with these options:

« Al

« Poor: Fabric sites with a health score range from 1 to 3

« Fair: Fabric sites with a health score range from 4 to 7

e Good: Fabric sites with a health score range from 8 to 10

No Data: Fabric sites with no data
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Figure 76. Layer 3 Virtual Networks dashlet

Fabric Sites (3) Layer 3 Virtual Networks (14) Transits (4)

weari [EI Poor  Far  Good  NoData

1y Expart
Q Search Table v
Virwal Network Health
VN Name VNID Associated Fabric Sites Number of Clients Overall VN Health « Fabric Centrol Plane VN Services VN Exit
GUEST_P 4105
VN4_S 4103
VN_woL 4106
VN_T_S 4
Test_anchor 4106
Anchor_VN 4100 2 -- 0% L] -]
VN1 4099 3 - 0% [} o a
VN_EMP 4109 1 - 0% (] o (]
VN_Guest 4108 1 -- 100% L] % L]
VNS 4104 1 -- 66 (] ® a
14 Record(s) Show Records: 50 v (]

View the detailed VN table information. The VN table displays this information by default:

« VN Name: Name of the VN. Click the name to be redirected to VN360 window. See Monitor the Health of
a Laver 3 Virtual Network -VN 360.

» Associated Fabric Sites: Number of Associated sites in the VN
« Number of Clients: Number of endpoints in the VN
 Virtual Network Health:
o Overall VN Health: Overall health of the VN
o Fabric Control Plane: Health of the control plane in the VN
> VN Services: Health of the VN services

o VN Exit: Health of BGP sessions to peer devices

Note: Layer 3 Virtual Networks does not monitor INFRA_VN, only customized VN and Default_VN (if in use)
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Figure 77. Transits dashlet

Fabric Sites (3) Layer 3 Virtual Networks (1) Transits (4)

HEALTH Al Poor Fair Good No Data

T, Export

Q) Search Table

<

Transit Health

Transit Name Transit Type Associated Fabric Sites (1) Overall Transit Health = Transit Control Plane Transit Services
ASR-INTERNET  IP 1

C-INTERNET P 1

ASR-DC P 1

SDA SD-Access (LISP PubSub) 2 75% [ ] <]

4 Record(s) Show Records: 10 v < ) >

View detailed transits and peer network information in a table format. The transits and peer network table
displays this information by default:

« Transit Name: Name of the transit network or peer network. See Monitor the Health of a Layer 3 Virtual
Network -VN 360.

o Transit Type: IP or SD-Access
« Associated Fabric Sites: Number of associated sites
o Transit Health:
o Overall: Overall health of the transit and peer network
o Transit Control Plane: Health of the transit control plane

o Transit Services: Health of internet availability
Monitor the health of a fabric site with Fabric Site 360

As shown in the Fabric Dashlet section, click the fabric site to view the detailed health information of a site.

Use the health timeline slider to view the health score for a more granular time range and to view quality
information.

Hover the cursor within the timeline to view information, including:

« Fabric Site Health: Health is the percentage of healthy fabric nodes in this site.
Click a hyperlinked fabric category in the charts to open a side pane to view the respective KPI subcategories.

KPI subcategorized |Issue auto resolve | Max latency

(issue/health
score)

AAA Server Status Fabric Infrastructure  yes 10 min/10 min  Monitors the server status for
each AAA server from edge
and extended nodes

CTS Environment Data Fabric Infrastructure  yes 10 min/10 min Monitors the download of

Download Cisco TrustSec environment
data on edge, PEN and SBEN
for the Cisco ISE Server. If
AAA Server Status is down;
Cisco TrustSec health is
automatically brought down as
well.
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KPI subcategorized

Issue auto resolve | Max latency

(issue/health
score)

Extended Node Fabric Site
Connectivity Connectivity

Control plane reachability = Fabric Site
Connectivity

LISP Session Status Fabric Control Plane

Pub/Sub Session Status for Fabric Infrastructure
INFRA_VN

BGP session from Border Fabric Site
to Control Plane Connectivity

BGP session from Border  Fabric Site
to Peer Node for Infra_VN  Connectivity

© 2025 Cisco and/or its affiliates. All rights reserved.

No

no

yes

yes

yes

yes

5min/5min

10 min/10 min

10 min/10 min

10 min/10 min

10 min/10 min

10 min/10 min

Requires device image >
=17.9

Monitors the link status
between extended and edge
nodes on configured port
channels

monitors the IPSLA
reachability status from fabric
wireless controller nodes to
local control plane nodes

Monitors the LISP protocol
sessions from border and
edge nodes to local control
plane nodes.

Requires device image >
=17.6.2

Monitors Pub/Sub protocol
sessions from border nodes to
local control plane nodes for
INFRA_VN.

Requires device image >
=17.6.2

Monitors the BGP session
state from a given border node
to local control plane nodes
for INFRA_VN only.

Requires device image >
=17.10

Monitors the BGP session
state from a given border node
and its' nonfabric peers.
Sessions are tracked for
INFRA_VN only, and for both
LISP/BGP and LISP with
Pub/Sub protocol sites.

Requires device image >
=17.10
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ul Catalyst Center

€

Faonic Site

Global/Milpitas/Cisco-buidling-24

24 Hours

L
=

7

@ Telemetry Status

Fabric Infrastructure

May 1, 2024 B:00 AM - 8:05 AM
Fabric Cantrol Plane °

Fabric Site Health: 1

ealt

Fabric Site Connectivity L]

LsP 56
nodes in

erlying KPI

The KP Is not included for Health Score

® Telemetry Status Good

TOTAL DEVICES

Figure 78. Fabric nodes dashlet

Fabric site

Fabric Nodes (2)

LATEST TREND

vee A EEGEHTEEIUEREETRY  Border Node  Edge Node  Wireless LAN Gontroller AP Extended Node

ragric sime weauTs [N Poor  Fai Good Mo Health

Export

), Search Table

Device Fabric Site Health

Name Issue Type Count P Address Fabric Role Oworall = Fabric Site Cannectivity Fabric Control Plane Fabric Infrastructure

#* Common_A 1 110.4.0.62 BN | CP | WC ] o
= Common_B 1 0.4.0.63 BN | CP | WC ) L] L]

Recordls

e
Filter the table based on the fabric node type with these options: All, Fabric Control Plane,

Type Fabric Border, Fabric Edge, Fabric wireless controller, Fabric AP, and Extended Node.
Filtc_er the table based on the overall health score of the fabric site with these available
options:

e All

e Poor: Devices with a health score range from 1 to 3.

e Fair: Devices with a health score range from 4 to 7.

Fabric Site Health

e Good: Devices with a health score range from 8 to 10.
o No Health: Devices with no health data.

Fabric Node table View device information for all the fabric nodes for the selected site in a table format.

Note: The overall health score is the minimum subscore of KPI metric health scores for fabric
site connectivity and fabric infrastructure.

The Name, Issue Type Count, and Fabric Role columns display the fabric name, issue count,
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and fabric role (Edge, Border, Map Server, and so on).

Under Device Fabric Site Health, in the Overall column, hover the cursor over a health score.
The overall Device Fabric Site Health score is displayed along with the health and percentage
value of all the KPI metrics.

Hover the cursor over the Fabric Site Connectivity, Fabric Control Plane, and Fabric
Infrastructure icons to display the health scores.

Monitor the health of layer 3 VNs with VN 360

As shown in previous section, click the VN to view the detailed health information of a specific VN.

The VN health score is the percentage of healthy devices in the VN. VN category health is the minimum of
corresponding subcategory KPI scores. VN services includes the BGP session from border to peer node,
multicast (external RP), default route registration, and VN control plane.

Displayed by default. The left pane provides the VN health summary score and the total number of devices. The
right pane displays charts.

« Healthy fabric nodes: The percentage of healthy (good) nodes in the selected site.

« Total devices: Total number of fabric devices and the count of devices with Good Health, Fair Health,
Poor Health, and No Health data.

o Charts: This color-coded, snapshot-view chart shows the KPIs with subcategories.
Subcategories Issue auto Max latency
resolve (issue/health

score)

Pub/Sub Session Status Fabric Control Plane  yes 10 min/10 min ~ Monitors Pub/Sub protocol
sessions from border nodes to
connected local control plane
nodes for all VN, except for
INFRA_VN and inherited VNs for
FiaB nodes.

Requires device image > =17.6.2

Internet Availability VN service yes 10 min/10 min  Monitors the default route on
external borders and registers
that with the control plane node
within a LISP with Pub/Sub site

Monitors the default route on
external borders and registers
that with the transit plane node
within a LISP with Pub/Sub site.

Require device image > =17.8

Multicast (External RP) VN service no 10 min/10 min  Monitors the reachability status
to the external Multicast RP.

BGP session from Border VN exist yes 10 min/10 min  Monitors the BGP session state

to Peer Node from a given border node and

the nonfabric peers. Sessions
are tracked for all configured
VNs, with the exceptions of
INFRA_VN, and for both
LISP/BGP and LISP with
Pub/Sub protocol sites.

Requires device image > =17.10
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SD-#

s Virtual Netwark

VN_EMP Jun 6, 2024 11:55 PM - Jun 7, 2024 11:55 PM &

24 Hours

11:55p

617

& Telemetry Status

WNID: 4109 Layer: L3  Network Segmentation Protocol: LISP_PUBSUB  Associated Fabric Sites: 1 VN Type: IPV6

Virtual Network Health (O

LATEST TREND

100-

Healthy Fabric Nodes KPI Sub-category (Device count)

TOTAL DEVICES 9 Fabric Control Plane (3)

Good Health 3 N Services (3)

Fair Health ° YN Exit (3)

Poor Health 0 [ 20 40 60 80 100
No Health Data [ Fabric Device Distribution (%)

Not Applicable

HEALTH @ NoHealthData @ Good @ Fair @ Poor

Hover the cursor over a color to display the health score and the number of devices that are associated with
that color.

If the chart shows a low health score (red or orange), the KPIs that contributed to the low health score are
provided next to the bar.

Click a hyperlinked category to open a side pane for more details.

lulli Catalyst Center

= dseo

Virtual Network

VN_Guest

24 Hours

| . j

@ Telemetry Status

Virtual Network Health: 1

Fabric Control Plane L VN Services VN Exit

Issues (0)

Search Tabl
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Monitor the health of transits - Transit 360

As shown in the previous section, click the transit (Cisco SD-Access type) to view the detailed health
information of Cisco SD-Access transit.

Use the health timeline slider to view the health score for a more granular time range and to view quality
information.

Hover the cursor within the timeline to view information, including:

« Transit Network Health: The health score is the percentage of healthy fabric nodes in this site; it does not
include the device health of control planes. The fabric category health is the minimum of underlying KPI
scores.

« Transit Site Control Plane: Lists the KPI subcategory, such as LISP and Pub/Sub session of the transits. If
the transit health score is low, click View Device List to display a list of devices that contribute to the low
score and their associated down sessions. Click of the hyperlinked name of the device to display device
information.

Check the Telemetry Status check box below the timeline to view the horizontal bar in the timeline.

Displayed by default. Includes two panes. The left pane provides the network health summary score and the
total number of devices. The right pane displays charts.

« Health Fabric Nodes: The percentage of healthy (good) nodes in the selected site.

« Total Devices: The total number of network devices and the count of devices with Good Health, Fair
Health, Poor Health, and No Health Data.

« Charts: This color-coded snapshot-view chart shows the transit control plane over the last 5 minutes.

Step 1. Hover the cursor over a color to display the health score and the number of devices that are
associated with that color.

Step 2. Click a hyperlinked Transit Control Plane in the charts to open a side pane to view these KPI
subcategories in the transit control plane.

Issue auto resolve Max latency
(issue/health score)

Pub/Sub Session from yes 10 min/10 min Monitors pub-sub protocol sessions from
Border to Transit Site border nodes to local control plane nodes for
Control Plane INFRA_VN.

Requires device image > =17.6.2

LISP Session from Border yes 10 min/10 min Monitors the LISP protocol sessions from
to Transit Site Control border nodes to connected transit control
Plane plane nodes.

Require device image > =17.6.2

BGP Session from Border yes 10 min/10 min Monitors BGP session state from a given

to Transit Control Plane external border node and connected transit
control plane nodes. Sessions are tracked for
INFRA_VN within LISP/BGP protocol sites.

Requires device image > =17.10

Step 3. Click a hyperlinked Transit Service in the charts to open a side pane to view these KPI
subcategories for the transit services:
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Issue auto resolve

Max latency
(issue/health score)

Internet Availability yes 10 min/10 min Monitors the default
route on external
borders and registers
that with the transit
plane node within a
LISP with Pub/Sub
site.

Requires device

image > =17.8
SDA Jun 6, 2024 11:23 PM - Jun 7, 2024 11:25PM &
24 Hours ~

@ Telemetry Status

TRANSIT DET,

Transit/Peer Type: SD-Access (LISP PubSub)

Transit Health

LATEST TREND

75

Healthy Fabric Nodes

TOTAL DEVICES
Good Health

Fair Health

Poor Health

No Health Data

Not Applicable (O

SD-Access | Transits

SDA

24 Hours ~

11:23p

o .
&7 2

@ Telemetry Status

TRANSIT DETAILS

Transit/Peer Type: SD-Access (LISP Py

Transit Health

LATEST TREND

7 5 % @
Heaithy Fabric Nodes
TOTAL DEVICES
Good Health

Fair Health

Control Planes: 1 Associated Fabric Sites: 3

KPI Sub-category (Device count)

PUBSUB TRANSIT DOWN

6
Transit Site Control Plane (5)
1 Transit Services (1)
0 0
2
0

Transit Site Control Plane (5)

Transit Site Control Plane

& 1 device(s) with fair key perfomance indicators

LISP Session from Border to Transit Site Control Plane

© 3 device(s) goou

Pub-Sub Session from Border to Transit Site Control Plane

A 1 device(s) fair

BGP Session from Border to Transit Control Plane
5 device(s) with no data

20 40

Fabric Device Distribution (%)

HEALTH @ No Health Data & Good

KEY PERFOMANCE INDICATOR @ Poor (0} @ Fair (1)

® Fair

® Poor

24 hours: Jun 6, 2024 11:23 PM - Jun 7, 2024 11:23 PM | SDA

LATEST TREND

5 Devices

® Good (2) ® No Health Data (2)

Select an element on chart to load more detailed data
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Catalyst Center

BB | Q mager

SD-A

| Transits

Transit Services (1)

X
SDA 24 hours: Jun €, 2024 11:23 PM - Jun 7, 2024 11:23 PM SDA
24 Hours Transit Services

LATEST TREND
11:23p ® 1 device(s) with good key perfomance indicators
Internet Availability
@ 1 device(s) with Internet Availability Up
6/7

@ Telemetry Status

KEY PERFOMANCE INDICATOR @ Poor (0) e Fai )) @ Good (1) No Health Data (0.
Transit/Peer Type: SD-Access (LISP Py
Transit Health Select an element on chart to load more detailed data
LATEST  TREND

75

Healthy Fabric Nodes

Step 4.

Scroll down to the Top 10 issues to display Issues towards this transit and Associated Fabric
Sites.

Issues (2) xpc
Search Table
Priceny « brsus Type = Davica Rale Cawgery Hsus Count = Site Gouns {Ares) Device Caunt Last Gecuried Tima
abric Border node internet is unavailable RE

Associated Fabric Sites (2)]  Fabr

Fabiic S

Haalth + Coneetad TransIt/Pear Natsorks Layer 3 Virma! Newornks Fabiic Devices
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Figure 79. Fabric Nodes to display borders and transit control plane health

BN I criEn | we

(enicriwe]

(enicpiwe

Monitor the health of devices with Device 360

Use the Device 360 window to view detailed device health information on a specific device. All the fabric
devices that are provisioned and managed by Catalyst Center are monitored. Catalyst Center provides different
KPIs, and information based on different fabric roles.

Figure 80. Fabric edge

Netwsork | Device 360

Switch TB2-FET © view Device petails

24 Hours

8:55p

f

Run Commands

|

617
@ Telemetry Status
[OINO;
o
C9300-24U% 2335 Global / San Jose | (ding-9 / Floor-1
35 days, & hours, 16 minutes (D Reachable @ View All Details
Issues Physical Neighbor Topology Event Viewer
Issues (0) uun7, 202 10:10pm
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Figure 81. Fabric borders with a control plane and embedded wireless controller
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4_1_0_0-Anchor_VN (15 more} Disabled 8 days, 4 hours, 15 minutes Reachable @  View All Det:
Issues Physical Neighbor Topology Event Viewer Path Trace Application Experience Device Info Interfaces Fabric Site Virtual Network Transits PoE Power Supply Wireless
[P ran
Network | Device 360
Switch Common_A 7 view bevice Details
24 Hours Run Commands
8:55p
emetry
10
g0 o}
T T T T T T
c 617 2 12 5 ; 108 P b 2 P
@ Telemetry Status
Jun 7, 2024 8:55 AM System Resources Fabric Site Virtual Network Transits Events
Device Health: 10 R
Memory Utiization ( 56.67% Fabric Site Connectivity Fabric Control Plane (| Transit Site Control Plane

GPU Utilization
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Free Timer --
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a0 Link Errors

Inter-device Link Availability
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Fiﬁure 82. Fabric wireless controller

Metwork / Device 360

WLC eWLC-faniu-9840 & view device petails
24 Hours ~ Run Commands
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© Telemetry Status
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Figure 83. Transit control plane
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Network | Device 360

Switch transit-9500-SJ & view bevice Details
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Figure 84. Policy extended node
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Figure 85. AP: No Fabric KPI in health score calculation

Network / Device 360

AP APOCDO0.F894.33D8 c view pevice Details

24 Hours ~v

121128
metr

1 Download Run OTA Capture
[t corre 0
12:12a

I

g

@ Telemetry Status

€WLC-faniu-9840 G9117AXI-B 17.14.0.79

IEEE4 60.0W ON

Issues

Issues (O) Jun 8, 2024 12:12 AM

Table 26.

Roles

AAA Server Status

Edge/EN/PEN/SBEN

231218

Not Supported  View All Details

Tools Physical Neighbor Topology

Fabric KPIs included in the device health score
Applicable Fabric

CTS Environment Data Edge/PEN/SBEN yes
Download

Extended Node Edge/EN/PEN No

Connectivity

Multicast RP Border no

Control plane reachability  wireless controller no

LISP Session Status Edge/Border yes
LISP Session from Border  Border yes
to Transit Site Control

Plane

Pub/Sub Session Status Border yes
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Global / San Jose / Gisco-building-9 f Floor-1 Local

Issue Auto Resolve | Max Latency

Event Viewer Device RF Ethernet PoE

(Issue/Health
Score)

10 min/10 min

10 min/10 min

5min/5min

10 min/10 min

10 min/10 min

10 min/10 min

10 min/10 min

10 min/10 min

>
6/8

Jun 7, 2024 12:12 AM - Jun 8, 2024 12:12 AM &

35 days, 11 hours, 34 minutes Wi-Fi 6 u @

Monitors server status for each
AAA server from edge and
extended nodes

Monitors the download of CTS
environment data on edge, PEN,
and SBEN for the Cisco ISE Server.
If AAA Server Status is down; CTS
health is automatically brought
down as well.

Requires device image > =17.9

Monitors link status between
extended and edge nodes on
configured port channels

Monitors the reachability status to
the external Multicast RP.

Monitors IPSLA reachability status
from fabric wireless controller
nodes to local control plane
nodes.

Monitors LISP protocol sessions
from border and edge nodes to
local control plane nodes.

Requires device image > =17.6.2

Monitors LISP protocol sessions
from border nodes to connected
transit control plane nodes.

Requires device image > =17.6.2

Monitors Pub/Sub protocol
sessions from border nodes to
connected local control plane
nodes for all VN, with the
exception of INFRA_VN and
inherited VNs for FiaB nodes.
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Pub/Sub Session Status for
INFRA_VN

Pub/Sub Session from
Border to Transit Site
Control Plane

Internet Availability

Remote Internet Availability

BGP session from Border
to Peer Node

BGP session from Border
to Control Plane

BGP session from Border
to Peer Node for Infra_VN

BGP session from Border
to Transit Control Plane

Applicable Fabric
Roles

Border

Border

Control plane

Transit Control Plane

Control Plane

Border

Border

Border

Border

© 2025 Cisco and/or its affiliates. All rights reserved.

Issue Auto Resolve | Max Latency

yes

yes

yes

yes

yes

yes

yes

yes

(Issue/Health
Score)

10 min/10 min

10 min/10 min

10 min/10 min

10 min/10 min

10 min/10 min

10 min/10 min

10 min/10 min

10 min/10 min

Requires device image > =17.6.2

Monitors Pub/Sub protocol
sessions from border nodes to
local control plane nodes for
INFRA_VN.

Requires device image > =17.6.2

Monitors Pub/Sub protocol
sessions from border nodes to
connected transit control plane
nodes for all VNs.

Requires device image > =17.6.2

Monitors default route on external
borders and registers that with the
control plane node within a LISP
with Pub/Sub site.

Monitors default route on external
borders and registers that with the
transit plane node within a LISP
with Pub/Sub site.

Requires device image > =17.8

Monitors whether remote fabric
sites are able to provide backup
internet through SD-Access
Transit connected borders within a
LISP with Pub/Sub site. This KPI is
not monitored if the KPI Internet
Auvailability is already down.

Requires device image > =17.8

Monitors the BGP session state
from a given border node and the
nonfabric peers. Sessions are
tracked for all configured VNs,
with the exceptions of INFRA_VN,
and for both LISP/BGP and LISP
with Pub/Sub protocol sites.

Requires device image > =17.10

Monitors the BGP session state
from a given border node to local
control plane nodes for INFRA_VN
only.

Requires device image > =17.10

Monitors the BGP session state
from a given border node and the
nonfabric peers. Sessions are
tracked for INFRA_VN only, and for
both LISP/BGP and LISP with
Pub/Sub protocol sites.

Requires device image > =17.10

Monitor the BGP session state
from a given external border node
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Applicable Fabric Issue Auto Resolve | Max Latency

Roles

(Issue/Health
Score)

To exclude certain KPIs in the health score calculation:

Step 1. Navigate to Assurance > Setting > Health Score Settings.

aliafi Catalyst Center

cisco

lient Wired Client

P| Health Score

por
P Session from Border
Control Plane Down
=| Reports
por

P Session from Border
Control Plane Down

[ Explore
bor

P Session from Border
Peer Node for INFRA VN

P Session from Border
Peer Node Down

POR

P Session from Border
Transit Control Plane
bwn

Assurance /| Settings /[ Health Score Settings

GOOD

BGP Session from Border
to Control Plane Up

GOOD

BGP Session from Border
ta Control Plane Up

GOOD

BGP Session from Border
to Peer Node for INFRA VN
Up

GOOD

BGP Session from Border
to Peer Node Up

GOOD

BGP Session from Border
to Transit Control Plane Up

and connected transit control
plane nodes. Sessions are tracked
for INFRA_VN within LISP/BGP
protocol sites.

Requires device image > =17.10

alth score is the lowest score of all included KPIs. To disable a KPI from impacting the overall device health, you can exclude it from the

Included for Health Score Current Se'
@ Yes Default
@ Yes Default
@ Yes Default
@ Yes Default
@ Yes Default

Step 2. Locate and click the KPI, uncheck the Included in Device heath Score check box.
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Figure 86. This example excludes the BGP session from the border to control plane in the device type Router

Device Health Application Health ~ ~ ~
P " BGP Session from Border to Control Plane

(BGP) -~

Health Score

The health score can be customized based on device type. The network device's health score is the lowest scare of all included KPIs. To disable a KP| from impacting the overal
Device health indicated by BGP Session from Border to Control Plane
Note: Health score setting is not applicable for Third Party Devices
KPI HEALTH SCORE
Router  Core, Distribution & Access  Wireless Controller  Access Paint  Wireless Client  Wired Client

Q. Search Table

@ Included in Device health Score

KPI Name = KPI Health Score Includ

BGP Session from Border to Control Plane (BGP) Last Modified

Device health indicated by BGP Session from Border to BGP Session from Border BGP Session from Border 2 Ya
Control Plane to Control Plane Down to Control Plane Up

BGP Session from Border to Control Plane (PubSub)

Device health indicated by BGP Session from Border to BGP Session from Border BGP Session from Border
Control Plane to Control Plane Down to Control Plane Up

D Ye

BGP Session from Border to Peer Node for INFRA VN

Device health indicated by BGP Session from Border to
Peer Node for INFRA VN,

BGP Session from Border BGP Session from Border D Ye
to Peer Node for INFRAVN  to Peer Node for INFRA VN
Down Up

Path trace

Network admin can run a path trace between two nodes in the network—a specified source device and a
specified destination device. The two nodes can be a combination of wired or wireless hosts or layer 3
interfaces or both.

When a path trace is started, the Catalyst Center reviews and collects network topology and routing data from
the discovered devices. It then uses this data to calculate a path between the two hosts or layer 3 interfaces
and displays the path in a path trace topology. The topology includes the path direction and the devices along
the path, including their IP addresses. The display also shows the protocol of the devices along the path
(Switched, STP, ECMP, Routed, Trace Route) or other source type.

Path trace has limitations and restrictions, including:
« Path trace between a fabric client and a nonfabric client is not supported.

« CDP protocol needs to be enabled on Devices.

« Path trace between two fabric clients over multiple virtual routing and forwarding (VRF) virtual networks
(VNSs) is not supported.

« Path trace from a router's loopback interface is not supported.
« Overlapping IP addresses are not supported with or without fabric.

« Path trace on a Locator ID/Separation Protocol (LISP) fabric requires the traffic to be running, and the
cache to be available on the edge switches.

« Path trace in Cisco Adaptive Security Appliances (ASA) is not supported because Cisco ASA does not
support CDP. It is not possible to identify the path through the Cisco ASA appliance.

« Path trace is not supported for the management interface in wireless controllers in untagged mode.

« Path trace for Virtual Switching System (VSS), Multi-Link Aggregation Control Protocol (MLACP), or
Virtual Port Channel (vPC) is not supported.

« Path trace for Equal-Cost Multi-Path Routing (ECMP) over Switched Virtual Interface (SVI) is not
supported.

o Path trace is not supported on devices with NAT or firewall.

« Path trace from a host in a Hot Standby Router Protocol (HSRP) VLAN to a host in a non-HSRP VLAN that
is connected to any of the HSRP routers is not supported.
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« Port-channel Port Aggregation Protocol (PAgP) mode is not supported. Only LACP mode is supported.
« Path trace for wireless clients that use OTT in a Cisco SD-Access fabric is not supported.

« Path trace from a layer 2 switch is not supported.

« Cisco Industrial Ethernet (IE) switches are extended nodes as part of the Cisco SD-Access solution.
Currently, path trace does not recognize extended nodes, so if a topology contains extended nodes, an
error message displays.

o Dual stack with both IPv4 and IPv6 addresses for devices is not supported. If this occurs, an error
message displays stating that the given address is unknown.

Path trace can be run from the Client 360 window and Device 360 window. This example shows the start path

trace from a client named lily.

Step 1. From the menu icon button, choose Assurance > Health then click the Client tab.

= lule Catalyst Center Assurance / Dashboards / Health
Overall Network  Client Network Services v Applications SD-Access Al Analytics
@ Global } 24 Hours Y Filter (0) v~ Jun 7, 2024 12:00 AM - Jun 8, 2024 12:05 AM el —
12:008 2052
- - _— ]" 3
j o
o7 o8
® Telemetry Status
Actions
LATEST  TREND
Wireless Clients Wired Clients
5 O % TOTAL: 5 (D) 8 ‘I % TOTAL: 52
Healthy Active: 2 | Inactive: 0 | New:3 Healthy Connected: 52 | No Data: 0 New: 0 (D)
Authentication 92% -
10 p—
Fair Comnestiity 50 BTN
2
Active 2 Onboarded N 52
lients Gannacted o
Glients 42 Onboarded Good Connectivity 81
Good Connectivity 50
View Details View Details
Site Analytics © Data For: Jun 6, 2024 9:30 PM - Jun 7, 2024 9:30 PM ©
Onboarding Attempts & Onboarding Duration © Connection Speed © Roaming Attempts ©

100- 100 -- 100

Step 2. Locate and check the client lily check box.

Client Devices (5) (1) * Tracked Clients ~ © Excluded clients

LATEST TREND

TYPE Wired OVERALL HEALTH “ Poor  Fair  Good Inactive

DATA Onboarding Time >= 10s Association >= 55 DHCP >= 55 Authentication >= 5s RSSI <= -72 dBm SNR <= 9 dB

T Export i

Q) Search by name, MAC address, or IPv4/IPv6 address Y
1 Selected Actions v
-] Identifier IPvd Address Device Type Health Trust Score Tracked Usage AP Name Band RSS! Location Last Seen ~ Capability
O = RAN 6.1.64.8 Un-Classified... - - No - AP7872.5DEE.E822 2.4 GHz - ...se/Cisco-building-9/Floor-1 Jun 8, 12:04 AM Unclassified
(O ¥ RLAN 6.1.64.9 Un-Classified 4 - No - AP7872.5DEE.E822 2.4 GHz - sef/Cisco-building-9/Floor-1 Jun 8, 12:04 AM Unclassified
O = RLAN 6.1.64.11 Un-Classified... - -- No - AP7872.5DEE.E822 2.4 GHz -- ...se/Cisco-building-9/Floor-1 Jun 8, 12:04 AM Unclassified
O = RAN 6.1.64.10 Un-Classified... - - No - AP7872.5DEE.E822 2.4 GHz - ...se/Cisco-building-9/Floor-1 Jun 8, 12:04 AM Unclassified
@ = lily 6.1.64.12 Intel-Device 10 9 No 147.45 kB APOCDO.F894.33D8 5 GHz -49 dBm se/Cisco-building-9/Floor-1 Jun 8, 12:02 AM Tlac
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Step 3. Scroll down in the redirected Client 360 window to the Tools section then click Run New Path

Trace.
Client | Client 360

Jun 7, 2024 Details:
> @ Delete (1) 11:47:04.780 PM Due to Idle Timeout | AP:AP707D.B9B4.85A6 | WLAN:ASR-ENTERPRISE BWLC-faniu-9840
> @ Onboarding (10) 11:41:39.003 PM - 11:41:39.062 PM AP:APQOCDO0.F894.33D8 | WLAN:ASR-ENTERPRISE o

1.84.1

> @ Delete (1) 10:45:47.994 PM Due to |dle Timeout | AP:APOCD0.F894.33D8 | WLAN:ASR-ENTERPRISE
> @& Onboardina (7) 10:35:38.883 PM - 10:35:38.911 PM AP:AP707D.B9B4.85A6 | WLAN:ASR-ENTERPRISE .

49 records Show Records: 25 v 1-25 o 2 3 > adio
Tools

& Client Data Collection ©
oo path Trace © [ runNewPath Trace |

Application Experience

Step 4. Enter the mandatory field. The Destination field is for a wired client with IP 6.1.0.9 then click
Start.
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Set up Path Trace X
1Pud Source
P
Mac Address
6.1.64.12 v
WLAN
Radio
VLAN ID/VNID Port (optional)
ROLE
RSSI
SNR Destination
IP
Frequency{GHz) 6.1.0.9 o

AP Name
AP Base Radio Mac

Port (optional)

Options

Frotocal

TCP v

Live Traffic (O C.

Figure 87. Path trace is started and shows ‘Loading Trace’

@ Path Trace O

6.1.64.12 (Port: Not specified) — 6.1.0.9 (Port: Not specified) [Protocol: TCP]

@ Loading Trace

Run New Path Trace

Figure 88. When finished, the topology with device in each hop between these 2 clients displays.

e Path Trace ()

6.1.64.12 (Port: Not specified) — 6.1.0.9 (Port: Not specified) [Protocol: TCP]

f AN -\_o
= ff,s‘ h—*‘ Iv‘ h—*l
- b b s ]
616412 APOCD_3308 THZFET TB21_ATEK TB2-FE2 61.09

Run New Path Trace

@
Q
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Monitor Cisco SD-Access application health

Catalyst Center provides system validation tool to help network admin monitor Cisco SD-Access application
health. The tool checks every 15 minutes automatically for any database data inconsistency in a Cisco SD-
Access application. The check can also be run manually.

To check the results:

Step 1.  From the top-left corner, click the menu icon and choose System > System 360.

il System / System 360 * Q o ®
tsen'  Catalyst Center
i Design
! Policy Settings
_ Provision Data Platform
-~ ~ Users & Roles
~  Assurance
Backup & Restore
o High Availability Cluster Tools
Software Management
Disaster Recovery @ Enabling High Availability requires View Guide Monitoring =
(2 Platform installing a minimum of 3 Cisco Log Explorer =

Catalyst Center hosts.

1) Activities

: Reports

Explore

Backups Application Health

Step 2. On the landing window, click the System Health tab. This window shows if there are any
system level failures or warnings.
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Figure 89. In this example, Catalyst Center show only a warning

bl Catalyst Center System / System 360

[4E1-]

System 360 System Health Service Explorer

A Internet URL Access
A The following URLs are not reachable

N directly: http://validation.identrust.com/crl/
hydrantidcac1.crl, http://
commercial.ocsp.identrust.com.

PxGrid

(|

More Details

> |
P

(|

)
v

To manually run a check:

Step 1. Click Tools > Validation Tool.

= dule Catalyst Center System [ System 360 r Qo @ LENE@E | O mge v
System 360 System Health Service Explorer
Last Updated: 12:44:26 PM Tools ~
Network Ping

Validation Tool

System Analyzer
& Caralyst Genter

Management VIP 10-195-144-108.ated.kube-syste. PxGrid

. ISE

(o]

(o~
&

Step 2. In the Validation Tool window, click Add then on the slide in pane, check the Application Heath
Status check box for Cisco SD-Access.
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System Health | Validation Tool

Validation Runs (3)

Q
@ Adg 0 Selected
@] Name Description
0O pa
O hulkpa
O RC2
3 Record(s)

If there is a failure, SD-Access status reports a DEGRADED message.

= ‘fule Catalyst Center

Validation Runs (4)

Name

© 2025 Cisco and/or its affiliates. All rights reserved.

Description

Selected Set(s) Status

Appliance
Infrastructure Status
+a

O critical

Appliance
Infrastructure Status
+2

O critical

Appliance
Infrastructure Status
+4

A warning

Validation Run Details

TEST3

Warning

Start Time ~

Jun 3, 2024 11:10 AM

Jun 3, 2024 10:45 AM

Mar 22, 2024 10:48 AM

Status

New Validation Run

Triggering a Validation Run can be a combination of multiple validation sets or at

least one validation set.
Name*
SDA

Description

Validation Set(s) Selection*
> (J Appliance Infrastructure Status
> (J Appliance Scale

v (@)Application Health Status

SD-Access status

> () Assurance Health
Assurance Heath

> (Jcisco ISE Health and Catalyst Center Role

> (JUpgrade Readiness Status

Cancel

Duratior Message
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= duh Catalyst Center /'S ; & @ Q sdmin v

System Health A .
v Appliance Details

Step 3. Check the System Health window after an upgrade and in daily operations. If Cisco SD-Access
reports a DEGRADED message, contact Cisco TAC support.

Cisco SD-Access Compatibility Matrix
Catalyst Center maintains Cisco SD-Access Compatibility Matrix compliance for software image versions on
managed devices during Cisco SD-Access role provisioning.

On startup of the Catalyst Center Provision service, a scheduler is set up to run every 24 hours to trigger a task
to download the latest available file from Cisco using a pre-defined link. If there is no new file, the download
task is skipped. A download task can be triggered if there is a version released.

For air gap customers, a download task always fails. The latest file must be downloaded and then the new file
must be uploaded through the Ul. The same manual uploading is required for clusters without reachability to
Cisco.

If a device is running incompatible software or the device is not supported in Cisco SD-Access, Catalyst Center
blocks the ability to add this device into fabric with roles for Border, Control plane, Edge, Extended Node (PnP
auto-onboarding), and wireless controller. The enforcement is enabled by default in Catalyst Center in 2.3.7.5
and later releases and can be disabled.

To upload a new Compatibility Matrix file or disable the enforcement:

Step 1. From the top-left corner, click the menu icon and click System > Settings.
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System [ Settings

System 360

Settings
ndle to enable authentication of Cisco networking
ts applications, such as Network Plug and Play.

Workflo nages and shares the Certificate Authority information

0 Plug and Play Connect cloud portal to Plug and Play in
Reports

ntitlement and license management.

the Catalyst Center to access Cisco Smart Software

Step 2.

Catalyst Center System

0 maglev

0o @89 B |
o

System Certificates
A v information about Cisco Catalyst Center's currently active SSL certificate or information
about how to replace it

Device Certificates

certificates that were issued by Cisco Catalyst Center for managed devices to authenticate
and identify the devices.

Cisco.com Credentials

Set up a Cisco.com ID to connect to Cisce and enable access to software and services.

Smart Licensing
Smart Licensing is a cloud-based, software license management solution that allows you to
manage and track the status of your license and software usage

Click External Services > SD-Access Compatibility Matrix to go to the landing window.

Q  maglev

Settings / External

Q Search

SD-Access Compatibility Matrix
Image Distribution Servers
Catalyst Center periodically compares operational SD-Access Fabric Nodes hardware and

Device Controllability - P
! software attributes against information in the Cisco SD-Access Compatibility Matrix. T

Network Resync Interval
Any compatibility issues detected will be aggregated and displayed in the SD-Access

Compliance state of each Fabric Site. Fabric Site's aggregate Compliance state can be
reviewed from the SD-Access Fabric Sites Page.

SNMP
ICMP Ping
Device EULA Acceptance

PnP Device Authorization
Imported Mechanism Downloaded from Cisco by Scheduled Task

Device Prompts

Imported Time May 31, 2024 11:14:13 AM

ConfigurationArchive Imported Mode Remote

External Services v File Hash

Umbrella Published May 20, 2024 12:09:46 PM
Authentication and Policy Serv.

SD-ACCESS COMPATIBILITY MATRIX DOWNLOAD
Integrity Verification

CURRENT SD-ACCESS COMPATIBILITY MATRIX INFORMATION (Import New From Local Or Import Latest From Cisco)

SHA-256: 120066fa61c8301dd96c61847cd1cdbddal 34f2f095d6382adec5dbbdeecd 53

SD-Access Compatibility Matrix Frequency Every Day
|P Address Manager Last Attempt Jun 11, 2024 1:54:55 PM
Cloud Access Login Status © Skipped
Message SD-Access Compatibility Matrix download skipped as a file with newer timestamp exists on the system

Cisco Al Analytics
Stealthwatch

SD-ACCESS IMAGE COMPATIBILITY CHECKS
Talos IP Reputation
Catalyst Center maintains Cisco SD-Access Compatibility Matrix compliance for software
image versions on managed devices during SD-Access role provisioning. Cisco
recommends that SD-Access Image Compatibility Checks are always enabled.

Destinations
Cisco Spaces/CMX Servers

Global Manager Integration

SD-Access Image Compatibility Checks

Machine Reasoning Engine

« To upload a new compatibility matrix file, click Import New From Local.

« For a new download, click Import Latest from Cisco.
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Settings | External Services

SD-Access Compatibility Matrix

Skipping processing compatibility matrix file as same copy already exists or b
file is older than what is already in the system.

Catalyst Center periodically compares operational SD-Access Fabric Nodes hardware and
software attributes against information in the Cisco SD-Access Compatibility Matrix. 0

Any compatibility issues detected will be aggregated and displayed in the SD-Access
Compliance state of each Fabric Site. Fabric Site's aggregate Compliance state can be
reviewed from the SD-Access Fabric Sites Page.

CURRENT SD-ACCESS COMPATIBILITY MATRIX INFORMATIOM(Import New From Local Prlimport Latest From Cisco)

Imported Mechanism Downloaded from Cisco by Scheduled Task

Imported Time May 31, 2024 11:14:13 AM

Imported Mode Remote

File Hash SHA-256: 120066fa61c8301dd96c61847cd1cdbdda0134f2f095d6382adecbdbbdeecdb3
Published May 30, 2024 12:09:46 PM

SD-ACCESS COMPATIBILITY MATRIX DOWNLOAD

Frequency Every Day

Last Attempt Jun 11, 2024 1:54:55 PM

Status (=) Skipped

Message SD-Access Compatibility Matrix download skipped as a file with newer timestamp exists on the system.

« To disable the enforcement, scroll down to the bottom of the window, disable SD-Access Image
Compatibility Checks.

Settings / External Services

Q Search

SD-Access Compatibility Matrix

Image Distribution Servers

Device Controllability Skipping processing compatibility matrix file as same copy already exists or X
file is older than what is already in the system

Network Resync Interval

SNMP Catalyst Center periodically compares operational SD-Access Fabric Nodes hardware and
software attributes against information in the Cisco SD-Access Compatibility Matrix. T

ICMP Ping

Any compatibility issues detected will be aggregated and displayed in the SD-Access

Compliance state of each Fabric Site. Fabric Site's aggregate Compliance state can be

PnP Device Authorization reviewed from the SD-Access Fabric Sites Page.

Device EULA Acceptance

Device Prompts
CURRENT SD-ACCESS COMPATIBILITY MATRIX INFORMATION (Import New From Local Or Import Latest From Cisco)

Configuration Archive

Imperted Mechanism Downloaded from Cisco by Scheduled Task

External Services ~
Imported Time May 31, 2024 11:14:13 AM
Umbrella
Imported Mode Remote
Authentication and Pelicy Serv..
File Hash SHA-256: 120066fa61c8301dd96c61847cd1cdbdda0134f2f095d6382adec5dbbdeecd53
Integrity Verification
Published May 30, 2024 12:09:46 PM
SD-Access Compatibility Matrix
IP Address Manager SD-ACCESS COMPATIBILITY MATRIX DOWNLOAD
Cloud Access Login
Frequency Every Day
Gisco Al Analytics Last Attempt Jun 11, 2024 1:54:55 PM
Stealthwatch Status © Skipped
Talos IP Reputation Message SD-Access Compatibility Matrix download skipped as a file with newer timestamp exists on the system

Destinations

Cisco Spaces/CMX Servers SD-ACCESS IMAGE COMPATIBILITY CHECKS

Global Manager Integration Catalyst Center maintains Cisco SD-Access Compatibility Matrix compliance for software
image versions on managed devices during SD-Access role provisioning. Cisco

Heine HEEsati Bghe recommends that SD-Access Image Compatibility Checks are always enabled.

Cisco Catalyst Cloud

Webex Integration Image Ci Checks
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Tech tip: Keep SD-Access Image Compatibility Checks enabled.

Figure 90. Example showing how adding an eWL Catalyst 9800 controller to a fabric failed because it is running a
device image not supported in the Compatibility matrix

Modifying Fabric at Cisco-building-9 As o 2:19:34 PM 3 Refresh

Step 3 of 3: Preview Configuration

Review the device configuration provided below by clicking on each device. When you are done reviewing, click Deploy. Click Exit and Preview Later to defer the review. The deferred review can be found in the Tasks menu. Status: @ Failed

€~ Back to workflow progress

Q, Search by device name Device IP: 110.9.2.1 Site: GlobalfSan Jose/Cisco-b...

WLC-faniu-9840 o Configuration to be Deployed E

[ View by Configuration Source » All Q_ Search configuration

@ cErrors occurred during config generation. You can still opt to deploy the partial configuration (if any) that was generated successfully. Collapse 1o hide

NGWL11704: Device eWLC-faniu-9840 cannot have Wireless role due to incompatibility as per the SDA compartibility matrix, the series is Gisco Catalyst 9800 Series Wireless Controllers, the model is G3800-40-K9 and the version is |0S-XE 17.15.01.0.1138.
i .

You can find more at

‘ (i) No configuration was generated from current source
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Appendix
Appendix A-Hardware and software used for validation

This design and deployment guide was created using the hardware and software listed in this table:

Table 27. Hardware and software

Functional area Software
version

Standalone Wireless LAN Controllers Cisco Catalyst 9800-40 wireless controllers 17.15.1
Embedded Wireless Controller on Catalyst 9000 Embedded Wireless Controller on Cisco Catalyst 9300 17.15.1
Colocated Fabric Border and Control Plane Cisco Catalyst 9300 17.15.1
Fabric Edge Cisco Catalyst 9300 17.15.1
Policy extended Node and Supplicant-based Catalyst 9300 and Catalyst 9200 17.15.1
extended node

Enterprise SDN Controller Catalyst Center 2.3.7.x
AAA Server Cisco Identity Services Engine (ISE) 3.3

Appendix B—Glossary
AP Access Point

Cisco ISE Cisco Identity Service Engine
CDP Cisco Discovery Protocol

CMD Cisco Meta Data

CTS Cisco TrustSec

CUWN Cisco Unified Wireless Network

DS Distribution System

EID Endpoint’s Identity

GRT Global Routing Table

HA High Availability

MSRB Multisite Remote Border

PSN Policy Service Node

RF Radio Frequency

OTT Over the Top

pxGrid Platform Exchange Grid

REST APIs Representational State Transfer Application Programming Interfaces
RLOC Routing Locator

SD-Access Cisco Software Defined Access
SGACL Security Group ACL

SGT Security Group Tag
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SSID Service Set Identifier

SSO Stateful Switch-over

SXP SGT Exchange Protocol

SVI Switched Virtual Interface

VN Virtual Network

VNI VXLAN network identifier

VRF Virtual Routing and Forwarding

VXLAN Virtual Extensible LAN

WLAN Wireless Local Area Network

WLC Wireless LAN Controller

Appendix C—Reference

Catalyst Center 2.3.7.x Third-Generation Installation Guide
Cisco ISE installation Guide

Cisco Software-Defined Access Compatibility Matrix

Catalyst Center 2.3.7.x Data Sheet

Policy Platform Capability Matrix

Catalyst Center 2.3.7.x User Guide
Catalyst Center SD-Access LAN Automation Deployment Guide

SD-Access Solution Design Guide
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https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/catalyst-center/2-3-7/install_guide/b_cisco_catalyst_center_install_guide_237x_3rdgen.html
https://www.cisco.com/c/en/us/support/security/identity-services-engine/products-installation-guides-list.html
https://www.cisco.com/c/dam/en/us/td/docs/Website/enterprise/sda_compatibility_matrix/index.html
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/dna-center/nb-06-dna-center-data-sheet-cte-en.html#Appliancescale
https://www.cisco.com/c/dam/en/us/solutions/collateral/enterprise-networks/trustsec/policy-platform-capability-matrix.pdf
https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/catalyst-center/2-3-7/user_guide/b_cisco_catalyst_center_user_guide_237/
https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/dna-center/tech_notes/b_dnac_sda_lan_automation_deployment.html
https://www.cisco.com/c/en/us/td/docs/solutions/CVD/Campus/cisco-sda-design-guide.html

