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Cisco Intercloud Fabric provides a faster and flexible response to business needs and addresses the potential challenges with hybrid clouds. A hybrid cloud is an interaction between private and provider clouds where private clouds extend to provider clouds and use provider cloud resources in a secure and scalable way. Cisco Intercloud Fabric enables you to place workloads across heterogeneous environments in multiple provider clouds. Cisco Intercloud Fabric provides the architectural foundation for secure hybrid clouds, which allows enterprises to easily and securely connect the private clouds to the provider cloud as needed and on demand. With a hybrid cloud, enterprises can combine the benefits of private and provider clouds. Cisco Intercloud Fabric provides the following benefits:
Provides a single point of management and control for virtual workloads across multiple provider clouds.
Provides a choice of cloud providers, such as Amazon Web Services, Microsoft Azure, and multiple Intercloud Fabric provider-based clouds.
Provides highly secure, scalable connectivity to extend private clouds to service provider clouds.
Enforces consistent network and workload policies throughout the hybrid cloud.
Enables workload mobility to and from service provider clouds for virtual workloads.
Gather information that defines the specific symptoms.
Identify all potential causes for the symptoms.
Systematically eliminate each potential cause (from most likely to least likely) until the symptoms disappear.
Best practices are the recommended steps you should take to ensure the proper operation of your appliance. We recommend the following best practices for most networks:
Maintain a consistent Cisco Intercloud Fabric release across all network devices.
Refer to the release notes for your Cisco Intercloud Fabric release for the latest features, limitations, and caveats.
Document private data center details, including the vNIC configuration used by virtual machines (VMs) and the corresponding vSwitch configuration to ensure that they are consistent with each other.
Verify and troubleshoot any new configuration changes after implementing a change.
If you cannot resolve a problem by using the information in this guide, contact Cisco Customer Support for help. For more information, see Contacting Cisco Customer Support.
This section includes symptoms, possible causes, and solutions for issues encountered while setting up the Intercloud Fabric infrastructure.
Symptom: After installing Cisco Intercloud Fabric, the GUI does not launch and is stuck on the loading page (with a picture of clouds).
Possible Cause: One of the services did not start correctly or took longer than expected to start.
Verification and Solution:
Log in to Intercloud Fabric VM as shelladmin.
Select option 3 to stop services.
Select option 4 to start services and wait three to five minutes while services restart.
Select option 2 to display the service status.
After all services have restarted, the Intercloud Fabric launches.
![]() Note | After restarting services in Step 3, you can repeatedly select option 2 to display the service status. |
Symptom: There is an error when attempting to upload a Cisco Intercloud Fabric image tar file.
Possible Cause: This issue occurs if you use a browser other than Chrome. If you are using Chrome, it is possible that the image tar file did not completely upload.
Verification and Solution:
If you are not using the Chrome browser, use Chrome and try again.
If you encounter the error again, enable the root account by using the shelladmin credentials. The password for the shelladmin account is the same password that was entered when deploying the Intercloud Fabric appliance.
Use the scp command to copy manually the tar file into the /opt/infra/uploads folder of Intercloud Fabric Director.
On the Images page of the Infrastructure Setup dialog, click the Browse button and select the file from the local desktop.
![]() Note | Do not click the Upload button. |
Proceed with the remainder of the setup.
Symptom: The Intercloud image fails to successfully import into Cisco Prime Network Services Controller.
Possible Cause: Cisco Prime Network Services Controller (Prime Network Services Controller) cannot connect to Cisco Intercloud Fabric.
Verification and Solution: If the import operation does not complete within a reasonable amount of time, check the Recent Jobs list in Prime Network Services Controller for the status and error message. The Task line item lists the last error encountered, if any, while importing and the number of retries attempted.
Symptom: After restarting Prime Network Services Controller services, the job for importing an Intercloud image shows as running, but the job does not progress.
Possible Cause: If Prime Network Services Controller services are restarted while the import operation is running, the task will not resume.
Verification and Solution: Cancel the job in Intercloud Fabric Director and import the image again.
Symptom: The Prime Network Services Controller server cannot resolve hostnames to IP addresses.
Possible Cause: The DNS server IP address is not entered correctly in the device profile. The DNS server resolves the hostname to an IP address. If ESX hosts were added to the VMware vCenter client using hostnames instead of IP addresses, those hostname-to-IP address mappings must exist in the DNS server.
In the Policies tab, choose Intercloud Infrastructure Policies.
If the DNS server IP address is incorrect, click Edit and enter the correct IP address.
Symptom: The Intercloud Fabric Director has an error regarding the shared secret.
Possible Cause: A shared secret that exceeds 11 characters was entered in the Intercloud Fabric Director.
Verification and Solution: Ensure that the shared secret is less than 12 characters.
Symptom: While deploying an Intercloud Fabric Director OVF template, VMware vSphere displays the error "The OVF package is invalid and cannot be deployed. The provided network mapping between OVF networks and the system network is not supported by any host."
Possible Cause: The VMware distributed virtual switch (DVS) is out of synchronization.
Verification and Solution: Ensure that the VMware DVS is properly synchronized with all hosts. For information about synchronizing the VMware DVS, see the VMware vSphere documentation.
Symptom: If the setting "Net.ReversePathFwdCheckPromisc=1" in the ESX host where the Intercloud Fabric Extender is hosted is not enabled, you might experience traffic loss or duplicate packages between enterprise and cloud VM traffic or Intercloud Fabric Switch module flap at the Intercloud Fabric VSM. This requirement applies only if you are using VMware virtual switch to host the Intercloud Fabric Extender; it does not apply if you are using a Cisco Nexus 1000V switch.
Possible Cause: If Intercloud Fabric Extender is hosted on a VMware vSwitch or distributed switch (VDS) and if the vSwitch or distributed switch is connected to multiple physical NICs, you must enable the setting Net.ReversePathFwdCheckPromisc=1 in the ESX host where the Intercloud Fabric Extender is hosted.
Verification and Solution: Enable the setting Net.ReversePathFwdCheckPromisc=1 in the ESX host where the Intercloud Fabric Extender is hosted. The setting is found under Host > Configuration > Advanced Settings > Net in the VMware vSphere UI.
![]() Note | If the value of the Net.ReversePathFwdCheckPromisc configuration option is changed while the ESXi host is running, you must toggle (disable then re-enable) the Promiscuous Mode check box in the Intercloud Fabric Extender trunk port group security settings for the change to take effect.
|
If upgrading an Intercloud Fabric VSM fails with the error "Active Upgrade Failed," you can address by using the CLI.
Step 1 | Log in to the CLI of the Intercloud Fabric VSM that failed to upgrade successfully. |
Step 2 | At the prompt, enter the show module command. |
Step 3 | In the output, locate the module that did not upgrade to the newer version. |
Step 4 | Enter the following command: reload module module-number where module-number is the number of the module that did not upgrade. |
If Intercloud Fabric VSM fails to upgrade with the error "Intercloud Fabric VSM Upgrade Failed," you can upgrade the Intercloud Fabric VSM manually.
Confirm that you can access the upgrade software bundle from Cisco.com.
Step 1 | If you have not already done so, download the upgrade software bundle (icfb-k9-upgrade-2.3.1.pkg.zip) from Cisco.com. |
Step 2 | Unzip the icfb-k9-upgrade-2.3.1.zip file. This provides the upgrade-icfb-infra.2.3.1.tar file. |
Step 3 | Untar the upgrade-icfb-infra.2.2.1.tar file. This provides the Intercloud Fabric VSM ISO image. |
Step 4 | Log in to the Intercloud Fabric VSM CLI. If the Intercloud Fabric VSM is part of a high availability (HA) pair, log in to the CLI of the active Intercloud Fabric VSM. |
Step 5 | Ensure that sufficient space is available for the image file to be copied to the Intercloud Fabric VSM as follows:
|
Step 6 | Copy the ISO image to bootflash by entering the following command: switch# copy scp://filepath/iso-filename bootflash:iso-filename where filepath is the image location and iso-filename is the name of the ISO image file. |
Step 7 | Install the ISO image by entering the following command: switch# install all iso bootflash:///iso-filename |
Step 8 | After the installation operation is complete, log in to the CLI of the standalone or active Intercloud Fabric VSM and verify that the switch is running the required software version by entering the following command: switch# show version |
Step 9 | Adjust the startup-config size by copying the running configuration to the startup configuration as follows: switch# copy running-config startup-config |
Step 10 | Display the log for the installation by entering the following command: switch# show install all status |
Step 11 | To display the log for the installation on the standby Intercloud Fabric VSM in an HA pair, enter the following commands: switch# attach module module-number switch# show install all status where module-number is the number of the standby Intercloud Fabric VSM. |
This section includes symptoms, possible causes, and solutions for issues encountered while setting up an Intercloud Fabric cloud.
Symptom: Creating an Intercloud Fabric cloud fails.
Possible Cause: The network does not have enough available IP addresses.
Verification and Solution: Modify the IP address pools that are associated with the specific Intercloud Fabric cloud and recreate the Intercloud Fabric cloud.
Symptom: Credentials validation fails.
Possible Cause: The cloud provider credentials were entered incorrectly.
Verification and Solution: Re-enter the cloud provider credentials.
Symptom: From the VMware vCenter client, you cannot determine which VSM virtual machine (VM) configuration is active (primary) and which configuration is standby (secondary).
Possible Cause: While deploying the Intercloud Fabric Switch in high availability mode, you created the VMs with names similar to the Intercloud Fabric VSM high availability VM names.
Verification and Solution: As a good practice, prefix active VM names with "pri" (primary) and standby VM names with "sec" (secondary).
Symptom: Intercloud Fabric cloud creation fails with a message stating that SCP is not present on the VM.
Error Message:
Possible Causes:
SCP is not installed or is installed in the wrong location.
SSH is not fully installed.
Confirm that SCP is installed and in the correct location by entering the command whereis -b scp.
Confirm that SSH is fully installed. If it is not, you can use the yum command to update the SSH package with the command yum update package-name.
Symptom: Creating an Intercloud Fabric cloud fails with the message, "Failed to create instance."
Error Message:
Possible Cause: Multiple situations can cause this problem.
Verification: The most likely cause is that the networking infrastructure on the VMware vCenter client that controls how the VMs communicate prevents the Intercloud Fabric VSM from establishing a connection with the Intercloud Fabric Switch instance that is being brought up on the cloud provider.
Symptom: After rebooting the host on which Cisco Intercloud Fabric Director, Prime Network Services Controller, Intercloud Fabric Extender, and Intercloud Fabric VSM are deployed and powering on all VMs, there is no communication between private VMs and cloud VMs.
Possible Cause: The Intercloud Fabric Extender host was rebooted out-of-band, resulting in the loss of communication and modules being unable to register with the Intercloud Fabric VSM.
Verification and Solution:
Check module status by logging into the Intercloud Fabric VSM console and entering the show module command. The results should indicate that modules are not registered and that communication has been lost.
In the Cisco Intercloud Fabric Director GUI, reboot the Intercloud Fabric Extender and the Intercloud Fabric Switch. Because this reboot occurs in-band, the Intercloud Fabric VSM can register the modules and communication is restored.
Symptom: Intercloud Fabric cloud (IcfCloud) is deployed but the tunnel is not operational.
Possible Cause: The control-channel port, and/or the data-tunnel port, is not open in the firewall.
Verification and Solution:
Do one of the following:
If the desired protocol/port is not shown in the above command, change the protocol for site-to-site tunnel in tunnel-profile in Intercloud Fabric:
If the default tunnel-profile is used in IcfCloud, it cannot be changed. In that case, create/clone a new IcfCloud with a new tunnel-profile with the desired protocol.
If the non-default tunnel-profile is used in IcfCloud, edit the tunnel-profile with the correct protocol in the site-to-site tunnel section. To enforce the modified tunnel-profile, you must reboot/switchover IcfCloud. If IcfCloud is in HA mode, you must reboot/switchover IcfCloud twice.
For a TCP HTTPS-based tunnel, make sure tcp/22 and tcp/443 are open.
For a TCP-based tunnel, make sure tcp/22, tcp/443 and tcp/6646 are open.
For a UDP-based tunnel, make sure tcp/22, tcp/443 and udp/6644 are open.
If the data-tunnel in HTTPS Mode, 6646/tcp, is unused, then you can ignore its status.
Symptom: Creation of Intercloud Fabric cloud to AWS fails.
Error Message:
Possible Cause: No subnet, or default subnet, attached on VPC.
Verification and Solution: On the AWS console, verify if VPC has a subnet attached and whether the attached subnet ID is a default subnet. If default subnet does not exist, AWS support must be contacted to recreate. If default subnet exists, associate to VPC.
Use this procedure to delete the Intercloud Fabric cloud setup.
Step 1 | Delete all the services such as ICF Firewall or ICF Router associated with the Intercloud Fabric cloud.
|
Step 2 | Terminate all the virtual machines associated with the Intercloud Fabric cloud.
|
Step 3 | Delete the VDC associated with the Intercloud Fabric cloud and the provider account.
|
Step 4 | Delete the Intercloud Fabric cloud and the templates in the cloud.
|
Step 5 | Delete the Intercloud Fabric VSM.
|
Step 6 | Power off and delete the virtual machine.
|
This section includes symptoms, possible causes, and solutions for issues associated with creating a template.
Symptom: Template creation fails with the message "OS not compatible:VMware tools not present on VM."
Error Message:
Verification and Solution: Confirm the following:
The image operating system (OS) is supported.
VMware tools are installed in the VMware vCenter client.
Symptom: Template creation fails with the message "Cannot find appropriate ICA image."
Error Message:
Verification and Solution: In the VMware vCenter client, confirm that the image is based on a supported guest OS version.
Symptom: Intercloud Fabric 2.3.1 only supports Master Boot Record (MBR-based) partition tables. As a result, disks with a GUID Partition Table (GPT) fails and displays an error message.
Error Message:
An on-board VM is moved back to enterprise.
The VM is moved from enterprise to cloud.
the user uploads an OVA on Prime Network Services Controller.
Verification and Solution: Check the partition style on the VM.
For Linux, run the command:
For Windows:
Select Start > Control Panel.
In the Control Panel, choose System and Security > Administrative Tools > Computer Management.
Select Disk Management.
Right-click on Disk 0 and select Properties.
Select the Volumes tab and check the Partition style for the disk.
This section includes symptoms, possible causes, and solutions for issues associated with migrating a VM.
Symptom: While creating a virtual data center, the user group or policy drop-down lists are blank.
Possible Cause: The user group or the policies are not created.
Verification and Solution: Confirm that the user group and all required policies are created.
Symptom: The VM IP address is not shown in the VM report for private VMs.
Possible Cause: When a VM is migrated from the cloud to the private data center, the VM IP address does not appear in the VM report.
Verification and Solution: Use either of the following options to retrieve the VM IP address:
To use the Intercloud Fabric GUI:
In the Intercloud Fabric GUI, choose Organization, and click the Reservations tab.
In the list of service requests, locate the service request ID that was used to create the VM.
The IP address associated with the service request ID is the required VM IP address.
To use the end-user portal, confirm that VMware Tools has been installed on the VM.
Symptom: While creating a compute policy, the Select Resource drop-down list displays a blank list.
Possible Cause: The VMware vCenter IP address might be entered incorrectly or there is no connectivity to the VMware vCenter client.
Verification and Solution: Check the VMware vCenter IP address and connectivity.
Symptom: An end-user does not see the VM in the list or sees a blank list.
Possible Cause: The end-user VMs are assigned to a virtual data center that has a different user group than the user.
Verification and Solution: Log in and determine whether or not the VMs are assigned to a virtual data center that has the same user group as the user. If the user group is different, change it to the same user group as the user.
Symptom: The virtual data center list in the migration dialog is blank.
Possible Cause: The virtual data center list shown in the migration dialog box is the list of target-side virtual data centers (on the cloud when migrating to the cloud, or in the private data center when migrating to the private data center).
Verification and Solution: Determine whether or not the virtual data centers are created and have the same user group.
Symptom: The resource (host) list in the migration-back dialog is blank.
Possible Cause: The resource list of the compute policy that is associated with the target virtual data center is not configured.
Verification and Solution: Make sure that resource list is configured.
Symptom: The migration fails with the message, "VM does not have interfaces configured …."
Possible Cause: The network policy for the destination virtual data center does not have at least one vNIC configured.
Verification and Solution: Make sure that the network policy has at least one vNIC configured.
Symptom: The migration fails with the message, "Failed to refresh …."
Possible Cause: The connectivity from Prime Network Services Controller to the VMware vCenter client has failed.
Verification and Solution: Check the connectivity with the VMware vCenter client.
Symptom: The migration fails with the message, "Port group profile mis-match."
Possible Causes:
The VM is missing one or more NICs in the virtual data center network policy.
The VM is missing one or more mandatory NICs in the network policy.
Verification and Solution: Add any missing NICs to the virtual data center network policy.
Symptom: The migration fails with the message, "Not able to connect to PNSC…."
Possible Cause: There is no connectivity to Prime Network Services Controller.
Verification and Solution: See Issues with Prime Network Services Controller.
Symptom: Migration fails with some other error after showing a progress message of greater than 0%.
Possible Cause: The possible causes vary.
Verification and Solution: See Issues with Prime Network Services Controller.
If the issue is still unresolved, send the Prime Network Services Controller log files and Cisco Intercloud Fabric Director (ICFD) log files to the next level of support. For more information, see Obtaining Logs for Cisco Customer Support.
Symptom: Converting an image fails due to the VM having a partitioned disk.
Possible Cause: Cisco Intercloud Fabric Director does not support a VM with multiple disks or a partitioned disk.
Verification and Solution: Ensure that the VM does not have a partitioned disk.
Symptom: You choose multiple VMs to migrate, but only one VM is migrated.
Possible Cause: Cisco Intercloud Fabric Director does not support migrating multiple VMs concurrently.
Verification and Solution: Choose only one VM at a time to migrate.
Symptom: After choosing to migrate a VM, Cisco Intercloud Fabric Director has two or more service requests to migrate that VM.
Possible Cause: While a VM is being migrated, you attempt to migrate that VM again.
Verification and Solution: Do not migrate a VM while it is being migrated.
Symptom: You cannot cancel a VM task for a VM that is rebooting.
Possible Cause: The process is stuck due to the VM rebooting.
Verification and Solution: Restart the CPM process.
Symptom: VM Move to Cloud failed with error: These port-groups in the VM can not be found in network-profile: [vlan-34-test].
Possible Cause: The Port Profiles configured on the VM is not included the Intercloud VDC Network Policy.
Verification and Solution: Add the Port Profile to InterCloud Network Policy. The VM Move to Cloud is successful.
Symptom: The VM does not boot in the cloud provider.
Possible Cause: The VM fails to boot up on the cloud provider.
In Amazon, select the VM on the Amazon console and choose Actions > Instance Settings > Get System Log to review the instance system log. You can use the VM boot log to determine if the reboot was successful or failed. A successful reboot will pass both status checks.
In Azure, select the VM instance and click the Monitor tab to review the activity. Both the disk and the network should show activity.
In Cisco Intercloud Services, you can use the instance console to verify the cVM has rebooted.
In CloudStack, you can use the instance console to verify the cVM has rebooted.
In Cisco Intercloud Services – V, open a support case.
Symptom: Migration of VM fails with error "Failed to shutdown VM Guest OS. Error: vmware-tools not present. Please shutdown the VM's Guest OS manually and reinitiate VM move".
Possible Cause: ICFs attempt to shutdown VM's Guest OS fails due to the absense of vmware-tools on the VM.
Verification and Solution: Manually shutdown the VM's Guest OS by logging into the VM and reinitiating the VM migration.
Symptom: If an enterprise Virtual Machine is created using the vCenter Guest Customization Wizard, while either cloning a VM or creating one from a template, the migration request will fail due to the Customization Wizard adding the following lines at the end of the ifcfg-ethxxx files in the cloned or created VM:
Possible Cause: The Intercloud Fabric code that attempts to migrate this Virtual Machine to the cloud does not have support for parsing function in Intercloud Fabric 2.3.1.
Verification and Solution: Cancel the service request, manually remove the lines that were added to the end of the ifcfg-ethxxx file, and retry the migration request.
Symptom: Intercloud Fabric 2.3.1 only supports Master Boot Record (MBR-based) partition tables. As a result, disks with a GUID Partition Table (GPT) fails and displays an error message.
Error Message:
An on-board VM is moved back to enterprise.
The VM is moved from enterprise to cloud.
the user uploads an OVA on Prime Network Services Controller.
Verification and Solution: Check the partition style on the VM.
For Linux, run the command:
For Windows:
Select Start > Control Panel.
In the Control Panel, choose System and Security > Administrative Tools > Computer Management.
Select Disk Management.
Right-click on Disk 0 and select Properties.
Select the Volumes tab and check the Partition style for the disk.
This section includes symptoms, possible causes, and solutions for issues associated with Linux VMs on public clouds.
Symptom: RedHat/CentOS style cloud VMs deployed in Azure with Intercloud Fabric may cause traffic to be unpredictably routed.
The Azure provisioned cloud interface, csc0 in subnet 10.200.0.0/16 with default route configured through 10.200.0.1.
One overlay interface, eth0, provisioned by Intercloud Fabric in subnet 10.2.0.0/24 with default route configured through 10.2.0.75.
This section includes symptoms, possible causes, and solutions for issues associated with Windows VMs on public clouds.
Symptom: There is no connectivity to the Windows cloud VM.
Possible Cause: The cause can be due to memory leaks, the necessary ports not being open, or a variety of other errors.
Verification and Solution:
Check the Windows cloud VM reachability by using SSH and a public IP address, or by using RDP or ping if these have not been disabled in the cloud VM.
Check the cloud VM status in the EC2 console.
If Amazon Elastic Compute Cloud (EC2) status shows "2/2 checks passed" and "running," reboot the cloud VM from the EC2 console and check connectivity.
If connectivity is restored, check for any relevant errors in system event logs by using eventvwr.msc.
If the system event logs do not contain any obvious errors, a memory leak might exist. Use perfmon.exe to isolate any excessive non-paged pool usage during upcoming boot sessions.
Check the EC2 firewall settings for the Windows cloud VM and ensure that the necessary ports are open: TCP and UDP port 6644, and TCP port 22.
Symptom: There is an issue related to the Windows cloud VM subagent.
Possible Cause: The subagent process is not running or the subagent process is not listening to the correct TCP port.
Verification and Solution: Try any of the following solutions:
Confirm that the sub_agent.exe file is present in the C:\Program Files\Cisco\ICA folder. If the file is not present, copy the file to the folder.
In a command window, determine whether or not the subagent process is running.
If the agent is not running, start it.
Confirm that the subagent process is listening on TCP port 6644.
Symptom: There is no connectivity to the SSH server.
Possible Causes:
The vm_trust.properties file does not exist.
The SSH server is not running.
The SSH server is not listening to the correct TCP port.
The SSH public key for the root user cannot be retrieved.
Verification and Solution: Try any of the following solutions:
If the subagent process is running, but the process is not listening on TCP port 6644, determine whether or not the C:\Program Files (x86)\Cisco\vm_trust.properties file exists.
If vm_trust.properties file is absent, determine whether or not the SSH server is running:
If the SSH server is not running, confirm that the SSH server directory is populated with the necessary files:
Determine whether nor not the SSH server is listening on TCP port 22 and SSH connections can be established:
Determine whether or not the SSH public key for the root user can be retrieved successfully using the wget.exe command from the EC2 VM user data:
Symptom: There is an issue related to the Intercloud Agent Service (ICASVC).
Possible Cause:
The ICASVC is not installed.
The ICASVC is not running.
The ICASVC is not set to the AUTO_START startup type.
Verification and Solution: Try any of the following solutions:
If the ICASVC is not installed, determine whether or not the following registry entry is present:
If the registry entry is absent, import the ICASVC key into HKLM\System\CCS\Services.
Determine whether or not the ICASVC is set to the AUTO_START startup type:
Symptom: The ICASVC startup scripts are not running.
Possible Cause: The startup scripts are not present in the correct folder.
Verification and Solution: Confirm that the StartIca.vbs, StartSubagent.vbs, and start_subagent.bat files are present under the C:\Program Files\Cisco\ICA folder.
Symptom: The cloud VM has lost connectivity with the private data center.
Possible Cause: The certificate is not installed or is not correct.
Verification and Solution:
Confirm that the ctdrv.sys and ctmp.sys files are present in the C:\Program Files\Cisco\ICA folder.
Confirm that the Windows ICA driver certificate is installed:
Symptom: Encrypted/encapped packet injection is not working.
Possible Cause: Weakhost sends and receives are enabled.
Verification and Solution: For the encrypted/encapped packet injection to work, the provider adapter must have weakhost sends and receives disabled, which is the default setting.
Determine whether weakhost sends and receives are enabled or disabled:
If weakhost sends and receives are enabled, disable them:
Symptom: The access tunnel with the Windows VM is broken.
Possible Cause: Third-party Windows Filtering Platform (WFP) filters are blocking datagrams on TCP port 6644 or the UDP port over which the subagent has initiated the Datagram Transport Layer Security (DTLS) connection.
Verification and Solution: Enter the following command and examine the output:
To determine whether or not the UDP port is causing the problem, look for the subagent.exe port.
To determine whether or not third-party WFP filters are causing the problem, look at the sysinfo section of the output for WFP filters for Windows VMs.
To resolve the issue, restart the services.
Symptom: There is an issue with the data path between the overlay miniport and the cloud provider miniport.
Possible Cause: Third-party Network Driver Interface Specification (NDIS) intermediate drivers or additional NDIS miniports are affecting the data path between the overlay miniport and the cloud provider miniport.
Verification and Solution: Enter the following command and examine the output:
All NDIS drivers are enumerated in the sysinfo section of the output for Windows VMs.
Symptom: cVM deployment fails for one of the two interfaces.
Possible Cause: By default, port profiles are named "icfCloud" if a name is not provided during the Intercloud Fabric tenant configuration.
Verification and Solution: When deploying cVM, make sure you have a network policy defined with port profiles for each vNIC that is on the same tenant. When modifying the port profiles after cVM deployment, ensure to configure the appropriate tenant on the port profiles that does not violate the deployment solution above.
Symptom: Migration of a Windows 2012 VM or import of a Windows 2012 VM OVA fails with error "VM Guest OS was not shutdown gracefully. Please resume and shutdown Windows fully prior to initiating import or move actions on this VM image".
Possible Cause: ICF detected that the VM was not shutdown gracefully prior to the user initiating a VM migration or exporting it as an OVA from vCenter. Not shutting down the Guest OS gracefully can lead to corruption of the file system.
Verification and Solution: Power on your VM on vCenter and gracefully shutdown the Guest OS. Reinitiate your VM migration or export of OVA from vCenter.
This section includes symptoms, possible causes, and solutions for issues associated with monitoring VMs.
Symptom: The VM statistics in the end-user portal show VMs that do not exist.
Possible Cause: The VMs were deleted from the VMware vCenter client but, because the periodic refresh has not occurred, the VMs still appear.
Verification and Solution: Manually refresh the VM list.
This section includes symptoms, possible causes, and solutions for issues associated with the Cisco Intercloud Fabric virtual supervisor module (VSM).
Symptom: In the output of the show module command, the Intercloud Fabric Switch modules are not shown as online.
Possible Cause: The Intercloud Fabric Switch is not registered with the Cisco Intercloud Fabric VSM due to one of the following reasons:
The Intercloud Fabric Switch management VLAN is missing from the IcfCloud Trunk port profiles. the port profiles are named IcfCloud_Name_ICS_Trunk_Tunnel, IcfCloud_Name_ICX_Trunk_Tunnel, IcfCloud_Name_ICX_Trunk_Tunnel_Enterprise.
The Intercloud Fabric Switch management VLAN is NOT identified as the "system vlan" for the IcfCloud Trunk port profiles. The port profiles are named IcfCloud_Name_ICS_Trunk_Tunnel, IcfCloud_Name_ICX_Trunk_Tunnel, IcfCloud_Name_ICX_Trunk_Tunnel_Enterprise.
Verification and Solution: Manually add the VLANs configuration interface in PNSC.
Symptom: There is no traffic from the private VM to the cloud VM.
Possible Cause:
The cloud VM VLAN is missing from the IcfCloud Trunk port profiles. The port profiles are named IcfCloud_Name_ICS_Trunk_Tunnel, IcfCloud_Name_ICX_Trunk_Tunnel, IcfCloud_Name_ICX_Trunk_Tunnel_Enterprise.
Verification and Solution: Manually add the VLANs via the VSM configuration interface in PNSC.
This section includes symptoms, possible causes, and solutions for issues associated with Prime Network Services Controller.
Symptom: The UI task status displays a failure message.
Possible Cause: The possible causes vary.
Verification and Solution: Check the resource manager logs that are located under /var/log/resource-mgr. The svc_res_dme.log log file is for UI-to-Resource Manager communication. The svc_res_cloudproviderAG.log log file is for AG-to-CPM communication.
Symptom: The access tunnel has a failure.
Possible Cause: The possible causes vary.
Verification and Solution: Check the logs on the Intercloud Fabric Switch for the cause.
Symptom: The Intercloud image fails to import into Prime Network Services Controller.
Possible Cause: Prime Network Services Controller encountered an error.
Verification and Solution: In the Prime Network Services Controller GUI, check the Recent Jobs list for the status and an error message if the import operation does not complete within a reasonable amount of time. The Task line item lists the last error encountered, if any, while importing and the number of retries attempted.
Symptom: After restarting Prime Network Services Controller services, the job for importing an Intercloud image is displayed as running, but the job does not progress.
Possible Cause: If Prime Network Services Controller services are restarted while an import operation is running, the task will not resume.
Verification and Solution: Cancel the job in the Intercloud Fabric Director and import the image again.
Symptom: The Intercloud Fabric Director cannot validate Amazon Web Services (AWS) credentials.
Possible Cause:
Not all of the required ports are open.
The DNS server is not reachable from Prime Network Services Controller.
The NTP server is not reachable from Prime Network Services Controller.
Verification and Solution:
Make sure that all required ports are open:
TCP ports—22, 443, 3389, 6644, and 6646
UDP ports—6644 and 6646
Make sure that the DNS service is configured and that the DNS server is reachable from Prime Network Services Controller.
Symptom: Integrated Gateway is unreachable from Prime Network Services Controller.
Possible Cause: After restarting Prime Network Services Controller, or restarting Intercloud Fabric Virtual Machine, the Integrated Gateway is unreachable.Verification and Solution:
SSH to Prime Network Services Controller and enter the following details:
![]() Note | If the Integrated Gateway state does not change to reachable/running, change the Integrated Gateway configuration parameters, such as the description. This will change the Integrated Gateway state to reachable/running by attempting a new connection. |
Symptom: IcLink is deployed but the Configuration status remains "Applying" and the Tunnel status shows "not operational". Likewise, when ICS is successfully deployed and gets a Private IP (with the Configuration status remaining "Applying"), it implies that ICS is not reachable from Prime Network Services Controller.
Possible Cause: Prime Network Services Controller should be behind NAT (for Prime Network Services Controller to ICS communication).
Verification and Solution: The route on ICS needs to be modified or deleted (Prime Network Services Controller should be able to reach ICS via Provider Private Gateway).
This section includes symptoms, possible causes, and solutions for issues associated with the Intercloud Fabric Switch (ICS).
Symptom: The ICS fails to power up and Amazon Web Services (AWS) displays a "401 Unauthorized" error.
Possible Cause: The credentials were changed or the access key was deleted on AWS.
Verification and Solution: Enter the correct credentials for the provider account. For information about entering the credentials, see the Amazon Web Services documentation.
Symptom: ICS does not appear under "show module" for the registered cVSM.
Possible Cause: VSM reachability from ICS over Management Interface not working.
Verification and Solution: When using different VLANs for ICS, either add a static route for that subnet or make sure there is a reachability to that subnet through the default gateway. Configuration from the ICFD UI: Intercloud > Network > IcfVSM and highlight the VSM and choose "Configure Route".
Symptom: Packets arriving at the ICX from the enterprise are not sent toward the site-to-site tunnel to the ICS.
Possible Cause: The possible causes vary.
Verification and Solution: To debug packets lost, enter the following commands:
Symptom: Unknown unicast packets, with MACs that are not in the MAC Pool, are not forwarded over the site-to-site tunnel.
Possible Cause: On the ICX, unknown unicast packets forwarded from the enterprise to the cloud over the site-to-site tunnel will be dropped if their destination MAC address is not a part of the MAC Pool for the ICLink.
Verification and Solution: Use this command to display the feature status for the blocking of unknown unicast MACs that are not in the MAC Pool:
This command is applicable on the ICX only. The feature is always on by default. Contact customer support if you need to disable this feature.
This section includes symptoms, possible causes, and solutions for issues associated with the Intercloud Fabric Router.
Symptom: The Intercloud Fabric Router remains in a creating or unreachable state as displayed in Prime Network Services Controller.
Possible Cause:
A process crashed or failed to run.
The Intercloud Fabric Router policy agent is down.
The tunnel status between the Intercloud Fabric Router and Intercloud Fabric Switch is down.
The control channel between Intercloud Fabric Router and Intercloud Fabric Switch is down.
The Intercloud Fabric Router management sub-interface is down.
Prime Network Services Controller is not reachable from the Intercloud Fabric Router.
Verification and Solution: Use the Amazon Web Services (AWS) management console to determine whether or not the Intercloud Fabric Router is in a running state and confirm that two out of two checks passed. Reaching the two-for-two checks-passed state can take up to 20 minutes from the time that you checked the management console. If the Intercloud Fabric Router is functioning properly, the following message is displayed:
If the Intercloud Fabric Router is not working properly, the following message is displayed:
If the Intercloud Fabric Router is not in a running state in AWS, complete the following steps:
Symptom: After a configuration change, the Intercloud Fabric Router displays a "Failed to Apply" error message in Prime Network Services Controller.
Possible Cause: The configuration contains an invalid value.
Verification and Solution:
To verify the problem:
In the Prime Network Services Controller GUI, choose the Intercloud Fabric Router and click Edit.
Click the Fault tab.
View the error message to identify the cause.
To solve the problem:
In the Prime Network Services Controller GUI, correct the configuration.
Confirm that the Intercloud Fabric Router can reach the "running" state.
Symptom: Connectivity between a private VM and a cloud VM in different VLANs fails intermittently.
Possible Causes:
A Nexus 1000V is used in the private data center with Unknown-Unicast-Flooding-Block enabled.
The private VM and cloud VM are in different VLANs, thereby causing inter-VLAN routing to fail.
Verification and Solution:
Confirm that packets are being dropped by entering the following command on the VEM:
Determine whether Unknown-Unicast-Flooding-Block is enabled or disabled by entering the following command on the Nexus 1000V:
If Unknown-Unicast-Flooding-Block is enabled, disable it by entering the following command in config mode:
If Unknown-Unicast-Flooding-Block is already disabled, see other topics in this section for more information about troubleshooting inter-VLAN routing issues.
Symptom: For cloud VMs whose default gateway points to the Intercloud Fabric Router that is in the cloud, inter-VLAN routing does not work, but communication within the same VLAN does work.
Possible Cause:
The Intercloud Fabric Router sub-interface IP addresses are incorrect.
The default gateway for the cloud VM does not point to the Intercloud Fabric Router sub-interface IP address.
The Intercloud Fabric Router does not have the appropriate routes.
The Intercloud Fabric Switch is routing a VLAN that is not in the list of allowed VLANs in the Nexus 1000V default trunk.
The cloud VM cannot reach the default gateway.
Verification and Solution:
In the Prime Network Services Controller GUI, ensure that the Intercloud Fabric Router sub-interfaces are configured with the correct IP address.
Log in to the cloud VM and verify that its default gateway points to the Intercloud Fabric Router sub-interface IP address (from Step 1).
Log in to the Intercloud Fabric Router and verify that the appropriate routes are present.
Log in to the Intercloud Fabric Switch and verify that the VLAN being routed is in the list of allowed VLANs in the Nexus 1000V default trunk:
Verify that the cloud VM can reach the default gateway, which is the Intercloud Fabric Router sub-interface.
Symptom: For cloud VMs whose default gateway points to the Intercloud Fabric Router that is in the private data center, inter-VLAN routing does not work, but communication within the same VLAN does work.
Possible Cause:
The Intercloud Fabric Router sub-interface IP addresses are incorrect.
The Intercloud Fabric Switch is routing a VLAN that is not in the list of allowed VLANs in the Nexus 1000V default trunk.
The Intercloud Fabric Router does not have the appropriate routes.
The default gateway for the cloud VM is an Intercloud Fabric Router that is not in the cloud.
The cloud VM cannot reach the default gateway.
Inter-VLAN routing is not working.
Verification and Solution:
In the Prime Network Services Controller GUI, confirm that the Extend Default Gateway option is checked for the Intercloud Fabric Router sub-interface and that the IP addresses are correct.
Log in to the Intercloud Fabric Switch and verify that the VLAN being routed is in the list of allowed VLANs in the Nexus 1000V default trunk:
From the Intercloud Fabric Router, confirm that the IP address from Step 1 is displayed in the output of the following command:
Log in to the Intercloud Fabric Router and verify that the appropriate routes are present.
In the Prime Network Services Controller GUI, uncheck the Extend Default Gateway box.
Log in to the cloud VM and change the default gateway to the Intercloud Fabric Router that is in the cloud.
Verify that the cloud VM can reach the default gateway, which is the Intercloud Fabric Router sub-interface.
Verify that inter-VLAN routing works.
You can use Intercloud Fabric Director logs to assist in troubleshooting. The logs provide error details, which are required for debugging.
Step 1 | Log in to Cisco Intercloud Fabric. | ||||||
Step 2 | Choose Administration > Support Information. | ||||||
Step 3 | Complete the following fields:
| ||||||
Step 4 | Click Submit, Show Logs, or Download, as appropriate. |
You can use service request logs to assist in troubleshooting. The logs provide detailed descriptions of all current operations, including progress, percentage complete, and error messages in the case of a failure. You can also view input or output details for additional information.
Step 1 | Log in to Cisco Intercloud Fabric. |
Step 2 | Choose Organization > Service Requests. |
Step 3 | Choose the Service Requests tab. |
Step 4 | Choose a service request. |
Step 5 | Click View Details. |
Step 6 | Choose either or both of the following:
|
Step 7 | (Optional)Click Refresh to view the latest information. |
You can use the commands in the following table to troubleshoot issues associated with Cisco Intercloud Fabric.
Commands | Description |
---|---|
show module | Displays module information. |
show port-profile brief | Displays the brief version of the port profile configuration. |
show running-config port-profile | Displays the port profile configuration, including interface assignments. |
show intercloud tunnel brief | Displays the brief version of the Cisco Intercloud Fabric tunnel configuration. |
show intercloud tunnel port | Displays the Cisco Intercloud Fabric tunnel port configuration. |
show intercloud vm vm_name | Displays the Cisco Intercloud Fabric VM configuration. |
show system internal event-log interface-mgr | Displays the interface manager event log system information. |
show platform software vnic-if interface-map | Displays the mapping between the logical interface on the router with the vNIC and the vNIC MAC address. |
show internal {gi1|gi8} controller | Displays information about the Gi1 or Gi8 controller. |
show remote-management status | Displays the Intercloud Fabric Router remote management settings. |
show virtual-service | Displays an overview of resources used by virtual service containers. |
tail -f /bootflash/intflib_log.txt | Displays the tail of the bootflash log. |
vemcmd show arp all | Displays the ARP table on the Virtual Ethernet Module (VEM). |
vemcmd show arp filter | Displays the ARP filters on the VEM. |
vemcmd show port | Displays information about ports on the VEM to verify that the ports of the host added to the DVS are listed, and that the ports are correctly configured as access or trunk on the host. |
You can use Prime Network Services Controller logs to assist in troubleshooting issues with Prime Network Services Controller.
Step 1 | In Intercloud Fabric, choose Intercloud > Infrastructure. |
Step 2 | Click Download PNSC Logs and confirm the operation. The download starts and progress is displayed. The download can take a few minutes to complete. |
Step 3 | When prompted, choose a location for the tgz file. |
Step 4 | Use a desktop tool to unzip or untar the downloaded file. |
Prime Network Services Controller provides commands that can help you troubleshoot issues.
To enter Prime Network Services Controller troubleshooting commands, log in to the console as described in this procedure.
Step 1 | In the VMware vSphere client, select the VM on which is deployed. | ||||||
Step 2 | Right-click the VM and choose Open Console. | ||||||
Step 3 | When prompted, enter the admin username and password. | ||||||
Step 4 | Enter a command from the following table to obtain the information you need.
|
The Intercloud Fabric Firewall has several logs that you can access to troubleshoot various issues.
Component with an Issue | Log Location |
---|---|
UI for resource manager communication | /var/log/resource-mgr/svc_res_dme.log |
AG-to-Cisco Policy Management (CPM) communication | /var/log/resource-mgr/svc_res_cloudproviderAG.log |
Access tunnel | Intercloud Fabric Switch logs |
Policy agent registration with Prime Network Services Controller | Intercloud Fabric Firewall logs |
Policy configuration | /var/log/policy-mgr |
You can use Windows cloud VM logs to assist in troubleshooting issues with the StartIca and StartSubagent VBScript startup scripts.
Step 1 | Log in to the Windows cloud VM machine. |
Step 2 | Navigate to the C:\Windows\Temp folder. |
Step 3 | Check the icasvc.log log file for errors related to the scripts. |
Step 4 | Check the startica.log log file for additional errors related to the scripts. For the first boot in EC2, the startica.vbs script performs several tasks that are often the sources of issues.
|
Step 5 | Ensure that the SSH service is running: c:\>netstat -na |
You can use the commands in the following table to troubleshoot issues associated with Windows cloud VMs from the Intercloud Fabric Switch.
Commands | Description |
---|---|
show intercloud vm vm_name log | Connects to the specified VM and obtains the user-mode-related logs. You can access the logs at bootflash. |
show intercloud vm vm_name kernel-log | Connects to the specified VM and obtains the tunnel driver logs. You can access the logs at bootflash. |
show running-config port-profile | Displays the port profile configuration, including interface assignments. |
For more information about troubleshooting issues with Cisco Intercloud Fabric, visit the Cisco Intercloud Fabric support community:
If you cannot solve a problem after using the troubleshooting suggestions in this guide, contact a customer service representative for assistance and further instructions. Before contacting Cisco, collect the following information so that Cisco Customer Support can assist you as quickly as possible:
Version of Cisco Intercloud Fabric software that you are running
Contact phone number
Brief description of the problem
Brief explanation of the steps you have already taken to isolate and resolve the problem
After collecting this information, see Obtaining Documentation and Submitting a Service Request for information on how to submit a service request.
If you contact Cisco Customer Support for assistance, you might need to provide logs for them to assist in determining the cause of the problem. This procedure describes how to obtain logs for Cisco Intercloud Fabric.
To obtain Intercloud Fabric logs:
|
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