Cisco Cloud Native Broadband Router Diagnosis

The Cisco cnBR provides a suite of in-built tools to diagnose and resolve common issues.

* Cable Modem Diagnosis Tool, on page 1

* Cable Modem Troubleshooting, on page 3

* Cisco cnBR Metrics, on page 8

» KPI Alert Management, on page 39

» Log Aggregation and Management, on page 47

Cable Modem Diagnosis Tool

In a Data-over-Cable Systems Interface Standard (DOCSIS) environment, various elements can affect a
modem's ability to maintain a connection and remain online. When a cable modem goes offline, it is difficult
to diagnose the cause and identify the issues.

The Cisco cnBR includes a Cable Modem Diagnosis Tool to enable easy diagnosis of such issues. Checkpoints
are created periodically for online modems, where information such as system logs, configuration details, and
system statistics are saved. When a cable modem goes offline, this system information is analyzed from the
saved checkpoints.

The Cable Modem Diagnosis Tool supports the following modes:

» On-demand mode: System logs related to a modem is collected with a single click, when needed.

« Background mode: Logs, health metrics and performance metrics are actively analyzed in the background
to detect, diagnose, and report modem issues.

The Cable Modem Diagnosis Tool provides the following utilities:

* Detect malfunctioning modems.

* Enable debugging for malfunctioning modems and disable debugging when modems are recovered.
* Supports interactive enabling or disabling of per modem debugging.

* Display modem logs and telemetry on the Grafana dashboard.

* Download of modem logs containing modem log messages.
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. Configure Cable Modem Diagnosis Tool for On-Demand Diagnosis

Configure Cable Modem Diagnosis Tool for On-Demand Diagnosis

On-Demand diagnosis allows debugging a cable modem from the cnBR Manager Metrics & Dashboards
dashboard. On-Demand diagnosis does not require any configuration changes. You can run the On-Demand
diagnosis from the cnBR Manager Metrics & Dashboar ds dashboard.

Complete the following steps to enable On-Demand Diagnosis:

Step 1 On the Cisco Operations Hub, click cnBR Manager > Metrics & Dashboards> Home.
Step 2 On the Dashboards pane, search and click Cable M odem Ver bose option.

Step 3 Select the Cisco cnBR name and modem that you want to debug from the cnBR Name and Cable M odem drop-down
lists.

Step 4 Click Cable Modem Log From cnBR.
Step 5 Click Debug.
Step 6 Click Disable to disable debugging.

Configure Cable Modem Diagnosis Tool for Background Diagnosis

The Background diagnosis utility runs periodically, and detects malfunctioning modems. The utility runs
automatically in the background, and is enabled by default.

Using the Background diagnosis method, debug functions that collect modem logs are enabled. Complete the
following steps to view the logs:

Step 1 On the Cisco Operations Hub, click cnBR Manager > Metrics & Dashboard.
Step 2 Click the name of the dashboard to bring up the search box.

Note You can find the name of the dashboard in the top left of the screen. In the Metrics & Dashboard home page,
the dashboard name is Home.

Step 3 Choose cnBR Manager > Diagnosis.

The debugging information is available in the Diagnosis Job Summary, cnBR Debug CM D Control, and Cable Modem
Online Anomaly Detection Job tables.

Step 4 To view detailed information about these tables, expand the tables and click the i icon at the top-left corner.
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Cable Modem Troubleshooting

Table 1: Feature History

Cable Modem Troubleshooting .

Feature Name

Release Information

Feature Description

Cable modem troubleshooting

Cisco cnBR 20.3

The Cisco Operations Hub allows you to
collect troubleshooting information for cable
modems on-demand. You can also retrieve
troubleshooting information that the Cisco
Operations Hub automatically collects when
it detects L3 ping failure.

Per-CM debugging through a
single location

Cisco cnBR 20.4

The Cisco Operations Hub allows you to get
more cable modem debug information from
Cisco cnBR.

This section describes how to:

* Collect troubleshooting information for cable modems on-demand.

* Retrieve troubleshooting information that the Cisco Operations Hub automatically collects when it detects

L3 ping failure.

The cnBR Manager gathers troubleshooting information from the Cisco cnBR on-demand and automatically.
L3 ping failure detection triggers automatic gathering of troubleshooting information. The troubleshooting
information includes a task ID, the cable modem MAC address, and results. Results include troubleshooting
information that the cnBR Manager collects from different cnBR services. Troubleshooting information is
saved in the debug_info field of the logs. Currently you can receive troubleshooting information for Ranging,
Vector Packet Processor (VPP), Baseline Privacy Interface (BPI), Ping, and Data Plane Vector Packet Processor

(DP-VPP).

On-Demand Generation of Troubleshooting Information

To generate on-demand troubleshooting information, complete the following steps:

Step 1 Click Cisco OperationsHub > cnBR Manager > Metrics & Dashboard.
Step 2 On the Dashboards pane, click Cable M odem Verbose.

Step 3 Click Troubleshoot.
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cnBR Name = cmts-209 ~ cnBRID | 172.22.64.209.nip.io v

cnBR Cluster > Service Group > Cable Modem Verbose

@ Delete Troubleshoot
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3 Cable Modem Basic Info ) Cable Modem RNG Info 5 Cable Modem OFDM Info 5 Cable Modem Other Info
MAC - MaxCMPwr(1/100 ... OFDM Prof DOCSIS Version DO...
State 0. MaxCMPwr(Norm) OFDM Unfit Prof(s) Operational Version DO...
SG Name 36.. MaxChPwr(1/100 d.. OFDM MRC QoS Version DO..
SG 0 MaxChPwr(Norm) OFDMA MTC Sys Desc
MD i Neq(1.6MHz TxCh) OFDM Prof Supp Net Access Disable b
)

MinPwrLoad(1/100 ...

OFDM QAM Mod

DBC Req Count

Wait for the Troubleshoot button to turn from In Progress.. to Save.

Step 4 Click Saveto save the TroubleshootingL ogs-<mac-address>.txt file.

Example:
The following example is a sample output file: troubleshootinglL ogs-0053.5577.190c.txt

{

"data": {
"id": "f5d7fdd6-628b-4da8-917f-2487e3b8a640",
"cm mac": "0053.5577.190c",
"result": {

"root cause analysis":
"details": [
{

wn
’

"service name": "vswitch-vpp",
"root cause": "",
"debug_ info": {

"log": "All interfaces are up"

}

"service name": "cmts-cp-bpi",
"root cause": "",
"debug_ info": {
"well known":
"{\"MacAddrStr\":\"0053.5577.190c\", \"SvcGrpID\":0, \"MacDomainID\":0, \"PrimSID\":3, \"BpiCurrKeySeqg\":1,
\"BpiNextKeySeqg\":2,

\"BpiOddKey\":\"ZbFZ/JfHIm4Hr+hZuD+j3Q==\", \"BpiOddIV\":\"efW3mAAKUWBBpjYtVC25Pw==\",
\"BpiEvenKey\":\"n6IfiC3JLxeV4LF5vOWA4g==\",
\"BpiEvenIV\":\"SqgQOTaXpHVJi2D62Ci0ZQ==\"}"

}I
{
"service name": "cmts-rt-ranging",
"root cause": "",
"debug_ info": {
"show cmd": "{\"Ping
Results\": [{\"Id\":\"8£30cf6e-39cd-4a3b-al59-2£8816bd8580\",\"Create Time\":\"2020-12-03
00:04:29.751224356
+0000 UTC m=+5253.045291365\",\"SG ID\":0,\"MD ID\":0,\"MAC
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Addr\":\"0053.5577.190c\",\"US Channel ID\":2,\"Repeat\":5,\"Verbose\":true,
\"Done\":true, \"Hit\":5,\"Results\": [{\"Result\":\"!\",\"Time
Elapsed\":18,\"Timinge Adjust\":1,\"Power Adjust\":0,\"Frequency Adjust\":583},
{\"Result\":\"!\",\"Time Elapsed\":14,\"Timinge Adjust\":1,\"Power
Adjust\":50, \"Frequency Adjust\":598}, {\"Result\":\"!\",\"Time Elapsed\":12,
\"Timinge Adjust\":1,\"Power Adjust\":0,\"Frequency
Adjust\":561}, {\"Result\":\"!\",\"Time Elapsed\":13,\"Timinge Adjust\":1,
\"Power Adjust\":0,\"Frequency Adjust\":585}, {\"Result\":\"!\",\"Time
Elapsed\":46,\"Timinge Adjust\":1,\"Power Adjust\":0,\"Frequency Adjust\"
:57131 ), {\"Id\":\"47474871-00fb-42fd-ba31-002c52bdebc6\", \"Create
Time\":\"2020-12-03 00:04:29.751182788 +0000 UTC m=+5253.045249807\",
\"SG ID\":0,\"MD ID\":0,\"MAC Addr\":\"0053.5577.190c\",\"US Channel
ID\":3,\"Repeat\":5,\"Verbose\":true, \"Done\":true, \"Hit\":5, \"Results\"
:[{\"Result\":\"!\",\"Time Elapsed\":18,\"Timinge Adjust\":0,\"Power
Adjust\":0,\"Frequency Adjust\":=7}, {\"Result\":\"!\",\"Time Elapsed\":13,
\"Timinge Adjust\":0,\"Power Adjust\":-50,\"Frequency
Adjust\":9}, {\"Result\":\"!\",\"Time Elapsed\":12,\"Timinge Adjust\":0,
\"Power Adjust\":-50,\"Frequency Adjust\":2}, {\"Result\":\"!\", \"Time
Elapsed\":13,\"Timinge Adjust\":0,\"Power Adjust\":-50,
\"Frequency Adjust\":-12}, {\"Result\":\"!\",\"Time Elapsed\":46,\"Timinge
Adjust\":0,\"Power Adjust\":0,\"Frequency Adjust\":2}]}, {\"Id\":
\"ddb18370-d5b7-4063-9041-4b943bbcdOab\", \"Create Time\":\"2020-12-03
00:04:29.751212482 +0000 UTC m=+5253.045279492\",\"SG ID\":0,\"MD ID\":0,
\"MAC Addr\":\"0053.5577.190c\\",\"US Channel
ID\":1,\"Repeat\":5,\"Verbose\":true, \"Done\":true, \"Hit\":5, \"Results\": [{\"Result\":\"!\",
\"Time Elapsed\":18,\"Timinge Adjust\":0,\"Power Adjust\":0,\"Frequency
Adjust\":415}, {\"Result\":\"!\",\"Time Elapsed\":13,\"Timinge Adjust\":0,
\"Power Adjust\":0,\"Frequency Adjust\":419}, {\"Result\":\"!\", \"Time
Elapsed\":12,\"Timinge Adjust\":0,\"Power Adjust\":0,\"Frequency Adjust\"
:424%), {\"Result\":\"!\",\"Time Elapsed\":14,\"Timinge Adjust\":0,\"Power
Adjust\":0,\"Frequency Adjust\":368}, {\"Result\":\"!I\",
\"Time Elapsed\":47,\"Timinge Adjust\":0,\"Power Adjust\":0,\"Frequency
Adjust\":424}1}, {\"Id\":\"b5273£f03-5d79-4fe6-b8d3-00054019357£\",
\"Create Time\":\"2020-12-03 00:04:29.751218964 +0000 UTC
m=+5253.045285972\",\"SG ID\":0,\"MD ID\":0,\"MAC Addr\":\"0053.5577.190c\",
\"US Channel
ID\":0, \"Repeat\":5, \"Verbose\":true, \"Done\":true, \"Hit\":5, \"Results\": [{\"Result\":\"!\",\"Time
Elapsed\":18,
\"Timinge Adjust\":0,\"Power Adjust\":0,\"Frequency
Adjust\":251}, {\"Result\":\"!\",\"Time Elapsed\":14,\"Timinge Adjust\":0,\"Power Adjust\"
:0,\"Frequency Adjust\":270}, {\"Result\":\"!\",\"Time
Elapsed\":11,\"Timinge Adjust\":0,\"Power Adjust\":0,\"Frequency Adjust\":283},
{\"Result\":\"!\",\"Time Elapsed\":13,\"Timinge Adjust\":0,\"Power
Adjust\":0,\"Frequency Adjust\":275}, {\"Result\":\"!\",\"Time Elapsed\"
:47,\"Timinge Adjust\":0,\"Power Adjust\":0, \"Frequency Adjust\":234}1}1}",

"well known":
"{\"MacAddrIeee\":\"ACUULXJ+\", \"SvcGrpID\":0, \"MacDomainID\":0, \"PrimSID\":3, \"MacState\":25, \"MD-DS-SG-ID\":1,
\"MD-US-SG-TD\": 1, \"RngTxchilist\": [{\"UsChID\":3, \"RngQuete\" : \"STATICN MIN Q\", \"RngTxchState\": \"IXCH ST SIA MIN\", \"RngPwrLevelReported\"
1132, \"RngDynPwriindow\"': 72, \"RngTxchSNR\" : 451850, \"RngTxchDataMER\" : 16777215}, {\"UsChID\": 1, \"RngQuee\" : \"STATICN MIN Q\", \"RngTxchState\"
:\"IXCH ST STA MIN\", \"RngPwrIevelReported\":132, \"RngDynPwriindow\" : 72, \"RngTxchSNR\" : 420410, \"RngTxchDataMFR\"' : 16777215}, {\"UsChID\":0,

\"RngQueue\": \"STATTON MIN Q\", \"RngTxchState\": \"TXCH ST STA MIN\", \"RngPwrTevelReported\": 130, \"RngDynPuriindow\" : 74, \"RngTxchSNR\"

1420410, \"RngTxchDataMER\" : 16777215}, {\"UsChID\":2, \"RngQueue\" : \"STATION MIN Q\", \"RngTxchState\":\"TXCH ST STA MIN\",
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\"RngPwrLevelReported\":129, \"RngDynPwrWindow\":75, \"RngTxchSNR\":420410, \"RngTxchDataMER\":16777215}]}"

}
}I
{
"service name": "cmts-ping",
"root cause": "",
"debug_info": {
"log":
"{\"minRtt\":17,\"maxRtt\":65425, \"avgRtt\":289,\"sent\":240, \"received\":240, \"MAC
Addr\":\"0053.5577.190c\",
\"CmMacIeee\":\"ACUULXJ+\", \"SvcGrp\":0, \"MacDomain\":0}",
"well known":
"{\"MacAddrStr\":\"0053.5577.190c\", \"MacAddrIeee\" :\"ACUULXJ+\", \"SvcGrpID\":0, \"MacDomainID\":0}"
}
}I
{
"service name": "cmts-dp-macl3vpp-global",
"root cause": "",
"debug_info": {
"show_cmd": "{\"drop_ stats\":{\"name\":\"Global Drop
Stats\", \"per cause drops\":[{\"id\":11,\"cause\":\"icpi inject bad cause\"},

{\"id\":27,\"cause\":\"dol fld no members\"}, {\"id\":56, \"cause\":\"dsrac _invalid sg\"}]}, \"usmac depi stats\":{\"data pw uepi pkt cnt\"
1298, \"data pw uepi byte cnt\":42822,\"rng pw uepi pkt cnt\":56,\"rng pw uepi byte cnt\":9408, \"uepi phy burst cnt\":354,\

"total ccf seg cnt\":298,\"ccf seg no hcserr cnt\":298,\"pre30 doc no hcserr cnt\":56,\"sm rng good pkt cnt\":56}}"

}
}I
{
"service name": "cmts-dp-macl3vpp-per-cm",
"root cause": "",
"debug_info": {
"show_cmd":
"{\"dtrack stats\":{\"dtrack mac addr\":\"00:25:2e:2d:72:7e\", \"dtrack time start\":1606953869, \"dtrack time stop\":1606953990,

\"dtrack epoch in\":3,\"dtrack epoch curr\":3,\"dtrack us irput\":248, \"dtrack us xmit\":248, \"dtrack ds input\":248, \"dtrack ds >mit\":248},
\"srv_flow stats\": [{\"id\":3, \"direction\":\"US\", \"pkts cnt\":248, \"bytes cnt\":15792, \"duration seconds\":120, \"throughput pps\":1050},

{\"id\":10003, \"direction\":\"DS\", \"pkts cnt\":248, \"bytes cnt\":15280, \"duration seconds\":120, \"throughput pps\":1016}]}"

}

}I
"status": 200,
"config": {
"method": "GET",
"transformRequest": [
null
]I
"transformResponse": [
null
]I
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Automatic Generation of Troubleshooting Information .

"jsonpCallbackParam": "callback",
"url": "https://opshubl.cisco.com/api/manager/vl/cable-modems/0053.5577.190c/debug",
"headers": {
"Accept": "application/json, text/plain, */*"
}
}I
"statusText": "OK",
"xhrStatus": "complete"

Automatic Generation of Troubleshooting Information

Step 1
Step 2
Step 3

Step 4

When the cnBR Manager detects a cable modem ping failure, the cnBR Manager generates a request to get
troubleshooting information from the Cisco cnBR. cnBR Manager stores the troubleshooting information
responses that it receives from the Cisco cnBR.

Click Cisco Operations Hub > cnBR Manager > Metrics & Dashboard.
On the Dashboards pane, search and click Cable M odem Verbose option.
In the Cable M odem drop-down list, select the target cable modem MAC address.

This page lists the occurrences of L3 ping loss with timestamp.

Modem IP Ping-Loss History

Time ~ RTT IP Loss
2020-10-16 18:14:29 - 100.0%
2020-10-16 18:12:29 - 100.0%
2020-10-16 18:11:29 - 100.0%
2020-10-16 18:09:29 = 100.0%

521235

Note You can view the top ten modems with IPv4 ping-loss from the Top 10 | Pv4 Ping-L oss M odems panel in the
Service Group dashboard. To view the Service Group dashboard, click cnBR Manager > Service Group.

Open the following link in a browser, or use the curl command to send a GET request.

https://<hostname>/opshub-data/api/idocsis/v1/idm/cm-debug/tasks

Find the target cable modem using the MAC address to get the troubleshooting information.

Example:

https://opshubl.cisco.com/opshub-data/api/idocsis/v1/idm/cm-debug/tasks
Or
hostnamef#curl -k -L -X GET 'https://opshubl.cisco.com/opshub-data/api/idocsis/v1/idm/cm-debug/tasks'

See example in Step 3 for a sample response.
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Step 5 Find the target cable modem MAC address, and ping failure timestamp from the information to get troubleshooting
information for the ping failure.

Example:

In the following example, we can see the debug result for the cable modem 0053.2ed0.84a6.
Figure 1: JSON Data from a Cisco cnBR Response

JSON  RawData Headers

e All Expand Al (slow)

521234

Note If time zone settings are different, the time that is displayed in the cnBR Manager interface and the time in the

Cisco cnBR response are different. The time stamp in the Cisco cnBR response is always in Greenwich Mean
Time (GMT).

Cisco cnBR Metrics

The Metricstab in the cnBR Manager application allows you to monitor the status of the Cisco cnBR router.
The cnBR Manager receives metrics and telemetry data from Cisco cnBR. Based on the type of data, the data

is saved in the Postgres or Prometheus databases. The Metrics dashboard later retrieves the data and displays
it on the dashboard.

The following illustration shows the Metrics framework.
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Cisco cnBR Metrics Dashhoards .

co Operations Hub

Metrics & Dashboards

Telemetry

Collector

Telemetry Proxy

Prometheus

Cisco cnBR

521383

Cisco cnBR Metrics Dashhoards

The Metrics Grafana dashboard displays metrics and status of the DOCSIS network, DOCSIS devices, and
CMTS performance status. The Metrics dashboard is based on a hierarchical structure, which matches the
Cisco cnBR system deployment exactly.

The following illustration shows the hierarchical layout:

MD Channel

520856

The Metrics Dashboard user interface (UI) has the following components:
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Breadcrumbs Bar

The breadcrumbs bar is available on each dashboard. It shows the dashboard pages just visited. You click
each link in the breadcrumbs and go to that specific dashboard.

88 opshub-data » Service Group -

cnBRName cnbr9 -~ cnBRID 10.124.211.80 ~ SGName None~ SGID None~

cnBR Cluster > cnBR Summary > Service Group

520870

Links
Links are marked using an underline. You click the underlined text and open the related page.
Cable Modem = IPwd IPvE State
8011.1100.003b - - inmit{re)
#011.17100.0035 . - affline
8011.1100.0039 . . init{rc)
8011171000037 - - imit{re)
BO011.17100.0035 - - imit{re)
BO11.1700. 0034 90.90.7.200 - w-anling
801717100, 0033 - - afflineg
8011171000030 - - imit{r2)
BO17.1 700 (0 - - imit{re)
11.11 . - w-onling g
Tooltips

Tooltips are available on the dashboard to display information for each panel on the Grafana dashboard. To
view a tooltip, hover your mouse over the i on the top-left corner of the panel.
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Dashboard Refresh and Time Range .

Pie chart for CnBR healthy status.

« Healthy - CnBR count in healthy status.

n CnBR Healthy Summary Per Clusters ~

CUR PERC
= Healthy 3 100.00%

B
520871

Dashboard Refresh and Time Range

To set the refresh time for each dashboard, choose the time from the drop-down list on the top-right corner
of the dashboard. The default refresh time for the dashboard is 10 seconds.

Log Out <)

hE & OLlast24hours Q& 55a
off

10s

Modem Summary Per Cluster a0e

current pe
— OPEF 100 5m

= bpi 16
ploper 15m

30m

Total Cluster US Traffic Rate

E20a74
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. Data Display on Dashhoard

If data is retrieved from the Prometheus database, choose the required value from the Custom time range
drop-down list as shown in the following image.

Log Out -E)

i AN - ) =] OLlast2dhours « | Q& -
Custom time range
Last 5 minutes
Last 15 minutes
i Last 30 minutes

Modem Summi

Last 1 hour

ir
‘ Last 3 hours po 86.21%

@ e
Last & hours [e Lk

Last 12 hours
Last 24 hours v
Last 2 days
Total Cluster US Traffic Rate
Last 7 days
Last 30 days
Last 90 days
Last 6 months
Last 1 year |
Last 2 years
22:00 00:00 02:00 04:00 ogor Lastsyears 12:00 14:00

Yesterday

520885

Data Display on Dashboard

For all dashboards available in the Cisco cnBR Manager application, data is represented using pie charts,
tables, and live graphs.

cnBR Cluster
This Dashboard displays the following information:
Panel Name Description
cnBR health status The pie chart shows Cisco cnBR performance status for each Cisco

cnBR cluster.
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cnBR Cluster .

Panel Name

Description

Remote-PHY device (RPD) status

The pie chart shows the status of RPDs in each Cisco cnBR cluster.

Cable Modem status

The pie chart shows the status of cable modems in the Cisco cnBR
cluster.

Summary of downstream traffic rate
for all cnBR clusters

The graph shows how much download happened in the set time.

Summary of upstream traffic rate for
all cnBR clusters

The graph shows how much upstream traffic happened in the set
time.

Summary of RPDs in different states
per cnBR cluster

The table shows how many RPDs are offline or online, and the
following details:

* cnBR Name: Name of the cluster

« cnBR ID: The IP address to reach the Cisco cnBR router.
« init-auth: Authorization status of the RPD

+ init-gcp: GCP provision status

+ init-clock: Clock synchronization status

* init-12tp: L2VPN provisioning status

» total: Total number of RPDs in the cluster

Summary of modems in different states
per cnBR cluster

The table shows a summary of the status of cable modems in the
cluster, including the following details:

» Ranging: Number of ranging requests received.
* DHCP: Number of DHCP requests received.

* ToD: Time-of-Day (ToD) requests received.

* TFTP: Number of TFTP requests received.

* Reg: Number of registration requests (REG-REQ) or multipart
registration request (REG-REQ-MP) received.

* BPI Err: Number of Baseline Privacy Interface (BPI) errors
even if the cable modem is registered.

» Offline: Number of modems which are offline.

* Oper: Number of cable modems which are registered without
enabling BPL.

* BPI Oper: Number of cable modems with BPI.

Error log count history for all cnBR
clusters

The live graph shows the history of the number of error logs
generated for all Cisco cnBR clusters.
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. cnBR Summary

Panel Name Description

Error logs from all cnBR clusters The live graph shows the error logs generated for all Cisco cnBR
clusters.

@ opshub-data > cnBR Cluster - [ =4 & o @Llastihour ¥ Q@ & 10s~
CnBR Cluster
P cnBR Health Summary Per Cluster p RPD Summary Per Cluster £ Modem Summary Per Cluster
CUR PERC CUR PERC CUR PERC
— Heathy 3 100% — online 81 100% — offine 27 o0a1%
ranging 26 0.39%
— dhep 5 0.08%
—bpio. 658K  9913%
L Total Cluster DS Traffic Rate b Total Cluster US Traffic Rate
3.7500 Gbps. 200.0000 Mbps:
s 175.0000 Mbps.
3.6500 Gbps.
3.6000 Gbps 150.0000 Mbps.
3.5500 Gbps 125.0000 Mbps.
3.5000 Gbps
3.4500 Gbps 100.0000 Mbps:
3.4000 Gbps. 75.0000 Mbps
1010 1020 1030 10:40 1050 11:00 1010 1020 1030 1040 10:50 11:00
== TotalDsTrafficRate == TotalUsTrafficRate
N RPD Stats Per Cluster : Modem Stats Per Cluster
search... Search search... Search
cnBR it |t | it init- § | Unreachable enBR § BRI § 8Pl | Unreachable
cnBRID offline. online. total cnBRID Ranging Dhep. Tod Titp. Reg Offline. Oper Total

Name ~ 12p cnBR Name + Oper | cnBR

auth gcp. clock. Emr
W= - - - - - - pfewmee= .. L - - p

N
. . . . . .. Pirwr ENNENCREN RN -
@
EgE——. . . . . .. HpiFrar—. . ... . - . "k
Yo}
~ Error Log From cnBRs
P Error log count history
2K
2K
1K
Ml [t s A o LT
16:45 16:50 16:55 1700 1705 1710 1715 1720 1725 1730 1735 17:40
== Count
P Error logs ~
Timestamp v HostName ~ PodName Log
2020-07-20 By
cnbro-infra-  cmts-app-telemetry- . .
17:41:29.035 ) iy 2020-07-20 12:11:18 WARNING TELEMETRY-MAIN CMTS_ID=172.25.29.110 message="Readiness Probe Returned Error: Check REDIS configuration”
2020-07-20 cnbr10-
; cmts-app-telemetry- . . .
17:41:28.025 infra2 c47f6bS6618xvg 2020-07-20 12:11:15 WARNING TELEMETRY-MAIN GMTS_ID=172.25.29.123 message="Readiness Probe Returned Error: Check REDIS configuration
2020-07-20 cnbr10-
; cmts-resource-manager- .
17:41:28.019 infra2 2020-07-20 12:11:09 WARNING RESOURCEMANAGER-MAIN message="Readiness Probe Returned Error: Not a master pod"
5b69¢8994-sxwin
2020:07:20 enorio- cmts-resource-manager-
17:41:28.017 infra2 o 2020-07-20 12:11:19 WARNING RESOURCEMANAGER-MAIN message="Readiness Probe Returned Error: Not a master pod"
5b69¢8994-sxwin
2020-07-20 cnbr10-
; cmts-app-telemetry- I .
17:41:28.013 infra2 2020-07-20 12:11:05 WARNING TELEMETRY-MAIN CMTS_ID=172.25.29.123 message="Readiness Probe Returned Error: Check REDIS configuration [o2]
647f6b566-x8xvg ¥e)
@
(=]
20200720 cnbr10- Al
o)

cnBR Summary

The Dashboard displays the following information:
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cnBR Summary .

Panel Name

Description

RPD state summary per cnBR

The pie chart shows a summary of RPDs in different states under the current
Cisco cnBR cluster:

+ online: Online state

+ init(12tp): Layer Two Tunneling Protocol (L2TP) provision
+ init(clksync): Clock sync

* init(gcp): GCP provision

« init(auth): Authorization

« offline: Offline state

Modem state summary per
cnBR

The pie chart shows a summary of modems in different states under the
current Cisco cnBR cluster:

* oper: Modem that is registered without BPI enabled

* bpi_oper: Modem that is registered with BPI enabled

* bpi_error: Modem that is registered but BPI error

* reg: REG-REQ or REG-REQ-MP was received

* tod: TOD request received

» tftp: Trivial File Transfer Protocol (TFTP) request received
* dhcp: DHCP request received

* ranging: Ranging request received

« offline: Offline state

RPD state count per SG

The table provides a summary of RPDs in different states per service group:
* SG_ID: Service group id
* auth: init(auth) state, authorization
* gcp: init(gep) state, GCP provision
* clock: init(clksync) state, clock sync
* 12tp: init (L2TP) state, L2TP provision
» offline: offline state

* online: online state
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Panel Name

Description

Modem state count per SG

Summary of modems in different states per service group:
* SG_ID: Service group ID
* ranging: Ranging request received
* tod: TOD request received
* dhcp: DHCP request received
« tftp: TFTP request received
» reg: REG-REQ or REG-REQ-MP was received
* bpi_err: Modem that is registered but BPI error
« offline: Offline state
* oper: Modem that is registered without BPI enabled

* bpi_oper: Modem that is registered with BPI enabled

Traffic statistics for all service
Groups

Shows traffic statistics for the following:

* DS Service Group Traffic Rate
+ US Service Group Traffic Rate

RPD statistics

History summary of RPDs in different stats

RPD Events

Latest 100 RPD state change events

Modem Statistics

* CM DOCSIS version summary
* CM Operational version summary
* CM QoS version summary

* CM models summary

Modem state summary history

Summary history of modems in different states

Modem Events

Latest 100 modem state change events

. Cisco Cloud Native Broadband Router Diagnosis



| Cisco Cloud Native Broadband Router Diagnosis

cnBR Summary .

Panel Name

Description

Modem List

A detailed modem state information list. Use the Search text box to filter
modems by the MAC address, IPv4 address, or IPv6 address. The number
of rows in the Modem List table is limited to 256. The total is the total
number of modems that are filtered by clusterIp and the search text.

* Cable Modem: MAC address of the cable modem

* [Pv4: IPv4 address of the cable modem

* [Pv6: IPv6 address of the cable modem

» State: State of the cable modem

* SG: Service group ID of the cable modem

* MD: MAC domain ID of the cable modem

* Online Time: Last time when the cable modem transitioned to online
* Offline Time: Last time when the cable modem transitioned to offline

* Last Update: Last time when the entry was updated.
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. Service Group

28 opshub-data > cnBR Summary - W @

# |Q | Olastihor v (@ & 10s+

cnBRName cnbr9 ~  cnBRID  172.25.29.110.nip.io ~ = Feature Links.

cnBR Cluster > cnBR Summary

Y RPD State Summary Per cnBR b Modem State Summary Per cnBR Health
CUR PERC CUR PERC
- online 32 100% ranging 2 0.55%
- bpi_o. 350 99.45%

RPD State Count Per SG

search Search
SGName « SGID Region City Neighborhood auth acp clock 12tp offline online Unreachable cnBR total
tp-1RU-c1-n 0 LAB115 San Jose First Floor i 1
tp-1RU-c1-n2 1 LAB115 San Jose First Floor 1 1
tp-1RU-c1-n3 2 LAB115 San Jose First Floor 1 1
tp-1RU-c1-n4 3 LAB 115 San Jose First Floor 1 1 g
@
tp-1RU-c1-n5 4 LAB115 San Jose First Floor i 1 (=]
—— - — — — 12 3/ 4 5 6 7 = - N
[Te)
v RPD Statistics
$ RPD State Summary History ~ p RPD events (Limit to 100 rows)
& current
£ — offine o
25 2tp 0
o e 0 No data to show @
15 - gcp 0
10 — auth 0
5 — online £
== Unreachable cnBR 0
10:50 11:00 11110 11:20 1130 11:40
v Modem Statistics
P CM Docsis Version Summary p CM Opertional Version Summary P CM QOS Version Summary P CM Models Summary
CUR  PERC CUR  PERC CUR  PERC CUR  PERC
DOC1.0 1 0.28% DOC1.0 1 0.28% DOC1.0 1 0.28% == CODA-. 133 41.56%
—D0C30 222 61.50% —D0C30 222 6150% —DOCL1 360 99.72% DPC3. 187  58.44%
—Doc31 13 3823% —DOCI1 13 38.23%
P Modem State Summary History P Modem events (Limit to 100 rows)
400 current time ~ modem state
- offline 1
2020-07-20 11:46:44.354 4844.878b.5842 online(pt)
300 init 1 -
— bpLoper 350 2020-07-20 11:46:44.354 4844.878b.5842 online(pt)
200 e 0 2020-07-20 11:46:44,354 0025.2ed0.9c60 online(pt)
— bpierr 0
= Ureachablo GnBR 0 2020-07-20 11:46:44.354 0025.2¢d0.9c60 online(pt)
100
— it 3 2020-07-20 11:46:38.973 4844.878b.5de6 online(pt) L"-O.’
= online_rate o e}
2020-07-20 11:46:14.354 4844.878c.eb76 online(pt) o
10:50 11:00 11:10 11:20 1130 11:40 o
[t}

Service Group

The Dashboard displays the following information:
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Service Group .

Panel Name

Description

Cable modem status information

This section shows a summary of the status of cable modems in the
specified service group by using a pie chart, a live graph, and the
number of modems available with each service:

» Ranging: Number of ranging requests received
* DHCP: Number of DHCP requests received

* TFTP: Number of TFTP requests received

* ToD: Time-of-Day (ToD) requests received

 Registration: Number of registration requests (REG-REQ) or
multipart registration request (REG-REQ-MP) received

* Oper: Number of cable modems that are registered without
enabling BPI

* BPI Oper: Number of cable modems with BPI

* BPI Error: Number of Baseline Privacy Interface (BPI) errors
even if cable modem is registered

¢ Offline: Number of modems that are offline

¢ Unreachable: Number of modems that are unreachable

Traffic throughput information

Shows the traffic throughput for a selected service group. Provides
two live graphs:

* DS Traffic Throughput
» US Traffic Throughput
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Panel Name

Description

RPD information

The table shows a list of RPDs of this service group.

* MAC Address: MAC address of the RPD, link to RPD Verbose
page.

* Name: Name of the RPD.

* SG Name: Service group name of the RPD.

* Service Group: Service group ID of the RPD.
* [Pv4 Address: IPv4 address of the RPD.

* [Pv6 Address: IPv6 address of the RPD.

* State: State of the RPD.

« online

« offline
* Role: Role of the RPD.
* principal
* auxiliary
e cnBR ID: cnBR cluster ID of the RPD.

* Online Timestamp: Timestamp when the RPD is online.

Modem Statistics

This section contains pie charts for the following summaries:

* CM DOCSIS version summary

* CM QoS version summary

* CM OperVer summary

* CM models summary

* Online CM Summary on Primary DS Chan
* Online CM Summary per TCS and US Chan
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Service Group .

Panel Name Description

Modem Table Cable modem table for selected service group.

* Cable Modem: MAC address of the cable modem.

* [Pv4: IPv4 address of the cable modem.

* [Pv6: IPv6 address of the cable modem.

« State: State of the cable modem.

* SG: Service group of the cable modem.

* MD: MAC domain of the cable modem.

* SID: Service ID of the cable modem.

* DS Count: Downstream channel count of the cable modem.
» US Count: Upstream channel count of the cable modem
* CPE Count: CPE count of the cable modem

* Online Time: Timestamp when the modem online

* Offline Time: Timestamp when the cable modem offline.

You can do the following from this window:

* Reset: Reset the modems in the list.

* Delete: Delete the modems in the list.

CM Reachability Displays a graph and a table for the cable modems which are not
reachable.
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Panel Name

Description

Service Flow List

The Downstream Service Flow List and Upstream Service Flow
List tables provide the following details:

« SF ID: Service Flow ID.
¢ CableModem: MAC address of the modem.

« Stage: Stage of service flow:

* PRE_REGISTRATION: Service flow is provisioned before
REGISTRATION.

* REGISTRATION: Service flow is provisioned in
REGISTRATION.

* Frame Type:

* PRE D30: Pre-3.0 DOCSIS concatenation and
fragmentation.

* CCF_ON: Continous Concatenation and Fragmentation is
enabled.

* CCF_OFF: Continous Concatenation and Fragmentation is
disabled.

» State: State of service flow
* Prov: Service flow is in provision.
* Adm: Service flow is in admit.
* Active: Service flow is active.
* Type: Primary, Secondary
* MdID: MAC Domain ID of the modem.

* Sgld: Service group ID of the modem.

MAC domain configuration

MAC domain configuration.

* MAC Domain: MAC domain ID. The link opens the CMTS Mac
Domain page.

» cnBR: cnBR cluster.
* Service Group ID: Service group ID.

* Primary DS channels: Primary downstream channels for this
MAC domain.

* US channels: Upstream channels for this MAC domain.
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Service Group .

Panel Name Description

DS channel configs Downstream channel configuration.

e downstream channel ID: Downstream channel ID

e annex: Annex of the downstream channel

¢ AnnexA

¢ AnnexB

* frequency: Frequency of the downstream channel

» modulation: Modulation of this downstream channel
* gam64
* qam256

« interlevel: Interlever of the downstream channel

» poweradjust: Power adjustment of the downstream channel.

OFDM channel configs OFDM channel configuration.
* ofdm chan id: OFDM channel ID

« startfrequency: Start frequency

* width: Width of the OFDM channel

* ple: PHY Link Channel.

« rolloff: Rolloff of the OFDM channel

« profilencp: Profile Next Codeword Pointer

» cyclicprefix: Cyclicprefix of the OFDM channel.
* pilotScaling: Pilot Scaling

* profiilecontrol: Profile control

« interleaverdepth: Interlever depth

* subcarrierspacing: Subcarrier Spacing

* profiles: Link to OFDM Channel Profile Data page.
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[l cvTs MAC Domain

Panel Name Description

US channel configs Upstream channel configuration.

* upstream channel id: Upstream channel ID
* slotsize: Minislot size

« frequency: Frequency

* docsismode: DOCSIS Mode

» modulation: Modulation profile

* powerlevel: Power level

¢ channelwidth: Channel width

* sgid: Service group ID

28 opshub-data > Service Group - W 2 B & O  Olestihry Q@ £ =

cnBRName cnbr6~  cnBRID 172.2520.37.nipio~  SGName SGOO~  SGID 0~ = Feature Links

cnBR Cluster > Service Group

v Cable Modem State Information

) z

“ Ranging P 4 4 4

Oper " BPI Oper @ BPIError Offline  Unreachabl... e Total

0 0

CM State Summary g CM State Summary

DHCP 2 TFTP “  Top = Registration

400
300
200
100

= bpi_oper 306 100%
ranging 1 0%

0
10:50 11:00 1110 11:20 1130 11:40

ranging Current: 1 = bpi_oper Current: 306
> Traffic Throughput (2 paneis)

> RPD Information (1 panel)

> Modem Statistics (7 panels)

> CM Reachability (6 panels)

+ Service Flow List

> Mac Domain Configuration (1 panel)

> DS Channel Configs (1 panel)

> OFDM Channel Configs (1 panc))

> US Channel Configs (7 panel)

> Service Group Related Error Log (0paneis

520877

CMTS MAC Domain

The Dashboard displays the following information:

Panel Name Description

MMM stats Rate history of MAC management messages.

MDD stats Rate history of MDD.
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DS Channel .

cnBRName cp-stage4 v  CnBRID 172.22.127.222nipio~v ~ SGName SGOO~v  SGID 0v  MDID O~

cnBR Cluster > CMTS Mac Domain

~ MMM Stats
MAC Mgmt - Low Priority 2 MAC Mgmt - Medium Priority 2 MAC Mgmt - High Priority
1.0 bps. 150 bps 1.5Mbps
0.5bps 100bs 1] [ MR VT 1.0 Mbps
L ¥ A 1 81
0bps \J lu V \
50 bps 500 kbps
-0.5bps.
1.0 bps. 0bps Obps
16:00 17:00 18:00 19:00 20:00 21:00 16:00 17:00 18:00 19:00 20:00 21:00 16:00 17:00 18:00 19:00 20:00 21:00
DS Chan Id = 0,sgld=0 DS Chan Id = 1,sgld=0 DS Chan Id = 158,sgld=0 DS Chan Id = 0,sgld=0 DS Chan Id = 1,sgld=0 DS Chan Id = 158,sgld=0 DS Chan Id = 0,sgld=0 DS Chan Id = 1,sgld=0 DS Chan Id = 158,sgld=0
DS Chan ld = 2,5gld=0 = DS Chan Id = 3,sgld=0 DS Chanld = 2,sgld=0 == DS Chan Id = 35gld=0 DS ChanId = 2,sgld=0 == DS Chan Id = 3,5gld=0
i Narrowband Data Packet - Low Priority i Narrowband Data Packet - Medium Priority ~
0.08 pps 1.0 pps
0.06 pps 0.5pps,
2020-09-26 17:48:00
0.04 pps 0pps DS Chan Id = 0,sgld=0: opps ——
‘ DSChanld=1sgld=0:  Opps
DS Chan Id = 158,sgld=0: 0 pps
0.02pps ‘ J 05pps DS Chan ld=25gid=0:  Opps
\J ~ DS Chan Id = 3,sgld=0: 0pps
-1.0 pps.
1700 2000 21:00 16:00 17:00 18:00 19:00 20:00 21:00
DS Chan Id = 0,sgld=0 DS Chan Id = 1,sgld=0 DS Chan Id = 158,sgld=0 DS Chan Id = 2,5gld=0 == DS Chan Id = 3,sgld=0 DS Chan Id = 0,sgld=0 DS Chan Id = 1,5gld=0 DS Chan Id = 158,sgld=0 DS Chan Id = 2,5gld=0 == DS Chan Id = 3,5gld=0 '(B
<6
> MDD Stats (2 panels) o
(V)
w0
The Downstream (DS) Channel dashboard displays the following information:
Panel Name Description
Modem state Summary of modems in different states for the specific Cisco cnBR
cluster.
Count Downstream channel count of the cable modem.
Rate Downstream traffic rate for the Cisco cnBR cluster.
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B8 opshub-data > DS Channel -

cnBRName cnbré > GnBRID  172.25.29.37.nip.io ~

cnBR Cluster > CMTS Mac Domain > DS Channel

+~ Modem State

CM State Summary ~

> Count (16 panels)

v Rate

g Ds_ch_ChannelMaxRate Rate

0
2220 22:30 22:40

— rate
Y Ds_ch_DataPktLowCnt Rate
125

wo| ]| \

‘\ ARTINERERT
““"‘ N N m‘\.\~

\‘w 1A ‘HHH‘\ LAt iend,

75\\\

50‘\ ”‘H

Modem US Channel

The Dashboard displays the following information:

Cisco Cloud Native Broadband Router Diagnosis |

W e # [ Olast3ominutes v @ & 55~
SGName SGOO ~ SGID 0~ DSCHID 0~ Metric  All ~
— bploper 72
P Ds_ch_ChannelUtilization Rate p Ds_ch_DataByteLowCnt Rate P Ds_ch_DataByteMedCnt Rate
040 3K 10
] o[l | :
|
020 ‘ = [ ] 111 ‘ U || \ | ‘ 0
] W |
I m»i“‘”‘“ m\\\\w lm“ “Hilnl\ Il wu‘ e l‘ | INRAn
[ | AAARARR 11 I N HH 1R |
um‘ I m“““\m\ i “‘ \“‘\‘\ “M‘\\ SUD\‘H‘” \‘U“ \ 1 \“’ 05
" | | Al i I§ | \ I T | i W \ 1
(. ‘Hu\ (m”um( ! ’meh ‘W‘j'w o UL M\ \ | Y .
2 2230 2240 220 2230 2240 220 2230 2240
—rate —rate — rate
P Ds_ch_DataPktMedCnt Rate P Ds_ch_DirectedByteHighCnt Rate P Ds_ch_DirectedByteLowCnt Rate
10 10
05 05

520859

Panel Name

Description

Data SNR and Codewords

SNR and Codeword information of the upstream channel for the cable
modem.

Ranging

Ranging information of cable modems.
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28 opshub-data > Modem US Channel -

cnBRName  cnbr6 ~

enBRID  172.25.29.37.nip.io ~

cnBR Cluster > Modem US Channel

v Data SNR and Codewords

¥ Us Channel « sID Upstream Data SNR (dB)
0 506 4515
1 506 4515
2 506 4515
3 506 4515
+ Ranging
" uscn Ranging State Reported Power(dBmV)
3 STA_MTN 4025
0 STAMTN 39.00
1 STA_MTN 4025
2 STAMTN .75
" USCH  Report Pwr(1/100 dBmV) Report TxPwr(Norm)
3 0 0
2 0 0

e

Modems List

Cable Modem  6022.d0a6.4094 ~

USCHID  All ~

Good Codeword rx
1951
1951
1941

1946

Ranging SNR(dB) « Ranging RX Power(dBmV)

3813 1.00
39.09 1.00
39.09 0
42,04 0

Cmd Pwr(1/4 dBmV) Cmd TxPwr(Norm)
0 0

0 0

Py itian

Corrected Codewords rx

0

0

0

0

Cfg Power Level(dBmV)

Min Pwr(1/100 dBmV)

0

0

Modems List .

Wt 2 B # G Olestihor v Q £ 10s~

Uncorrectable Codewords rx
0
0
0

0

Received Power(dBmV) Timing Offset(97.6 ns)

-1.00 270.00
-1.00 900.00
0 270.00
0 270.00

Min TxPwr(Norm) Pwr Load(1/100 dBmV) Pwr Load (Norm)
0 0 0

0 0 0

520887

T syt

520888

The Dashboard displays all CMs in a list, based on the cluster, SG ID, MD, and the status:

Panel Name

Description

Download CSV

Download CSV for online and offline modems. You can download the CSV
for one Cisco cnBR cluster at a time. A single CSV file for all clusters is
not available for downloading.
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Panel Name

Description

Modem List

Detailed modem state information list. Use the Search text box to filter
modems by MAC address, IPv4 address, or IPv6 address. The number of
rows in the Modem List table is limited to 256. Total is the total number of
modems that are filtered by clusterIp and the search text.

* Cable Modem: MAC address of the cable modem

* [Pv4: IPv4 address of the cable modem

* [Pv6: IPv6 address of the cable modem

» State: State of the cable modem

* SG Name: Service group name of the cable modem

* SG: Service group ID of the cable modem

* MD: MAC domain ID of the cable modem

* cnBR ID: Cloud CMTS ID

« SID: Service ID of the cable modem

* DS Count: Downstream channel count of the cable modem
+ US Count: Upstream channel count of the cable modem

* CPE Count: CPE count of the cable modem

* Online Time: Time stamp when the modem became online
+ Offline Time: Timestamp when the cable modem transitioned to offline

* Last Update: Last time when the entry was updated

28 opshub-data > Modems List -

cnBRName All~  cnBRID Al ~

SGName  All

SGID Al

W 2 B # O Olstihry Q@ & -

MDID Allv  State Allv

cnBR Cluster > Service Group > CMTS Mac Domain > DS Channel > Modem US Channel > Modems List

Download CSV: Online Offline

mac or ip address Search
Cable Modem + 1Pv4
c8fb.26a3.e2ba 5.60.38.95
c8fb.26a3.6206 560.38.145
c8fb.26a3.e1b4 5.60.38.161
c8fb.26a3.dfc0 5.60.38.159
c8fb.26a3.de18 560.38.221
c8fb.26a3.dd62 5.60.38.97
c8fb.26a3.dcd%e 560.38.115
c8fb.26a3.ccdc 560.37.194
c8fb.26a3.cbb8 5.60.38.38
c8fb.26a3.cboa 5.60.38.211

IPv6

State

w-online(pt)

wonline(pt)

w-online(pt)

w-online(pt)

wonline(pt)

w-online(pt)

w-online(pt)

wonline(pt)

w-online(pt)

w-online(pt)

SG Name

$604

5604

5604

$604

5604

5604

5604

5604

5604

5604

Cable Modem List ~

S6  MD | cnBRID SD | DSCount = USCount | CPECount  Online Time Offline Time Last Update

4 0 172252937 nipio | 193 | 8 4 [ 2020-07-18 154511 | - 2020-07-19 03:45:49

4 0 172252937nipio | 492 | 8 4 0 2020-07-1811:21:47 | - 2020-07-19 03:38:31

4 0 172.25.29.37.nip.io 3n 8 4 0 2020-07-18 11:21:45 a 2020-07-19 03:39:01

4 0 172252937 nipio | 278 | 8 4 [ 2020-07-1811:21:47 | - 2020-07-19 03:40:52

4 0 172252937 nipio | 249 | 8 4 [ 2020-07-1811:21:48 | - 2020-07-18 16:20:41

4 o 172.25.29.37.nip.io 206 8 4 0 2020-07-18 11:21:48 - 2020-07-19 04:00:33

4 0 172252937 nipio | 275 | 8 4 [ 2020-07-1816:04:04 | - 2020-07-19 04:04:37

4 0 172252937nipio | 402 | 8 4 [ 2020-07-1811:21:48 | - 2020-07-18 16:28:54

4 o 172.25.29.37.nip.io 304 8 4 0 2020-07-18 15:58:00 E 2020-07-19 03:58:36 8
@

4 0 172952937gipioy | $69¢ § g o | 4 [ 2020-07-1811:21:48 | - 2020-07-18 16:15:52 8
le}
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Cable Modem Verbose

Cable Modem Verbose .

The Dashboard displays the following information:

Panel Name

Description

Modem Basic Info

Basic information about the cable modem.

Modem RNG Info

Ranging information of the cable modem.

Modem OFDM Info

OFDM information of the cable modem.

Modem Other Info

Additional information of the cable modem:

* DOCSIS Version: DOC1.0, DOC1.1, DOC2.0, DOC3.0, DOC3.1

* Operational Version: DOC1.0, DOCI.1, DOC2.0, DOC3.0, DOC3.1
* QoS Version: DOC1.0, DOCI1.1

* Sys Desc: System description

* DBC Req Count: Count of DBC(Dynamic Bonding Change) request
* DBC Res OK: Count of DBC response with OK

* DBC Ack Count: Count of DBC ack

 Ext Pktlen Capability: External packet length capability

* DS Lowerband Edge: Downstream lower band edge

* DS Upperband Edge: Downstream upper band edge

» US Upperband Edge: Upstream upper band edge

* DTP Mode: DOCSIS time protocol mode

* DTP Performance: DOCSIS time protocol performance

Modem State History

History of the cable modem status.
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Cisco Cloud Native Broadband Router Diagnosis |

Panel Name

Description

Modem CPE List

CPE list of cable modem.
* MAC: CPE MAC address

 IP: IP address of the modem

¢ Device Class: CPE device class

CPE device class:
* EROUTER
* EMTA
* SMTA
+ ESTB
* EDVA
* ECM
* EPS

Modem Ping Stats

History of cable modem IP pings.

Service Flow Stats

Shows the details of upstream and downstream service flows.

Channel Stats

You can view the following details:

» US CH RNG SNR History: History of upstream channel ranging
SNR(Signal Noise Ratio).

» US CH RNG RX Power History: History of upstream channel ranging
RX power(dBm).

* DS CH (RxPwr&SNR) History: History of downstream channel RX
power and SNR by remote query.

* US CH (TxPwr&TxTimingOffset) History: History of upstream
channel TX power and timing offset by remote query.

* Modem Timing Offset History: History of upstream channel timing
offset of Cisco cnBR side.

* Modem Ranging State History: History of upstream channel ranging
state.

DBC Event

Shows the details of the Dynamic bonding change (DBC) events.

Resiliency Event

History of upstream resiliency state.
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RPD List Summary .

opshub-data > Cable Modem Verbose - w2 8 O Olastihour v @ & -
cnBRName cnbré ~  GnBRID  172.25.29.37.nipio~  CableModem  602a.d0a6.4094

cnBR Cluster > Service Group > CMTS Mac Domain > DS Channel > Modem US Channel > Modems List > Cable Modem Verbose

Modem Basic Info i Modem RNG Info b Modem OFDM Info Y Modem Other Info
MAC 6022.d026.4094 MaxCMPwr(1/100... - OFDM Prof - DOCSIS Version DOC3.0
State w-online(pt) MaxCMPwr(Norm) - OFDM Unfit Prof(s) : Operational Version D0C3.0
SG Name SG12 MaxChPwr(1/100d... | - OFDM MRC : QoS Version DOC1.1
sG 12 MaxChPwr(Norm) - OFDMA MTC - Sys Desc Cisco DPC3010 DOCSIS 3.0 ...
MD 0 Neq(1.6MHz TxCh) - OFDM Prof Supp - Net Access Disable true
P 5.60.40.155 MinPwrLoad(1/100 .. | - OFDM QAM Mod : DBC Req Count
1Pv6 - MinPwrLoad(Norm) - OFDMA QAM Mod : DBC Res OK
Prim SID 506 Min DRW(1/4 dBmV) | - RxMER Display DBC Ack Count
RCP. 001018 80 62 Min DRW(Norm) - Ext Pktlen Capability
Prim DS CH 0 MaxDRW(1/4 dBmV) | - DS Lowerband Edge
DS CH 01234567 Max DRW(Norm) - DS Upperband Edge
(HEESE o p Modem State History P Modem CPE List
USCH 0123 Time ~ State Prim DS CH Init US CH search. Search
Prim DS SFID 10506 2020-07-18 16:14:41 online(pt) 0 0 MAC P Device Class
DS SF Count 1 2020-07-18 11:22:19 online(pt) 0 0
DS Packets 7912
No data to show @
DS Bytes 865328 3
©
Prim US SFID 506 8
[3\)
IS SF Count 1 [te}
> Modem Ping Stats (4 paneis)
> Service Flow Stats (5 panels)
> Channel Stats (6 panels)
> DBC Event (2panels)
3
> Resiliency Event (1 pane) &
o
> Modem Log From cnBR (2 panels) S"

RPD List Summary

The Dashboard displays the following information:

Panel Name Description

RPD Summary Shows the following details using pie charts:
« RPD state: States of the RPDs in the Cisco cnBR cluster

* Software version: Software version running on the RPDs

« SSD state: RPD secure software download status
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Panel Name Description

RPD Detail The table shows details of the RPDs:
¢ Name: Name of the RPD

* MAC: MAC address of the RPD

* SG: Service group

* SG Name: Service group name of the RPD.
» SG ID: Service group ID of the RPD.

* [Pv4 Address: IPv4 address of the RPD.

* [Pv6 Address: IPv6 address of the RPD.

« State: State of the RPD.
* online

« offline

* Role: Role of the RPD.
* principal

* auxiliary

¢ cnBR Name: Name of the cluster
* SSD state: RPD secure software download status
* Software version: Software version running on the RPDs

* Online Time: RPD online timestamp

88 opshub-data > RPD List Summary - [ # O Olastihowr > Q@ 2 M

cnBRName All~  cnBRID All~  SGName All~  SGID All~  RpdState All~  SofwareVersion All ~

cnBR Cluster > Service Group > CMTS Mac Domain > DS Channel > Modem US Channel > Modems List > Cable Modem Verbose > RPD List Summary

~ RPD Summary

RPD State 2 Software Version b SSD Status
GUR  PERC CUR PERC CUR  PERC
online &1 100% RPDL. 2 2% de 81 100%
& 652, 6 7%
V.5 3 m
vis2. 8 4%
-v7.7.2. Z 2%
—832. 40 4%
— 832, 25 3%
+ RPD Detail
i RPD List ~
search Search
Name ~ MAC Addres SG Name SGID 1Pv4 Address 1Pv6 Address State Role cnBR Name SSD Status Software Version Online Time
1p_1RU_c6_n6 0027.900a.4e56 1p-TRU-c6-n6 31 5.230.129.142 - online | principal | cnbrg Idie v6.5_20190506010104 2020-07-18 07:33:08
1p_1RU_c6_n5 0027.900a.4e26 tp-TRU-c6-n5 30 5.230.129.138 - online  principal | cnbrg Idle v6.5_20190506010104 2020-07-18 08:13:08
1p_1RU_c6_nd 20f8.496.1518 tp-TRU-c6-nd 29 5.230.129.134 - online | principal | cnbrg Idie v6.5_20190506010104 2020-07-18 07:31:08
%e]
tp_1RU_c6_n3 20f8.496f.f4e8 tp-TRU-c6-n3 28 5.230.129.130 - online | principal | cnbrg Idie v6.5_20190506010104 2020-07-18 07:30:38 B
12 3 45 8 9 Q
10 1RU c6 n2 0027.900a.4e0e to-IRU-c6-n2 27 5230129126 - online | orincioal | cnbrg Idle V6.5 20190506010104 20200720 04:57:18 E(\‘j
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RPD Verbose

RPD Verbose .

The Dashboard displays the following information:

Panel Name

Description

Basic information

Shows basic information about the RPD.

* MAC: MAC address of the RPD

* Name: Name of the RPD

* SG: Service group

* [Pv4: [Pv4 address

* [Pv6: IPv6 address

« State: init(auth), init(gcp), init(clksync), init(12tp), online, offline
* GCP State: Generic control plane state

* Role: principle, auxiliary

» cnBR ID: Cloud CMTS ID

* Last State: The previous status of RPD

* Last GCP State: The previous generic control plane state
 Auth Time: RPD authentication timestamp

* Online Time: RPD online timestamp
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Panel Name

Description

RPD identification

Shows the basic RPD identification detials.
* RPD ID: RPD MAC address

* Vendor Name: Vendor name

* Vendor ID: Vendor ID

* Model Number: Model number of the RPD

* Sw Version: Current software version running on the RPD

* Boot Rom Sw Version: Boot read-only memory software version
* Device Description: Device description

* Device Alias: Device alias

* Serial Number: Serial number

* Rep Protocol Ver: R-PHY control protocol version

* Rpd Rep Protocol Ver: R-PHY control protocol version

* Rpd Rep Schema Version: R-PHY control protocol schema version
* Hw Revision: Hardware revision

* Asset Id: Asset ID of the RPD

* Vsp Selector: Vendor-Specific Pre-configuration.

* Us Burst Receiver Vendor Id: Upstream burst receiver vendor ID

* Us Burst Receiver Driver Version: Upstream burst receiver driver
version

. Cisco Cloud Native Broadband Router Diagnosis



| Cisco Cloud Native Broadband Router Diagnosis

RPD Verbose .

Panel Name

Description

RPD Capability
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Panel Name

Description

Shows the basic capabilities.
* RPD ID: RPD MAC address
* Bi-direction RF Ports: Bi-directional radio frequency ports
* DS RF Ports: Downstream radio frequency ports
» US RF Ports: Upstream radio frequency ports
* 10G Eth Ports: 10 Gigabit Ethernet port number
* 1G Eth Ports: 1 Gigabit Ethernet port number

* DS SC-QAM Channels Per Port: Downstream single carrier
quadrature amplitude modulation (qam) channels per port

* DS OFDM Channels Per Port: Downstream orthogonal frequency
division multiplexing (OFDM) channels per port

» US SC-QAM Channels Per Port: Upstream single carrier QAM
channels per port

* US OFDMA Channels Per Port: Upstream OFDM channels per
port

* DS SCTE-55-1 Channels Per Port: Downstream SCTE-55-1
channels per port

» US SCTE-55-1 Channels Per Port: Upstream SCTE-55-1 channels
per port

* SCTE-55-2 Modules: SCTE-55-2 Modules

» US SCTE-55-2 Demodulator Num: Upstream SCTE-55-2
demodulator numbers

* NDF Channels Per Port: Remote-PHY narrowband digital forward
channels per port

* NDR Channels Per Port: Remote-PHY narrowband digital return
channels per port

» UDP Encapsulation On L2TPv3: User datagram protocol (UDP)
encapsulation on layer 2 tunneling protocol version 3

* DS Distinct PSP Flows: Downstream distinct packet streaming
(DPS) protocol flows

« US Distinct PSP Flows: Upstream DPS protocol flows

» Asyn MPEG Video Channels Per Port: Asynchronous MPEG
video channels per port

» Flow Tags support capability: Shows whether flow tags support
is available or not.
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Panel Name

Description

* Freq Tilt support: Shows whether frequency tilt is supported on
the RPD

* Range of tilt setting: Range of tilt setting

* ucd processing time: RPD upstream channel descriptor processing
time

* ucd change null grant time: RPD upstream channel descriptor
change null grant time

* Buffer depth monitor alert support: Buffer depth monitor alert
support

* Buffer depth config support: Buffer depth monitor configuration
support

* Multi section timing mer reporting support: Multiple section
timing mer reporting support

* Max DS Psp Seg Count: Max Downstream packet streaming
protocol seg count

* Direct DS Flow Queue Mapping: Direct downstream flow queue
mapping

* DS scheduler Phbld list: Downstream scheduler per hop behavior
ID list

* Pending EvRep Queue Size: RPD pending event report queue
size

* Local Event Log Size: RPD local event log size

* Supported Optical Node RF: Shows whether optical node radio
frequency is supported on the RPD

* MAX DS Freq: RPD maximum downstream frequency
* MIN DS Freq: RPD minimum downstream frequency
* MAX Base Power: RPD maximum base power

* MIN Tilt Value: RPD minimum tilt value

* MIN Power Adjust for ScQam Chan: RPD minimum power adjust
for single carrier quadrature amplitude modulation channels

* MAX Power Adjust for ScQam Chan: RPD maximum power
adjust for single carrier quadrature amplitude modulation channels

* MIN Power Adjust for OFDM Chan: RPD minimum power adjust
for orthogonal frequency division multiplexing channels

* MAX Power Adjust for OFDM Chan: RPD maximum power
adjust for orthogonal frequency division multiplexing channels
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Panel Name

Description

Update history

Update history of the previous 50 RPDs.
* MAC Address: MAC address of the RPD

* State: Shows in which state the RPD is functioning:
* init(auth)
* init(gcp)
« init(clksync)
* init(12tp)
* online

« offline

» GCP State: offline, c1, c2 ready

* TimeStamp: TimeStamp

show cable modem

The table provides basic details of the cable modem.

* Cable Modem: Cable modem MAC address

* [Pv4: IPv4 address of the modem

* [Pv6: IPv6 address of the modem

* State: Shows in which state the modem is functioning:
* init(auth)
* init(gcp)
* init(clksync)
* init(12tp)
* online

« offline

* SG: Service group

* MD: MAC domain

» cnBR ID: Cloud CMTS ID

* Online Time: RPD online time
* Offline Time: RPD offline time

» Last Update: Last update time
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Panel Name Description

RPD configuration The table shows the basic configuration of RPD.

* Ds Channel: Downstream channel configuration

* DsChan Base Power: Base power of downstream channel
* DsChan Admin State: Admin state

* Us Channel: Upstream channel configuration

* Fiber Node: Fiber node configuration

22 opshub-data > RPD Verbose - W © B &% & olastlominues - Q & -
cnBR Cluster > RPD Verbose
> Basic Information
> RPD Configura ‘,S
oo}
> IUC Counters (s panels) o
o
v
Follow this procedure to search for dashboards:
Step 1 Choose cnBR Manager > Metrics & Dashboards from the Cisco Operations Hub main menu.

Step 2 Click the name of the dashboard to bring up the search box.

Note You can find the name of the dashboard in the top left of the screen. In the M etrics & Dashboardshome page,
the dashboard name is Home.

Step 3 Enter the dashboard name in the Search dashboar ds by name text field.

Or alternatively, you can click the cnBR Manager folder or cee-data folder and browse through it.

KPI Alert Management

Table 2: Feature History

Feature Name Release Information Feature Description

KPI Alert Management Cisco cnBR 20.4 Expands the alerts in Subscriber,
RF Plant, and Infra KPI Alert
categories.

KPIs (Key Performance Indicator) of Cisco cnBR clusters help in getting information on the overall system
stability and on the components that are not functioning normally and are impacting the system stability.
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The cnBR Manager supports the following KPI Alert categories:

* Subscriber
* RF Plant

* Infra

Subscriber

This KPI Alert category provides an overview of the subscriber health status of the Cisco cnBR cluster. The
following parameters are available in this KPI:

» CMNotHealthyCM State: If the percentage of online modems is higher than the configured
threshold(95%), we can consider this parameter as healthy, otherwise, unhealthy.

» CMNotHealthyPartialUS: If the percentage of modems in upstream partial-service mode is less than
the configured threshold(10%), we can consider this parameter as healthy, otherwise, unhealthy.

* CMNotHealthyPartialDS: If the percentage of modems in downstream partial-service mode is less than
the configured threshold(10%), we can consider this parameter as healthy, otherwise, unhealthy.

* CMNotHealthyPingL oss: If the ping loss rate is less than the configured percentage threshold(20%),
we can consider this parameter as healthy, otherwise, unhealthy.

» CMNotHealthyPingL atency: If the ping latency is less than the configured threshold(200 ms), we can
consider this parameter as healthy, otherwise, unhealthy.

» RPDNotHealthy: If all the RPDs are online, we can consider this parameter as healthy, otherwise,
unhealthy.

RF Plant

This KPI Alert category provides an overview of the RF plant health status of the Cisco cnBR cluster. The
following parameters are available in this KPI:

* DSCHNotHealthyM ER: If the primary downstream channel has a Modulation Error Ratio higher than
the configured threshold(30 dB), we can consider the channel as healthy, otherwise, unhealthy.

» USCHNotHealthySNRRanging: If the primary upstream channel has an upstream ranging Signal to
Noise Ratio (SNR) higher than the configured threshold(20 dB), we can consider the channel as healthy,
otherwise, unhealthy.

» USCHNotHealthySNRData: If the primary upstream channel has a data-SNR higher than the configured
threshold(30 dB), we can consider the channel as healthy, otherwise, unhealthy.

» DSCHPartialNotHealthy: If the percentage of modems in downstream partial-service mode is less than
the configured threshold(10%), we can consider the channel as healthy, otherwise, unhealthy.

» USCHPartialNotHealthy: If the percentage of modems in upstream partial-service mode is less than
the configured threshold(10%), we can consider the channel as healthy, otherwise, unhealthy.
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Infra

This KPI Alert category provides the following information:

* An overview of the pod CPU, memory, and file descriptor usage status of the Cisco cnBR and the Cisco
Operations Hub clusters.

* An overview of the node CPU, memory, and disk usage of the Cisco cnBR cluster.

* Cisco cnBR reachability and token refresh status.

The following parameters are available in this KPI:

» NodeNotHealthyM EM I ssue: If the available memory of a node is higher than the configured
threshold(10%), we can consider the node as healthy, otherwise, unhealthy. Available memory is an
estimate of the memory available for starting new applications without swapping.

* NodeNotHealthyCPUIl ssue: If the 1-minute CPU load of a node is lower than the configured
threshold(90%), we can consider the node as healthy, otherwise, unhealthy.

» NodeNotHealthyDiskl ssue: If the disk usage of a node is less than the configured threshold(80%), we
consider the node as healthy, otherwise, unhealthy.

» PodNotHealthy: If all pods of a node are ready, we consider the node as healthy, otherwise, unhealthy.

» CriticalPodNotHealthy: If all critical pods(configured in the config map) of a node are ready, we can
consider the node as healthy, otherwise, unhealthy.

» PodNotHealthyHighCPU: If a pod is consuming fewer CPU cores than the configured limit, we can
consider the pod as healthy, otherwise, unhealthy.

» PodNotHealthyHighM EM: If a pod is consuming less memory than the configured limit, we can consider
the pod as healthy, otherwise, unhealthy.

+» PodNotHealthyTooM anyOpenFileDescriptor : If a pod has less open file descriptors than the configured
limit(2048), we can consider the pod as healthy, otherwise, unhealthy.

» cnBRNotReachable: If the cnBR host is reachable from the Cisco Operations Hub, we can consider the
Cisco cnBR as healthy, otherwise, unhealthy.

» cnBRRefreshTokenFailure: If the token refresh is working for a Cisco cnBR host, consider the host
as healthy, otherwise, unhealthy.

Alert Management

The cnBR Manager Alert Management is based on the KPIs. Cisco cnBR records all alerts for users to view.
You can configure the alert-manager to manage alerts.

Follow this procedure to view the KPI Alert Management page:

Choose cnBR Manager > APl Summary from the Cisco Operations Hub main menu and click KPI Alert M anagement
from the left side bar.
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[l Avert Definition

Alert Definition

All alerts are built based on the KPI metrics and divided into several alert groups. Each KPI metric generates
one alert that belongs to a predefined alert group. For example, KPI metrics: CM state (Summary of CM
online state) generates one alert that is named CMNotHealthy, which is part of the Subscriber alert group.
The Alert Management supports the following alerts and alert groups.

Group Alert

Subscriber * CMNotHealthy

* RPDNotHealthy

RF * USCHNotHealthy
* DSCHNotHealthy

Infra * NodeNotHealthy
* PodNotHealthy

Alert Record
Alert Management records all alerts that are generated in the Cisco cnBR router. The dashboards display an
alert summary and detailed information about those alerts.
KPI Alert Summary
Alert summary dashboards show the number of current alerts and total resolved alerts. In addition, the
dashboards display the distribution of alerts based on severity. Cisco cnBR supports two levels of alerts:
* critical
* warning
You can view this pane on the Cisco cnBR cluster dashboard under Dashboar ds> M anage> cnBR M anager .
88 opshub-data > cnBR Cluster - W+ 2 B # [ Olastihor > Q@ &
~ KPI Alert Summary
Firing ~ P Firing Alert Group P Resolved Resolved Alert Group
a -
cr 308 —me. w0 ror 7510 w w w
]
S
[Te}
KPI Alert Information

The dashboard shows two lists of Firing Alerts and Resolved Alerts.

these tables:

The following details are available in

Panel Name Description

Firing Time Alert fired time.

. Cisco Cloud Native Broadband Router Diagnosis



| Cisco Cloud Native Broadband Router Diagnosis
Acknowledge KPI Alert [J|j

Panel Name Description
Name Alert name.
Severity Critical or warning.

cnBR ID Cisco cnBR where the alert is fired.

Alert Group Category of the KPI alert.

Acknowledge status Shows whether acknowledged or not.

Action Acknowledge or view an alert.

Click the View link. The Alert Action pane on the right side shows the
details of the alert.

You can view details and acknowledge firing alerts. For the resolved alerts, you can view the details of each
alert.

~ KP1Akert Information

Firinng List {ourment)

Search
Firing Tima = Hame Severiy AR 0 Group Achoed Action
1S9 160819 CMNotHea'thy eritical 101 P np s Baliardond feiie ah
HHCR1D VENETS CMNotHesThy eritical 10124217 T rip i Tubenbed (1) ek
NSO 160819 CMMotHealthy critical 10,124 211 23 rip Subscriber fuise pck
01H-CR19 16HES [ TRERPETN eriesl 10,791 00206 mip s AP faie ek
okl B RS b] ChihiotHeanhy eritical 1079153 206 rip Salbseribed intve ok
20190019 160219 CMNotHesthy eritical 1075.190.64nip o Sulpara falte ok
AGLEIS 16EEIH ChibiotHoaithy eritical 107518 ddnip i Subtgriber {skve axh
1 1 4
Resobved List (total)
Semeh
Firing Tina = Hara Sevarity enBiR iD Geoup Acked Action
20190919 161226 Lis 1075199 64 mp 0 RF ke N
20160919 161219 ChNotHealthy orinical 1075199 Gdnip o Subacriber fere v
Fob i SR RTREE Y DSCHN Ay el 1075199 S nip s B fakie ]
0190919 151438 OSCHNotHealthy it 10.75. 155, 168 mip > BF Taize Vi
019150438 O5CHMNotHealthy ot 10.75. 159,168 nip o L fuive van
HNHLR0 151438 DSCHMotHaahby crinical 0TS 100 V8 mip by B Tipe Vi
0190919 151239 CMNotHeaky LI 0124210, 23 iy > Subscribed fuise Vi
1 T 3 4 5

E20907

Acknowledge KPI Alert

You can acknowledge the firing alerts. By default, every three hours, you are notified about the firing alerts
by email. You can stop receiving the alert emails by setting the silence time, creator, and comments.
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Configure Alerts

You can configure global alerts through Alert Management. For global configuration, update the SMTP
(Simple Mail Transfer Protocol) settings. By default, this option is disabled.

On the Glaobal Configuration pane, configure the notification channel. The SMTP General Config pane is
available under the KPI Global Configuration pane of the KPI Alert Configuration dashboard.

Field Description
SMTP From The default SMTP From header field.
SMTP Smarthost The default SMTP smarthost used for sending emails, including the port

number. The port number is 25 or 587 for SMTP over TLS
(STARTTLS). Example: smtp.example.org:587

SMTP Hello The default hostname to identify to the SMTP server.

SMTP TLS Require The default SMTP TLS requirement (Default: false).

KPI Alert Configuration

You can enable or disable an alert group and add or delete email addresses of receivers for each alert group.

When you enable an alert group and add email addresses, those users are notified when an alert is generated
in the respective group.

« WPl Alert Configuration

Global Contepuration Cotny Confpamanion

SNTP Qewwrel Conley P Mot Goomp

AT Froen B akrimaeagenima Tl i =, Enabled Send To List Raier e Subdcrbér Toanint [ &

TP Smarteat O kesheu 15 Subaoib [ Sard Ta Lt

SATF o - o My ® mangrstEoom
L

ST TS Roulen

520905
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Monitor and Troubleshoot .

KPI Alert Email

1 alert for

View In AlertManager

[1] Firing

Labels

alertname = NodeNotHealthy

cluster = jiancheng-0

cnbr =10.124.211.230

group = Infra

instance = cmts-hm-clusterkpi-service.opshub-data.svc:3000
job = kubernetes-probe-honor-labels-services

monitor = prometheus

namespace = cee-data

path = /health/kube/node/cpu/

pod = node-exporter-49vp6

replica = jiancheng-0

severity = critical

Annotations

description = On cnBR: 10.124.211.230, node is not healthy for more than 10 minutes, and
KPI path: /health/kube/node/cpu/.

summary = Node not Healthy

type = Quality Of Service Alarm

Source
g
&
Monitor and Troubleshoot
The KPI of one Cisco cnBR-Core is displayed on this dashboard.
(=]
2
&
The state of each category is displayed on this dashboard.
Bl KPI0OCSIS Summanyv2 - A T B R 8 D OleXeads ¥ a =
= Health Summany
[=:]
=
[=]
&

This dashboard shows the details of the subscriber.
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. Monitor and Troubleshoot
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This dashboard shows the details of the RF.
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Log Aggregation and Management

Table 3: Feature History

Feature Name Release Information Feature Description
Log Aggregation and Cisco cnBR 21.1 The Cisco Operations Hub provides multiple
Management log aggregation tools, various visualization

techniques, and customizations that help you
to view, debug, visualize, and customize your
log information. The Cisco Operations Hub
enables Log Aggregation and Management
through the Audit Dashboard, Debug
Dashboard, and a host of other utilities.

The Cisco Operations Hub provides the Audit Dashboard, Debug Dashboard, and a host of other utilities for
log aggregation and management activities.

By using the various visualization techniques and customizations, you can search, visualize, and create
dashboards to have macro and micro views.

Configure Operations Hub for Log Management

Step 1

Step 2

Step 3

Step 4

The following configuration steps are needed only when the Cisco cnBR is added in Cisco Operations Hub
using Cisco Operations Hub UI or API. You can skip this section if you added the Cisco cnBR using
Autodeployer.

During deployment, the Cisco Operations Hub is preconfigured to forward logs from all the components to
Operations Hub. However, to get the logs forwarded, you must manually configure Cisco cnBR..

To manually configure the Audit Dashboard to receive the Cisco Operations Hub logs, complete the following
steps:

Log in to the CEE Data OpsCenter CLI. Ensure that you provide a valid Cisco cnBR user ID and password.

https://cli.cee-data-ops-center.<CnBRIP>.nip.io

Key in these commands at the prompt:

logging fluent host fluentd.ccmts-infra
logging fluent port 24224

logging fluent disable-tls true

commit

end

Log in to Cisco cnBR OpsCenter. Ensure that you provide a valid user ID and password.

https://cli.<cnBR NameSpace>-ops-center.<cNBRIP>.nip.io

Key in these commands at the prompt:

logging forward kafka-blockers <OpsHub IP>
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commit
end

Working with Logs
The Cisco Operations Hub provides you with a host of utilities that helps you to view, debug, visualize, and
customise your log information.

View Audit Logs

The Audit dashboard leverages Kibana to provide meaningful visualization and a search interface for the raw
log data.

You can view the Audit Logs dashboard by completing these steps:

Step 1 Click Cisco Operations Hub > System > L ogs.
Step 2 Click Audit Dashboard.

The Audit Dashboard provides the following information:
* A visualization of the count of audit logs against time. You can view this as a histogram.
* All user initiated events from UI or using API interface are logged and available as audit logs.

* For every log file, the Audit Dashboard provides the following facets of information:

» Time: The time of logging the event.

 User: The user initiating the event.

* API: The API call used.

« Status: The HTTP response status code that returns when API was called.
» Response Time: The time taken by the API to execute.

* Method: The HTTP method the API used.

* Service Host: The application that served the request.

View Debug Logs

You can view the Debug logs dashboard by completing these steps:

Step 1 Click Cisco Operations Hub > System > L ogs.
Step 2 Click Debug Dashboard.

The Debug Dashboard provides the following information:

* A visualisation of the count of logs from different components against time is provided as a histogram.
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+ All internal application events logged by respective services or software components are captured as debug logs.
* For every log file, the Debug Dashboard provides the following facets of information:

* Time: The time of logging the event.

« Source: The application where the event happened.

+ Container Name: The applications microservice that generated the event.

» LogLevel: The log level.

* Message: The entire log content.

Discover Logs

The Discover option allows you to search and find logs based on custom search definitions.

You can view the Discover option by completing these steps:

Step 1 Click Cisco Operations Hub > System > L ogs.
Step 2 Click Discover.
Step 3 Search for the log files.

You can perform basic text search, or advanced search by using KQL (Kibana Query Language) or Lucene search.
Alternatively, you can also customize your search query based on time, debug-log type, selected fields, inspect option,
and so on.

You can choose to save the search for later use from the dashboard.

Visualize Logs
You can create intuitive visualizations for your log data.

To create a visualization, complete these steps:

Step 1 Click Cisco Operations Hub > System > L ogs.
Step 2 Click Visualize > Create visualisation.

Step 3 Choose one of these visualization type:

* Area

* Control

* Coordinate Map
* Data Table

* Gauge
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. Create Dashboards

Step 4

* Goal

* Heat Map

* Horizontal Bar
* Line

* Markdown
* Metric

* Pie

* Region Map
* TSVB

* Tag Cloud

* Timelion

* Vega

e Vertical Bar

Choose a source type. You can choose from audit-1og, debug-1log, or logstash objects.

You can choose to save the visualizations to generate panels when you Create Dashboards , on page 50.

Create Dashboards

Step 1
Step 2
Step 3
Step 4
Step 5
Step 6

The Dashboard option allows you to create a new dashboard by adding panels from the saved Discover Logs
option or Visualize Logs option. You can also create a new Dashboard from scratch.

Complete these steps to create a Dashboard:

Click Cisco Operations Hub > System > L ogs.

Click Dashboard > Create dashboard.

Click Add.

On the Add panels menu, select the required searched and saved logs and visualizations.
You can choose to change existing filters or add filters.

Click Create new to choose a visualization type. You can choose from these visualization types:

* Area

* Control

* Coordinate Map
* Data Table

* Gauge

* Goal
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» Heat Map

* Horizontal Bar
* Line

» Markdown
* Metric

* Pie

* Region Map
* TSVB

* Tag Cloud

* Timelion

* Vega

* Vertical Bar

Step 7 Choose a source type. You can choose from audit-1og, debug-1log, or logstash objects.

You can view the saved dashboards on the dashboard list.

Query on Data Store
The Dev Tools option allows you to query the data store.

Complete these steps to use the Dev Tools option:

Step 1 Click Cisco Operations Hub > System > L ogs.
Step 2 Click Dev Tools.

Manage Indices and Objects

The Management option allows you to manage your indices and index patterns, list your saved objects, and
enables you to customize the logs with advanced options.

Complete these steps to use the Management option:

Step 1 Click Cisco Operations Hub > System > L ogs.
Step 2 Click M anagement.

You can choose from these tools:

* Index Patterns: Lists all available patterns. The list includes all fields for the selected pattern and the field's associated
core type as recorded by Elasticsearch.
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« Saved Objects: Lists all saved objects. You can choose to delete saved objects and saved searches. You can also
edit the raw data of saved objects.

» Advanced Settings: These are advanced settings, and must be handled with caution. For more detailed information,
go through Kibana Advanced Settings.
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