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Preface

This preface describes the conventions of this document and information on how to obtain other documentation.
It also provides information on what's new in Cisco product documentation.

* Document Conventions , on page cxi

» Communications, Services, and Additional Information, on page cxiii

Document Conventions

This document uses the following conventions:

Convention

Description

~or Ctrl

Both the * symbol and Ctrl represent the Control (Ctrl) key on a keyboard. For
example, the key combination D or Ctrl-D means that you hold down the Control
key while you press the D key. (Keys are indicated in capital letters but are not
case sensitive.)

bold font

Commands and keywords and user-entered text appear in bold font.

Italic font

Document titles, new or emphasized terms, and arguments for which you supply
values are in italic font.

Courier font

Terminal sessions and information the system displays appear in courier font.

Bold Courier font

Bold Courier font indicates text that the user must enter.

[x]

Elements in square brackets are optional.

An ellipsis (three consecutive nonbolded periods without spaces) after a syntax
element indicates that the element can be repeated.

A vertical line, called a pipe, indicates a choice within a set of keywords or
arguments.

[x]y]

Optional alternative keywords are grouped in brackets and separated by vertical
bars.

X1y}

Required alternative keywords are grouped in braces and separated by vertical
bars.
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Convention Description

[x {y|z}] Nested set of square brackets or braces indicate optional or required choices within
optional or required elements. Braces and a vertical bar within square brackets
indicate a required choice within an optional element.

string A nonquoted set of characters. Do not use quotation marks around the string or
the string will include the quotation marks.

<> Nonprinting characters such as passwords are in angle brackets.
[] Default responses to system prompts are in square brackets.
L# An exclamation point (!) or a pound sign (#) at the beginning of a line of code

indicates a comment line.

Reader Alert Conventions

This document may use the following conventions for reader alerts:

Note Means reader take note. Notes contain helpful suggestions or references to material not covered in the manual.

Tip Means the following information will help you solve a problem.

Caution Means reader be careful. In this situation, you might do something that could result in equipment damage or
loss of data.

Timesaver Means the described action savestime. You can save time by performing the action described in the paragraph.

Take note of the following general safety warnings:
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A

Warning  Statement 1071—Warning Definition
IMPORTANT SAFETY INSTRUCTIONS

Before you work on any equipment, be aware of the hazards involved with electrical circuitry and be familiar
with standard practices for preventing accidents. Read the installation instructions before using, installing, or
connecting the system to the power source. Use the statement number at the beginning of each warning
statement to locate its translation in the translated safety warnings for this device.

SAVE THESE INSTRUCTIONS

A\

Communications, Services, and Additional Information

* To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.

* To get the business results you’re looking for with the technologies that matter, visit Cisco Services.
* To submit a service request, visit Cisco Support.

* To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit
Cisco DevNet.

* To obtain general networking, training, and certification titles, visit Cisco Press.

* To find warranty information for a specific product or product family, access Cisco Warranty Finder.

Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is a web-based tool that acts as a gateway to the Cisco bug tracking system
that maintains a comprehensive list of defects and vulnerabilities in Cisco products and software. BST provides
you with detailed defect information about your products and software.
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CHAPTER 1

Overview

* Overview of the Cisco IE3500 Series Switch, on page 1

* Configuring the Switch Using the Web User Interface, on page 2
* Introduction to Day 0 WebUI Configuration, on page 2

* Device Configuration, on page 2

Overview of the Cisco IE3500 Series Switch

Cisco IE3500 Rugged Series Switches

These are ruggedized switching platforms and provides superior high-bandwidth switching and proven Cisco
10S XE Software for industrial environments.

These DIN-rail Industrial Ethernet switches are designed to cater deployments where hardened products are
required, including factory automation, smart cities, energy and process control, Intelligent Transportation
Systems (ITS), energy production sites, smart city programs, and mining. They bring improved overall
performance, greater bandwidth, a richer feature set, enhanced hardware, and class leading security

The switches include security features to provide secured networking environment

* Cisco Trusted Platform Module (TPM)—serves as a hardware root-of-trust for secure boot.
* Secure Boot—uses a public key to validate each subsequent booting stage.

* Chip guard—Cisco developed security feature that records unique ID of critical system to prevent
hardware tampering.

Cisco IE3500H Heavy Duty Series Switches

These are the next-generation managed IP67 PoE switches powered by Cisco IOS XE and are ideal for
deployment in the harshest environments. They are IP67-rated for water and dust resistance and are hardened
to withstand temperatures ranging from freezing cold to extreme heat (-40 to 85°C), as well as severe shock
and vibration.

The switches are available with up to 24 ports, offering either Fast Ethernet or all Gigabit Ethernet with M12
connectors. These switches can be wall-mounted and deployed without a housing cabinet, offering a power
budget of 360W, and supporting Power over Ethernet (PoE), PoE+, and Universal Power over Ethernet (UPOE)
at 60W.
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The switches are equipped with advanced network-based security, segmentation, and visibility features for
the most demanding industrial environments. They extend the power of intent-based networking to the harshest
Internet of Things (IoT) edge, with use cases in industries such as mining, railways, and manufacturing.

Configuring the Switch Using the Web User Interface

This document walks you through the steps to access and configure your switch using the Web UI.

N\

Note Any figures included in the document are shown for illustrative purposes only.

Introduction to Day 0 WebUI Configuration

After you complete the hardware installation, you need to setup the switch with configuration required to
enable traffic to pass through the network. On your first day with your new device, you can perform a number
of tasks to ensure that your device is online, reachable and easily configured.

The Web User Interface (Web UlI) is an embedded GUI-based device-management tool that provides the
ability to provision the device, to simplify device deployment and manageability, and to enhance the user
experience. You can use WebUI to build configurations, monitor, and troubleshoot the device without having
CLI expertise.

Device Configuration

Use the procedures mentioned here to configure the device with basic and advanced settings. Once complete,
you can access the device through the WebUI using the management interface IP address.

Connecting to the Switch

N

Note Before proceeding, ensure you have completed the Express Setup outlined in the hardware installation guide.

Procedure

Step 1 Make sure that no devices are connected to the switch.

Step 2 Connect one end of an ethernet cable to the switch and the other end of the ethernet cable to the host computer.

Step 3 Set up your computer as a DHCP client, to obtain the IP address of the switch automatically. You should get
an IP address within the 192.168.1.x/24 range.

It may take up to three mins. You must complete the Day 0 setup through the web Ul before using the device
terminal.
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Step 4

Step 5

Creating User Accounts .

Launch a web browser on the PC and enter the device IP address (https://192.168.1.1)in the address
bar.

Enter the Day 0 username and password.
Note

By default, the login username is admin, and the password is the System serial number. You can change it as
required.

Creating User Accounts

Procedure

Step 1

Step 2
Step 3

Step 4
Step 5
Step 6
Step 7
Step 8

Setting a username and password is the first task you will perform on your device. Typically, as a network
administrator, you will want to control access to your device and prevent unauthorized users from seeing your
network configuration or manipulating your settings.

Launch a web browser on the computer and enter the device IP address (https://192.168.1.1) in the address
bar.

Enter the username in the L ogin Name field.
Enter password in the Login User Password field.

The username password combination gives you privilege 15 access. The string cannot start with a number, is
case sensitive, and allows spaces but ignores leading spaces.

Reconfirm the password for the user in the Confirm Login User Password field.

Use the Command Line Password drop-down list to choose where to synchronize the password.
In the Device ID Settings section, enter a value in the Device Name field.

(Optional) Enter NTP server details in the NTP Server field.

Use the Date & Time Mode drop-down list to select NTP time.

Choosing Setup Options

Select Wired Network to configure your device based on a site profile, and continue to configure switch
wide settings. Otherwise, continue to the next step and configure only basic settings for your device.

Configuring Basic Device Settings

On the Basic Device Settings page configure the following information:
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Step 1 In the Device Management Settings section, assign an IP address to the management interface using either
Static or DHCP address.

Step 2 If you chose Static, perform the following steps:

a)
b)

c)
d)
€)
f)
g)

h)
)
i)

Enter a value in the VLAN ID field to associate with the interface.

Enter a value in the | P Address field. Ensure that the IP address you assign is part of the subnet mask
you enter.

Enter a value in the Subnet Mask field.

(Optional) Enter a value in the Default Gateway field.

Use the Associated VL AN with Interface section to select interfaces.

(Optional) Use the slider next to the Telnet field to enable access to the device using telnet.

(Optional) Use the slider next to the SSH field to enable secure remote access to the device using Secure
Shell (SSH).

(Optional) Use the slider next to the SSH field to enable secure remote access to the device using Secure
Shell (SSH).

(Optional) Use the slider next to the VTP Transparent Mode field to manage VLANS across a network
of switches.

(Optional) In the Device CIP Settings section, use the slider next to the CIP Status field to enable CIP.

CIP is used for monitoring and diagnosing the health and functionality of industrial networks and devices.

Step 3 If you chose DHCP, perform the following steps:

a)

b)

c)
d)
e)
f)

2
h)

)

Enter a value in the VLAN ID field to associate with the interface.

VLAN ID must be a value other than 1.

Enter a value in the | P Addressfield to specify the default gateway. Ensure that the IP address you assign
is part of the subnet mask you enter.

Enter a value in the Subnet Mask field.

(Optional) Enter a value in the Default Gateway field.

(Optional) Use the slider next to the Telnet field to enable access to the device using telnet.

(Optional) Use the slider next to the SSH field to enable secure remote access to the device using SSH.
(Optional) Enter a value in the Domain Name for SSH field.

(Optional) Use the slider next to the VTP Transparent M ode field to manage VL ANSs across a network
of switches.

(Optional) In the Device CIP Settings section, use the slider next to the CIP Status field to enable CIP.

CIP is used for monitoring and diagnosing the health and functionality of industrial networks and devices.

Configuring VLAN Settings

In the VLAN Configuration section, you can configure both data and voice VLANS.
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Procedure

Step 1
Step 2

Configuring STP Settings .

Use the slider next to the Data VL AN to enable data VLAN.
Use the slider next to the Voice VL AN to enable voice VLAN.

Configuring STP Settings

Procedure

Step 1

Step 2

RPVST is the default STP mode configured on your device. You can change it to PVST from the STP Mode
drop-down list.

To change a bridge priority number from the default value 32768, change Bridge Priority to Yes and choose
a priority number from the drop-down list.

Configuring DHCP, NTP, DNS and SNMP Settings

Procedure

Step 1
Step 2

Step 3

Step 4
Step 5

Step 6
Step 7
Step 8

In the Domain Detailssection, enter a domain name that the software uses to complete unqualified hostnames.

In the DNS Server field, type an IP address to identify the DNS server. This server is used for name and
address resolution on your device.

In the DHCP Server field, type the IP address of the DHCP server that you want to make available to DHCP
clients.

In the Syslog Server field, type the IP address of the server to which you want to send syslog messages.
In the Management Details section, type an IP address to identify the SNMP server in the SNM P Server
field.

SNMPv1, SNMPv2, and SNMPv3 are supported on your device.
Specify the SNM P community string to permit access to the SNMP protocol.

Click Day 0 Config Summary button to verify the configuration.
Click Submit.

Configuring VTY Lines

For connecting to the device through Telnet or SSH, the Virtual Terminal Lines or Virtual TeleType (VTY)
is used. The number of VTY lines is the maximum number of simultaneous access to the device remotely. If
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the device is not configured with sufficient number of VTY lines, users might face issues with connecting to
the WebUI. The default value for VTY Line is 0-15. The device allows up to 98 simultaneous sessions.

Procedure

Step 1 From the WebUI, navigate through Administration > Device > HTTP/HTTPS/Netconf/VTY.
Step 2 In the VTY Line field, enter 0-xx, depending on how many VTY lines you want to configure.
Step 3 Use the VTY Transport Mode drop-down list to select the VTY transport mode.
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CHAPTER 2

Configuring Interface Characteristics

* Information About Interface Characteristics, on page 9
» How to Configure Interface Characteristics, on page 22
* Configuration Examples for Interface Characteristics, on page 37

Information About Interface Characteristics

The following sections provide information about interface characteristics.

Interface Types

This section describes the different types of interfaces supported by the device. The rest of the chapter describes
configuration procedures for physical interface characteristics.

Port-Based VLANs

A VLAN is a switched network that is logically segmented by function, team, or application, without regard
to the physical location of the users. Packets received on a port are forwarded only to ports that belong to the
same VLAN as the receiving port. Network devices in different VLANs cannot communicate with one another
without a Layer 3 device to route traffic between the VLANS.

VLANSs provide access control for traffic, and each VLAN has its own MAC address table. A VLAN comes
into existence when a local port is configured to be associated with the VLAN, when the VLAN Trunking
Protocol (VTP) learns of its existence from a neighbor on a trunk, or when a user creates a VLAN.

To configure VLANS, use the vlan vian-id global configuration command to enter VLAN configuration mode.
The VLAN configurations for normal-range VLANs (VLAN IDs 1 to 1005) are saved in the VLAN database.
If VTP is version 1 or 2, to configure extended-range VLANs (VLAN IDs 1006 to 4094), you must first set
VTP mode to transparent. Extended-range VLANS created in transparent mode are not added to the VLAN
database but are saved in the switch running configuration. With VTP version 3, you can create extended-range
VLAN:Ss in client or server mode in addition to transparent mode. These VLANS are saved in the VLAN
database.

Add ports to a VLAN by using the switchport command in interface configuration mode.

* Identify the interface.

* For a trunk port, set trunk characteristics, and, if desired, define the VLANSs to which it can belong.
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* For an access port, set and define the VLAN to which it belongs.

Switch ports are Layer 2-only interfaces associated with a physical port. Switch ports belong to one or more
VLANS. A switch port can be an access port or a trunk port. You can configure a port as an access port or
trunk port or let the Dynamic Trunking Protocol (DTP) operate on a per-port basis to set the switchport mode
by negotiating with the port on the other end of the link. Switch ports are used for managing the physical
interface and associated Layer 2 protocols and do not handle routing or bridging.

Configure switch ports by using the switchport interface configuration commands.

An access port belongs to and carries the traffic of only one VLAN (unless it is configured as a voice VLAN
port). Traffic is received and sent in native formats with no VLAN tagging. Traffic arriving on an access port
is assumed to belong to the VLAN assigned to the port. If an access port receives a tagged packet (Inter-Switch
Link [ISL] or IEEE 802.1Q tagged), the packet is dropped, and the source address is not learned.

The types of access ports supported are:

» Static access ports are manually assigned to a VLAN (or through a RADIUS server for use with IEEE
802.1x.

You can also configure an access port with an attached Cisco IP Phone to use one VLAN for voice traffic and
another VLAN for data traffic from a device attached to the phone.

A trunk port carries the traffic of multiple VLANSs and by default is a member of all VLANS in the VLAN
database. The IEEE 802.1Q trunk port type is supported. An IEEE 802.1Q trunk port supports simultaneous
tagged and untagged traffic. An IEEE 802.1Q trunk port is assigned a default port VLAN ID (PVID), and all
untagged traffic travels on the port default PVID. All untagged traffic and tagged traffic witha NULL VLAN
ID are assumed to belong to the port default PVID. A packet with a VLAN ID equal to the outgoing port
default PVID is sent untagged. All other traffic is sent with a VLAN tag.

Although by default, a trunk port is a member of every VLAN known to the VTP, you can limit VLAN
membership by configuring an allowed list of VLANs for each trunk port. The list of allowed VLANs does
not affect any other port but the associated trunk port. By default, all possible VLANs (VLAN ID 1 to 4094)
are in the allowed list. A trunk port can become a member of a VLAN only if VTP knows of the VLAN and
if the VLAN is in the enabled state. If VTP learns of a new, enabled VLAN and the VLAN is in the allowed
list for a trunk port, the trunk port automatically becomes a member of that VLAN and traffic is forwarded
to and from the trunk port for that VLAN. If VTP learns of a new, enabled VLAN that is not in the allowed
list for a trunk port, the port does not become a member of the VLAN, and no traffic for the VLAN is forwarded
to or from the port.

Tunnel ports are used in IEEE 802.1Q tunneling to segregate the traffic of customers in a service-provider
network from other customers who are using the same VLAN number. You configure an asymmetric link
from a tunnel port on a service-provider edge switch to an IEEE 802.1Q trunk port on the customer switch.
Packets entering the tunnel port on the edge switch, already IEEE 802.1Q-tagged with the customer VLANS,
are encapsulated with another layer of an IEEE 802.1Q tag (called the metro tag), containing a VLAN ID
unique in the service-provider network, for each customer. The double-tagged packets go through the
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Routed Ports .

service-provider network keeping the original customer VLANSs separate from those of other customers. At
the outbound interface, also a tunnel port, the metro tag is removed, and the original VLAN numbers from
the customer network are retrieved.

Tunnel ports cannot be trunk ports or access ports and must belong to a VLAN unique to each customer.

A routed port is a physical port that acts like a port on a router; it does not have to be connected to a router.
A routed port is not associated with a particular VLAN, as is an access port. A routed port behaves like a
regular router interface, except that it does not support VLAN subinterfaces. Routed ports can be configured
with a Layer 3 routing protocol. A routed port is a Layer 3 interface only and does not support Layer 2
protocols, such as DTP and STP.

Configure routed ports by putting the interface into Layer 3 mode with the no switchport interface configuration
command. Then assign an IP address to the port, enable routing, and assign routing protocol characteristics
by using the ip routing and router protocol global configuration commands.

)

Note

Entering a no switchport interface configuration command shuts down the interface and then re-enables it,
which might generate messages on the device to which the interface is connected. When you put an interface
that is in Layer 2 mode into Layer 3 mode, the previous configuration information related to the affected

interface might be lost.

\ )

Note A port configured as a switchport does not support MAC address configuration. It does not support the
mac-address X.x.Xx command.

The number of routed ports that you can configure is not limited by software. However, the interrelationship
between this number and the number of other features being configured might impact CPU performance
because of hardware limitations.

Switch Virtual Interfaces

A switch virtual interface (SVI) represents a VLAN of switch ports as one interface to the routing function
in the system. You can associate only one SVI with a VLAN. You configure an SVI for a VLAN only to route
between VLANS or to provide IP host connectivity to the device. By default, an SVI is created for the default
VLAN (VLAN 1) to permit remote device administration. Additional SVIs must be explicitly configured.

\}

Note You cannot delete interface VLAN 1.

SVIs provide IP host connectivity only to the system. SVIs are created the first time that you enter the vlan
interface configuration command for a VLAN interface. The VLAN corresponds to the VLAN tag associated
with data frames on an ISL or IEEE 802.1Q encapsulated trunk or the VLAN ID configured for an access
port. Configure a VLAN interface for each VLAN for which you want to route traffic, and assign it an IP
address.

You can also use the interface range command to configure existing VLAN SVIs within the range. The
commands entered under the interface range command are applied to all existing VLAN SVIs within the
range. You can enter the command interface range create vlan x - y to create all VLANS in the specified
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range that do not already exist. When the VLAN interface is created, interface range vlan id can be used to
configure the VLAN interface.

Although the device supports a total of 1005 VLANs and SVIs, the interrelationship between the number of
SVIs and routed ports and the number of other features being configured might impact CPU performance
because of hardware limitations.

When you create an SVI, it does not become active until it is associated with a physical port.

EtherChannel Port Groups

SKU Details

EtherChannel port groups treat multiple switch ports as one switch port. These port groups act as a single
logical port for high-bandwidth connections between devices or between devices and servers. An EtherChannel
balances the traffic load across the links in the channel. If a link within the EtherChannel fails, traffic previously
carried over the failed link changes to the remaining links. You can group multiple trunk ports into one logical
trunk port, group multiple access ports into one logical access port, group multiple tunnel ports into one logical
tunnel port, or group multiple routed ports into one logical routed port. Most protocols operate over either
single ports or aggregated switch ports and do not recognize the physical ports within the port group. Exceptions
are the DTP, the Cisco Discovery Protocol (CDP), and the Port Aggregation Protocol (PAgP), which operate
only on physical ports.

When you configure an EtherChannel, you create a port-channel logical interface and assign an interface to
the EtherChannel. For Layer 3 interfaces, you manually create the logical interface by using the interface
port-channel global configuration command. Then you manually assign an interface to the EtherChannel by
using the channel-group interface configuration command. For Layer 2 interfaces, use the channel-group
interface configuration command to dynamically create the port-channel logical interface. This command
binds the physical and logical ports together.

Table 1: Cisco IE3500 Series Switch SKU details

PID Uplink Port Downlink Port PoE FPGA
Type |Pots | Interface Type |Ports |Interface
Name Name
IE-3500-8T3S SFP/ |3 | Gigabit Copper | 8 Gigabit No No
1E-3500-8P3S SFP+ Ethernet RIJ45 Ethernet Yes No
1-3 1/4-11
IE-3505-8T3S No Yes
1E-3505-8P3S Yes Yes
IE-3500-8U3X TenGigbit Yes No
Ethernet (4PPoE)
1/1-3
[E-3500-8T3X No No
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SKU Details [}
PID Uplink Port Downlink Port PoE FPGA
Type |Pots |Interface Type |Ports |Interface
Name Name
IE-3500H-8T Copper |3 | Gigabit Copper | 5 Gigabit No No
RJ45 Ethernet RJ45 Ethernet
11-3 1/4-8
IE-3500H-16T 13 Gigabit
Ethernet
1/4-16
IE-3505H-16T 13 Gigabit Yes
Ethernet
1/4-16
IE-3500H-24T 21 Gigabit No
Ethernet
1/4-24
IE-3500H-12FT4T 4 | Gigabit 12 FastEthemet
Ethernet 1/5-16
1/1-4
IE-3500H-20FT4T 20 FastEthernet
1/5-24
IE-3500H-14P2T 2 | Gigabit 14 Gigabit Yes
Ethernet Ethernet
-2 1/3-16
IE-3500H-12P2MU2X | SFP/ |2 | TenGigabit 14 Gigabit
SFP+ Ethernet Ethernet
1/15-16 1/1-12
TwoGigabit | Yes
Ethernet (4PPoE)
1/13-14
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PID Uplink Port Downlink Port PoE FPGA
Type |Pots | Interface Type |Ports |Interface
Name Name
IEM-3500-16P Not Applicable Copper | 16 Gigabit Yes Yes, if
RJ45 Ethernet tcgm“’ted
2/1-16 IE3505
SKU.
IEM-3500-16T 16 Gigabit No
Ethernet
2/1-16
IEM-3500-8P 8 Gigabit Yes
Ethernet
2/1-8
IEM-3500-8T 8 Gigabit No
Ethernet
2/1-8
IEM-3500-4MU* 4 TwoGigabit | Yes
Ethernet (4PPoE)
2/1-4
IEM-3500-8S SFP |8 Gigabit No
Ethernet
2/1-8
IEM-3500-14T2S Copper | Copper | Gigabit
RJ45/|RJ45: | Ethernet
SFP 14 2/1-16
SFP: 2
IEM-3500-6T2S Copper | Gigabit
RJ45: 6 | Ethernet
SFP: 2 |2/1-8

' HSR, PRP, and DLR are not supported on the IEM-3500-4MU= expansion module.

The uplink ports on the switches are fixed and correspond to SFP ports, meaning they require an SFP module,

either copper or fiber, for operation.
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PID decode details

Use the information below to decode the PID details.

Table 2: PID type

PID Type Description

IE3500 Basic SKU

IE3505 Advance SKU

IE3500H Basic SKU Heavy Duty
IE3505H Advance SKU Heavy Duty
IEM Expansion Module?

2 HSR is not supported with expansion modules.

Table 3: Port type

Port Type Description

T Copper

P PoE Copper

U 4PPoE Copper

S SFP (Copper/Fiber)

X SFP 10G (Copper/Fiber)
MU Mgig 4PPoE Copper

FT FastEthernet

PID Syntax: <PID Type>-<number of Ports> <Port Type> <number of Ports> <Port Type>
For example, see the below PID IE3505-8T3S breakdown:
* [E3505: Indicates the PID type as an advance SKU.

* 8T3S indicates the following:
* 8: The number of downlink ports.
* T: The downlink port type as Copper.
* 3: The number of uplink ports.
¢ S: The uplink port type as SFP (Copper/Fiber).
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Power over Ethernet

The Power over Ethernet (PoE) technology allows PoE (802.3af standard), PoE+ (802.3at), and Universal
Power over Ethernet Plus (UPoE+, 802.3bt) ports to supply power for the operation of a device.

For more information, see the Configuring POE section of this guide.

Switch Ports

This topic provides information about using the switch ports on Cisco IE3500 Series Switch.

Console Port

The device has the following console ports:
* Cisco IE3500H Heavy Duty Series Switch

* M12 A-coded 5-pin connector console port.

* Cisco IE3500 Rugged Series Switch
* RJ-45 console port

» USB mini-Type C serial console

» USB Type A port.

Console output appears on devices connected to both ports, but console input is active on only one port at a
time. By default, the USB connector takes precedence over the RJ-45 connector.

)

Note Windows PCs require a driver for the USB port. See the hardware installation guide for driver installation
instructions.

Use the supplied USB Type A-to-USB mini-Type C cable to connect a PC or other device to the device. The
connected device must include a terminal emulation application. When the device detects a valid USB
connection to a powered-on device that supports host functionality (such as a PC), input from the RJ-45
console is immediately disabled, and input from the USB console is enabled. Removing the USB connection
immediately reenables input from the RJ-45 console connection. An LED on the device shows which console
connection is in use.

Console Port Change Logs

At software startup, a log shows whether the USB or the RJ-45 console is active. Every device always first
displays the RJ-45 media type.

In the sample output, device 1 has a connected USB console cable. Because the bootloader did not change to
the USB console, the first log from the device shows the RJ-45 console. A short time later, the console changes
and the USB console log appears.

switch
*Mar 1 00:01:00.171: %USB_CONSOLE-6-MEDIA RJ45: Console media-type is RJ45.
*Mar 1 00:01:00.431: %USB_CONSOLE-6-MEDIA USB: Console media-type is USB.
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USB Type A Port

USB Type A Port .

When the USB cable is removed or the PC de-activates the USB connection, the hardware automatically
changes to the RJ-45 console interface.

You can configure the console type to always be RJ-45, and you can configure an inactivity timeout for the
USB connector.

The USB Type A port provides access to external USB flash devices, also known as thumb drives or USB
keys. The port supports Cisco USB flash drives with capacities from 128 MB to 16 GB (USB devices with
port densities of 128 MB, 256 MB, 1 GB, 4 GB, 8 GB, and 16 GB are supported). You can use standard Cisco
IOS command- line interface (CLI) commands to read, write, erase, and copy to or from the flash device.

Disabling USB Ports

All the USB ports in a standalone device can be disabled using the platform usb disable command. Configuring
this command disables all external media, including both USB flash and SD flash devices. To reenable the
USB ports, use the no platform usb disable command.

When a USB port is disabled, no system messages are generated if a USB is inserted.

Interface Connections

Devices within a single VLAN can communicate directly through any switch. Ports in different VLANSs cannot
exchange data without going through a routing device. With a standard Layer 2 device, ports in different
VLANSs have to exchange information through a router. By using the device with routing enabled, when you
configure both VLAN 20 and VLAN 30 with an SVI to which an IP address is assigned, packets can be sent
from Host A to Host B directly through the device with no need for an external router.

Figure 1: Connecting VLANs with a Switch

Layer 3 switch
with routing enabled

172.201258 1

"\ ‘_ﬁ“ IIR
\\5 VLAN 20 / \ VLAN 30 3

VLAN routing can be achieved in two ways:

» With a Network Advantage license: Advanced routing protocols such as OSPF, EIGRP, and BGP are
supported

» With a Network Essentials license: Basic routing protocols like RIP and static routing can be used.

The routing function can be enabled on all SVIs. The device routes only IP traffic. When IP routing protocol
parameters and address configuration are added to an SVI, any IP traffic received from these ports is routed.
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Interface Configuration Mode

The device supports these interface types:
* Physical ports: Device ports and routed ports
* VLANS: Switch virtual interfaces

* Port channels: EtherChannel interfaces
You can also configure a range of interfaces.

)

Note Before inserting a new SFP, you must clear any existing (speed and duplex) configuration on the port. If you
fail to clear the port, any user configuration done before the insertion of the SFP may show undefined behavior.

To configure a physical interface (port), specify the interface type, module number, and device port number,
and enter interface configuration mode.

* Type: Gigabit Ethernet (GigabitEthernet or gi) for 10/100/1000 Mbps Ethernet ports and small form-factor
pluggable (SFP) module Gigabit Ethernet interfaces.

* On a device with SFP uplink ports, the SFP Uplink ports starts form GigabitEthernetl/1 through
GigabitEthernet1/3 and Fixed Downlink ports starts from GigabitEthernet1/4 through GigabitEthernet1/11

You can identify physical interfaces by physically checking the interface location on the device. You can also
use the show privileged EXEC commands to display information about a specific interface or all the interfaces
on the switch. The remainder of this chapter primarily provides physical interface configuration procedures.

These are examples of how to configure interfaces on standalone device:
* To configure 10/100/1000 port 4 on a standalone device, enter this command:
Device# configure terminal
Device (config) # interface GigabitEthernetl/4
* To configure the first SFP module (uplink) port on a standalone device, enter this command:

Device# configure terminal
Device (config) # interface GigabitEthernet 1/1

Default Ethernet Interface Configuration

To configure Layer 2 parameters, if the interface is in Layer 3 mode, you must enter the switchport interface
configuration command without any parameters to put the interface into Layer 2 mode. This shuts down the
interface and then re-enables it, which might generate messages on the device to which the interface is
connected. When you put an interface that is in Layer 3 mode into Layer 2 mode, the previous configuration
information related to the affected interface might be lost, and the interface is returned to its default
configuration.
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This table shows the Ethernet interface default configuration, including some features that apply only to Layer

2 interfaces.

Table 4: Default Layer 2 Ethernet Interface Configuration

Feature

Default Setting

Operating mode

Layer 2 or switching mode (switchport command).

Allowed VLAN range

VLANSs 1 to 4094.

Default VLAN (for access ports)

VLAN 1 (Layer 2 interfaces only).

Native VLAN (for IEEE 802.1Q trunks)

VLAN 1 (Layer 2 interfaces only).

VLAN trunking

Switchport mode dynamic auto (supports DTP) (Layer 2
interfaces only).

Port enable state

All ports are enabled.

Port description None defined.
Speed Autonegotiate.
Duplex mode Autonegotiate.

Flow control

Flow control is not supported for sent packets.

EtherChannel (PAgP)

Disabled on all Ethernet ports.

unicast traffic)

Port blocking (unknown multicast and unknown

Disabled (not blocked) (Layer 2 interfaces only).

Broadcast, multicast, and unicast storm control

Disabled.

Protected port

Disabled (Layer 2 interfaces only).

Port security

Disabled (Layer 2 interfaces only).

Port Fast Disabled.
Auto-MDIX Enabled.
Power over Ethernet (PoE) Enabled (auto).

Interface Speed and Duplex Mode

Ethernet interfaces on the switch operate at 10, 100, 1000 Mbps speed and in either full-duplex or half-duplex
mode. In full-duplex mode, two stations can send and receive traffic at the same time. Normally, 10-Mbps
ports operate in half-duplex mode, which means that stations can either receive or send traffic.

The switch support speeds at 100 Mb and 1 Gb and operate at full-duplex mode on SFP modules that support
speeds up to 1 Gbps. For the list of supported switch models, refer Cisco IE3500 Series Switch Hardware

Installation Guide.
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Speed and Duplex Configuration Guidelines

When configuring an interface speed and duplex mode, note these guidelines:

* Gigabit Ethernet (10/100/1000 Mbps) ports support all speed options and all duplex options (auto, half,
and full). However, Gigabit Ethernet ports operating at 1000 Mbps and above do not support half-duplex
mode.

Multi-Gigabit Ethernet ports (2.5 Gbps) support all speed options, but only support auto and full duplex
mode. These ports do not support half-duplex mode at any speed.

SFP ports operating at 1 Gbps, SFP+ ports operating at 10 Gbps support only the no speed nonegotiate
or speed nonegotiate commands. Duplex options are not supported.

N

Note SFP and SFP+ ports support speed (auto, 10, 100, 1000) and duplex (auto/full/half)
options only if the 1000Base-T SFP is used. SFP ports support speed (auto/100)
and duplex (auto/full/half) options only if the GLC-GE-100FX modules are used.

« If both ends of the line support autonegotiation, we highly recommend the default setting of auto
negotiation.

* If one interface supports autonegotiation and the other end does not, configure duplex and speed on both
interfaces; do not use the auto setting on the supported side.

* When STP is enabled and a port is reconfigured, the device can take up to 30 seconds to check for loops.
The port LED is amber while STP reconfigures. As best practice, we suggest configuring the speed and
duplex options on a link to auto or to fixed on both the ends. If one side of the link is configured to auto
and the other side is configured to fixed, the link will not be up; this is expected behavior.

A

Caution  Changing the interface speed and duplex mode configuration might shut down and re-enable the interface
during the reconfiguration.

IEEE 802.3x Flow Control

Flow control enables connected Ethernet ports to control traffic rates during congestion by allowing congested
nodes to pause link operation at the other end. If one port experiences congestion and cannot receive any more
traffic, it notifies the other port by sending a pause frame to stop sending until the condition clears. Upon
receipt of a pause frame, the sending device stops sending any data packets, which prevents any loss of data
packets during the congestion period.

\}

Note The switch ports can receive, but not send, pause frames.

You use the flowcontrol interface configuration command to set the interface’s ability to receive pause frames
to on, off, or desired. The default state is on.

When set to desired, an interface can operate with an attached device that is required to send flow-control
packets or with an attached device that is not required to but can send flow-control packets.
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These rules apply to flow control settings on the device:

« receive on (or desired): The port cannot send pause frames but can operate with an attached device that
is required to or can send pause frames; the port can receive pause frames.

» receive off: Flow control does not operate in either direction. In case of congestion, no indication is given
to the link partner, and no pause frames are sent or received by either device.

\}

Note For details on the command settings and the resulting flow control resolution on local and remote ports, see
the flowcontrol interface configuration command in the command reference for this release.

Layer 3 Interfaces

The device supports these types of Layer 3 interfaces:

* SVIs: Configure SVIs for any VLANSs for which you want to route traffic. SVIs are created when you
enter a VLAN ID following the interface vlan global configuration command. To delete an SVI, use
the no interface vlan global configuration command.

A

Note * VLAN 1 interface is the default interface and cannot be deleted.

* When you create an SVI, it does not become active until it is associated with
a physical port.

* SVI MAC addresses do not change after a device reload. This is expected
behavior.

When configuring SVIs, you can use the switchport autostate exclude command on a port to exclude
that port from being included in determining SVI line-state. To disable autostate on the SVI, use the no
autostate command on the SVI.

» Routed ports: Routed ports are physical ports configured to be in Layer 3 mode by using the no switchport
interface configuration command.

* Layer 3 EtherChannel ports: EtherChannel interfaces made up of routed ports.

A Layer 3 device can have an IP address assigned to each routed port and SVI.

There is no defined limit to the number of SVIs and routed ports that can be configured in a device. However,
the interrelationship between the number of SVIs and routed ports and the number of other features being
configured might have an impact on CPU usage because of hardware limitations. If the device is using its
maximum hardware resources, attempts to create a routed port or SVI have these results:

* If you try to create a new routed port, the device generates a message that there are not enough resources
to convert the interface to a routed port, and the interface remains as a switchport.

* If you try to create an extended-range VLAN, an error message is generated, and the extended-range
VLAN is rejected.

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



Platform |
. How to Configure Interface Characteristics

* If the device is notified by VLAN Trunking Protocol (VTP) of a new VLAN, it sends a message that
there are not enough hardware resources available and shuts down the VLAN. The output of the show
vlan user EXEC command shows the VLAN in a suspended state.

* If the device attempts to boot up with a configuration that has more VLANs and routed ports than hardware
can support, the VLANS are created, but the routed ports are shut down, and the device sends a message
that this was due to insufficient hardware resources.

\}

Note  All Layer 3 interfaces require an IP address to route traffic. This procedure shows how to configure an interface
as a Layer 3 interface and how to assign an IP address to an interface:

If the physical port is in Layer 2 mode (the default), you must enter the no switchport interface configuration
command to put the interface into Layer 3 mode. Entering a ho switchport command disables and then
re-enables the interface, which might generate messages on the device to which the interface is connected.
Furthermore, when you put an interface that is in Layer 2 mode into Layer 3 mode, the previous configuration
information related to the affected interface might be lost, and the interface is returned to its default
configuration.

How to Configure Interface Characteristics

The following sections provide information about the various tasks that comprise the procedure to configure
interface characteristics.

Configuring an Interface

These general instructions apply to all interface configuration processes.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password, if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface Identifies the interface type, and the number of

the connector.
Example:

Device (config) # interface
gigabitethernetl/1

Device (config-if) #
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Command or Action

Purpose

Step 4

Follow each interface command with the
interface configuration commands that the
interface requires.

Defines the protocols and applications that will
run on the interface. The commands are
collected and applied to the interface when you
enter another interface command or enter end
to return to privileged EXEC mode.

Step 5

show interfaces

Displays a list of all interfaces on or configured
for the switch. A report is provided for each
interface that the device supports or for the
specified interface.

Adding a Description for an Interface

Follow these steps to add a description for an interface.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config)# interface
gigabitethernetl/1

Specifies the interface for which you are adding
a description, and enter interface configuration
mode.

Step 4

description string

Example:

Device (config-if) # description Connects
to Marketing

Adds a description for an interface.

Step 5

end

Example:

Device (config-if) # end

Returns to privileged EXEC mode.

Step 6

show interfaces interface-id description

Verifies your entry.
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Command or Action

Purpose

Step 7

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuring a Range of Interfaces

To configure multiple interfaces with the same configuration parameters, use the interface range global
configuration command. When you enter the interface-range configuration mode, all command parameters
that you enter are attributed to all interfaces within that range until you exit this mode.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interfacerange {GigabitEthernet | L oopback
| Port-channel | Tunnel | create | macro} }

Example:
Device (config) # interface range

GigabitEthernet 1/1-11, GigabitEthernet
2/1-8

Specifies the range of interfaces (VLANSs or
physical ports) to be configured, and enter
interface-range configuration mode. For
example, an § port expansion module can use:
GigabitEthernet 2/1-8.

* You can use the inter facer angecommand
to configure up to five port ranges or a
previously defined macro.

* The macro variable is explained in
Configuring and Using Interface Range
Macros.

* In a comma-separated port-range, you
must enter the interface type for each entry
and enter spaces before and after the
comma.

* In a hyphen-separated port-range, you do
not need to re-enter the interface type, but
you must enter a space before the hyphen.
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Command or Action

Purpose

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Configuring and Using Interface Range Macros

You can create an interface range macro to automatically select a range of interfaces for configuration. Before
you can use the macro keyword in the interface range macro global configuration command string, you
must use the define interface-range global configuration command to define the macro.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

defineinterface-range macro_name
interface-range

Example:

Device (config) # define interface-range
enet_list gigabitethernetl/1-11

Defines the interface-range macro, and saves it
in NVRAM.

* The macro_name is a 32-character
maximum character string.

* A macro can contain up to five
comma-separated interface ranges.

« Each interface-range must consist of the
same port type.

Note

Before you can use the macro keyword in the
interface range macro global configuration
command string, you must use the define
inter face-range global configuration command
to define the macro.
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Command or Action

Purpose

Step 4 inter face range macro macro_name

Example:

Device (config) # interface range macro
enet_list

Selects the interface range to be configured
using the values saved in the interface-range
macro called macro_name.

You can now use the normal configuration
commands to apply the configuration to all
interfaces in the defined macro.

Step 5 end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 6 show running-config | include define

Example:

Device# show running-config | include
define

Shows the defined interface range macro
configuration.

Step 7 copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Setting the Interface Speed and Duplex Parameters

Follow these steps to configure the interface speed and duplex parameters.

Procedure

Command or Action

Purpose

Step 1 enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2 configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3 interface interface-id

Example:
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Command or Action

Purpose

Device (config) # interface
gigabitethernetl/3

Step 4

duplex {auto| full | half}

Example:

Device (config-if) # duplex half

Enters the duplex parameter for the interface.

Enables half-duplex mode (for interfaces
operating only at 10 or 100 Mb/s). Half duplex
is not supported on multi-Gigabit Ethernet ports
configured for speed of 1000 Mb/s.

You can configure the duplex setting when the
speed is set to auto.

Step 5

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

Step 6

show interfaces interface-id

Example:

Device# show interfaces
gigabitethernetl/1

Displays the interface speed and duplex mode
configuration.

Step 7

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuring the IEEE 802.3x Flow Control

Follow these steps to configure the IEEE 802.3x flow control.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode
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Command or Action Purpose

Step 3 interface interface-id Specifies the physical interface to be configured,

and enters interface configuration mode.
Example:

Device (config) # interface
gigabitethernetl/4

Step 4 flowcontrol {receive} {on | off | desired} Configures the flow control mode for the port.

Example:

Device (config-if) # flowcontrol receive
on

Step 5 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

Step 6 show flowcontrol interface interface-id Verifies the specified interface flow control

settings.
Example: &

Device# show flowcontrol interface

GigabitEthernetl/4
Step 7 show flowcontrol module slot Verifies the interface flow control settings on
the module.
Example:
Device# show flowcontrol module 1
Step 8 copy running-config startup-config (Optional) Saves your entries in the

Example: configuration file.

Device# copy running-config
startup-config

Configure Layer 3 Interface

Follow these steps to configure a layer 3 interface.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password, if prompted.

Device> enable
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Command or Action

Purpose

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface {gigabitethernet interface-id} | {vlan
vian-id} | {port-channel port-channel-number }

Example:

Device (config) # interface
gigabitethernetl/1

Specifies the interface to be configured as a
Layer 3 interface, and enters interface
configuration mode.

Step 4

no switchport

Example:

Device (config-if) # no switchport

(For physical ports only) Enters Layer 3 mode.

Step 5

ip addressip_address subnet_mask

Example:

Device (config-if) # ip address 192.0.2.10
255.255.255.0

Configures the IP address and IP subnet.

Step 6

no shutdown

Example:

Device (config-if) # no shutdown

Enables the interface.

Step 7

end

Example:

Device (config-if) # end

Returns to privileged EXEC mode.

Step 8

show interfaces [interface-id]

Verifies the configuration.

Step 9

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuring a Logical Layer 3 GRE Tunnel Interface

Before you begin

Generic Routing Encapsulation (GRE) is a tunneling protocol used to encapsulate network layer protocols
inside virtual point-to-point links. A GRE tunnel only provides encapsulation and not encryption.
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Note * GRE tunnels are supported on the hardware. When GRE is configured without tunnel options, packets
are hardware-switched. When GRE is configured with tunnel options (such as key, checksum, and so
on), packets are switched in the software.

* A maximum of 10 GRE tunnels are supported.

* Other features such as Access Control Lists (ACL) and Quality of Service (QoS) are not supported for
the GRE tunnels.

* The tunnel path-mtu-discovery command is not supported for GRE tunnels. To avoid fragmentation,
you can set the maximum transmission unit (MTU) of both ends of the GRE tunnel to the lowest value
by using the ip mtu 832 command.

To configure a GRE tunnel, perform this task:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password, if prompted.

Device> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface tunnel number Enables tunneling on the interface.

Example:

Device (config) # interface tunnel 2

Step 4 ip addressip_address subnet_mask Configures the IP address and IP subnet.

Example:

Device (config)# ip address 192.0.2.10
255.255.255.0

Step 5 tunnel source {ip_address | type_ number} | Configures the tunnel source.

Example:

Device (config)# tunnel source 10.0.0.1

Step 6 tunnel destination {host_name | ip_address} | Configures the tunnel destination.

Example:

Device (config)# tunnel destination
10.0.0.2
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Command or Action Purpose

Step 7 tunnel modegreip Configures the tunnel mode.
Example:
Device (config)# tunnel mode gre ip

Step 8 end Exits configuration mode.
Example:

Device (config) # end

Configuring SVI Autostate Exclude

SVI Autostate controls the status of a Switch Virtual Interface (SVI), determining whether it is up or down
based on the operational state of its associated switch ports. In Layer 3 switches, the switchport autostate
exclude command automatically brings up a VLAN when configured. By default, SVI autostate is enabled.
It can also be disabled to manually bring up the VLAN.

Procedure

Follow these steps to exclude SVI autostate.

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password, if prompted.
Device> enable
Step 2 configureterminal Enters global configuration mode.
Example:
Device# configure terminal
Step 3 interface interface-id Specifies a Layer 2 interface (physical port or
port channel), and enters interface configuration
Example:
mode.
Device (config)# interface
gigabitethernetl/1
Step 4 switchport autostate exclude Excludes the access or trunk port when defining
the status of an SVI line state (up or down)
Example:
Device (config-if)# switchport autostate
exclude
Step 5 end Returns to privileged EXEC mode.
Example:
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Command or Action Purpose

Device (config-if)# end

Step 6 show running config interface interface-id | (Optional) Shows the running configuration.

Example: Verifies the configuration.

Device# show running config interface

gigabitethernetl/1
Step 7 copy running-config startup-config (Optional) Saves your entries in the
configuration file.
Example:

Device# copy running-config
startup-config

Shutting Down and Restarting an Interface

Shutting down an interface disables all functions on the specified interface and marks the interface as unavailable
on all monitoring command displays. This information is communicated to other network servers through all
dynamic routing protocols. The interface is not mentioned in any routing updates.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password, if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface {vlan vian-id} | { gigabitethernet |Selects the interface to be configured.
interface-id} | {port-channel
port-channel-number }

Example:

Device (config) # interface
gigabitethernetl/1

Step 4 shutdown Shuts down an interface.

Example:

Device (config-if) # shutdown
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Command or Action

Purpose

Step 5

no shutdown

Example:

Device (config-if) # no shutdown

Restarts an interface.

Step 6

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

Step 7

show running-config

Example:

Device# show running-config

Verifies your entries.

Configuring the Console Media Type

Follow these steps to set the console media type to RJ-45. If you configure the console as RJ-45, USB console
operation is disabled, and input comes only through the RJ-45 connector.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

line console O

Example:

Device (config) # line console 0

Configures the console and enters line
configuration mode.

Step 4

media-typerj45

Example:

Device (config-line) # media-type r3j45

Configures the console media type to be only
RJ-45 port. If you do not enter this command
and both types are connected, the USB port is
used by default.

Step 5

end

Example:

Returns to privileged EXEC mode.
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Command or Action

Purpose

Device (config) # end

Step 6

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuring USB Inactivity Timeout

When the USB console port is deactivated due to a timeout, you can restore its operation by disconnecting
and reconnecting the USB cable.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

line console 0

Example:

Device (config)# line console 0

Configures the console and enters line
configuration mode.

Step 4

usb-inactivity-timeout timeout-minutes

Example:

Device (config-line) #
usb-inactivity-timeout 30

Specifies an inactivity timeout for the console
port. The range is 1 to 240 minutes. The default
is to have no timeout configured.

Step 5

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.
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Disabling USB Ports

To disable all USB ports, peform this procedure.

Procedure

Disabling USB Ports [Jj

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

[no] platform usb disable

Example:

Device (config) # platform usb disable

Disables all the USB ports on the device.

Use the no platform usb disable command to
reenable the USB ports.

Step 4

exit
Example:

Device (config) # exit

Exits to privileged EXEC mode.

Step 5

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Monitoring Interface Characteristics

The following sections provide information about monitoring interface characteristics.

Monitoring Interface Status

Commands entered at the privileged EXEC prompt display information about the interface, including the
versions of the software and the hardware, the configuration, and statistics about the interfaces.

Table 5: show Commands for Interfaces

Command

Purpose

show interfaces interface-id status
[err-disabled]

Displays interface status or a list of interfaces in the
error-disabled state.
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Command

Purpose

show interfaces [interface-id] switchport

Displays administrative and operational status of switching
(nonrouting) ports. You can use this command to find out if a
port is in routing or in switching mode.

show interfaces [interface-id] description

Displays the description configured on an interface or all
interfaces and the interface status.

show ip interface [interface-id]

Displays the usability status of all interfaces configured for IP
routing or the specified interface.

show interface [interface-id] stats

Displays the input and output packets by the switching path
for the interface.

show interface [interface-id] link[module
number]

Displays the up time and down time of an interface or all
interfaces.

show interfaces interface-id

(Optional) Displays speed and duplex on the interface.

show interfaces transceiver
dom-supported-list

(Optional) Displays Digital Optical Monitoring (DOM) status
on the connect SFP modules.

show interfacestransceiver properties

(Optional) Displays temperature, voltage, or amount of current
on the interface.

show interfaces[interface-id] [ {transceiver
properties| detail } ] module number]

Displays physical and operational status about an SFP module.

show running-config inter face[interface-id]

Displays the running configuration in RAM for the interface.

show version

Displays the hardware configuration, software version, the
names and sources of configuration files, and the boot images.

show controllers ether net-controller
interface-id phy

Displays the operational state of the auto-MDIX feature on
the interface.

Clearing and Resetting Interfaces and Counters

Table 6: clear Commands for Interfaces

Command

Purpose

clear counters[interface-id]

Clears interface counters.

clear interface interface-id

Resets the hardware logic on an interface.

clear line[number | console 0 | vty number]

Resets the hardware logic on an asynchronous serial line.

\)

Note The clear countersprivileged EXEC command does not clear counters retrieved by using Simple Network

Management Protocol (SNMP), but only those seen with the show interface privileged EXEC command.
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Configuration Examples for Interface Characteristics

The following sections provide examples of interface characteristics configurations.

Example: Adding a Description to an Interface

The following example shows how to add a description to an interface:

Device# configure terminal

Enter configuration commands, one per line. End with CNTRL/Z.
Device (config) # interface gigabitethernetl/1

Device (config-if) # description Connects to Marketing

Device (config-if)# end

Device# show interfaces gigabitethernetl/l description

Interface Status Protocol Description
Gil/1 admin down down Connects to Marketing

Example: Setting Interface Speed and Duplex Mode

The following example shows how to set the interface speed to 10 Mbps and the duplex mode to full, on a
10/100/1000 Mbps port:

Device# configure terminal

Device (config)# interface gigabitethernetl/4
Device (config-if)# speed 10

Device (config-if) # duplex full

The following example shows how to set the interface speed to 100 Mbps on a 10/100/1000 Mbps port:
Device# configure terminal

Device (config) # interface gigabitethernetl/4
Device (config-if) # speed 100

Example: Configuring a Layer 3 Interface

The following example shows how to configure a Layer 3 interface:

Device# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Device (config) # interface gigabitethernetl/1l

Device (config-if) # no switchport

Device (config-if)# ip address 192.0.2.10 255.255.255.0

Device (config-if)# no shutdown

Example: Configuring the Console Media Type

The following example shows how to disable the USB console media type and enable the RJ-45 console
media type:

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



Platform |
. Example: Configuring USB Inactivity Timeout

Device# configure terminal
Device (config)# line console 0
Device (config-line) # media-type rj45

The following example shows how to reverse the previous configuration and immediately activate any USB
console that is connected:

Device# configure terminal
Device (config)# line console 0
Device (config-line) # no media-type rj45

Example: Configuring USB Inactivity Timeout

The following example shows how to configure the inactivity timeout to 30 minutes:

Device# configure terminal
Device (config)# line console 0
Device (config-line) # usb-inactivity-timeout 30

Device# configure terminal
Device (config)# line console 0
Device (config-line)# no usb-inactivity-timeout

If there is no (input) activity on a USB console port for the configured number of minutes, the inactivity
timeout setting applies to the RJ-45 port, and a log shows this occurrence:

*Mar 1 00:47:25.625: %USB_CONSOLE-6-INACTIVITY DISABLE: Console media-type USB disabled
due to inactivity, media-type reverted to RJ45.

At this point, the only way to reactivate the USB console port is to disconnect and reconnect the cable.

When the USB cable on a switch is disconnected and reconnected, a log, which is similar to this, appears:

*Mar 1 00:48:28.640: %USB_CONSOLE-6-MEDIA USB: Console media-type is USB.
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Auto-MDIX

* Prerequisites for Auto-MDIX, on page 39
* Restrictions for Auto-MDIX, on page 39
* Information About Auto-MDIX, on page 39

Prerequisites for Auto-MDIX

To configure Layer 2 parameters, if the interface is in Layer 3 mode, you must enter the switchport interface
configuration command without any parameters to put the interface into Layer 2 mode. This shuts down the
interface and then re-enables it, which might generate messages on the device to which the interface is
connected. When you put an interface that is in Layer 3 mode into Layer 2 mode, the previous configuration
information related to the affected interface might be lost, and the interface is returned to its default
configuration.

Automatic medium-dependent interface crossover (auto-MDIX) is enabled by default.

Restrictions for Auto-MDIX

* The device might not support a pre-standard powered device—such as Cisco IP phones and access points
that do not fully support IEEE 802.3af—if that powered device is connected to the device through a
crossover cable. This is regardless of whether auto-MIDX is enabled on the switch port.

» After each device reload, interfaces configured with the no mdix auto command will be in down state.
To enable the interface, each time after a reload, you have to remove the SFP and reinsert the SFP.

Information About Auto-MDIX

The following sections provide information about Auto-MDIX.

Auto-MDIX on an Interface

When automatic medium-dependent interface crossover (auto-MDIX) is enabled on an interface, the interface
automatically detects the required cable connection type (straight through or crossover) and configures the
connection appropriately. When connecting devices without the auto-MDIX feature, you must use
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straight-through cables to connect to devices such as servers, workstations, or routers and crossover cables

to connect to other devices or repeaters. With auto-MDIX enabled, you can use either type of cable to connect
to other devices, and the interface automatically corrects for any incorrect cabling. For more information about
cabling requirements, see the hardware installation guide.

\)

Note

Auto-MDIX is enabled by default.

This table shows the link states that result from auto-MDIX settings and correct and incorrect cabling.

Table 7: Link Conditions and Auto-MDIX Settings

Local Side Auto-MDIX | Remote Side Auto-MDIX | With Correct Cabling | With Incorrect Cabling
On On Link up Link up

On Off Link up Link up

Off On Link up Link up

Off Off Link up Link down
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Checking Port Status and Connectivity

* Check Cable Status Using Time Domain Reflectometer, on page 41

Check Cable Status Using Time Domain Reflectometer

The Time Domain Reflectometer (TDR) feature allows you to determine if a cable is OPEN or SHORT when
it is at fault.

Running the TDR Test

To start the TDR test, perform this task:

Procedure
Command or Action Purpose
Step 1 test cable-diagnosticstdr {interface { Starts the TDR test.
interface-number }}
Step 2 show cable-diagnosticstdr {interface Displays the TDR test counter information.
interface-number }

TDR Guidelines

The following guidelines apply to the use of TDR:

* Do not change the port configuration while the TDR test is running.

* If you connect a port undergoing a TDR test to an Auto-MDIX enabled port, the TDR result might be
invalid.

* If you connect a port undergoing a TDR test to a I00BASE-T port such as that on the device, the unused
pairs (4-5 and 7-8) are reported as faulty because the remote end does not terminate these pairs.

* To run a TDR test, the cable length should be at least 10 meters. If the cable is shorter than 10 meters,
the test is considered as invalid.

* Due to cable characteristics, you should run the TDR test multiple times to get accurate results.
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* Do not change port status (for example, remove the cable at the near or far end) because the results might
be inaccurate.

» TDR works best if the test cable is disconnected from the remote port. Otherwise, it might be difficult
for you to interpret results correctly.

» TDR operates across four wires. Depending on the cable conditions, the status might show that one pair
is OPEN or SHORT while all other wire pairs display as faulty. This operation is acceptable because
you should declare a cable faulty provided one pair of wires is either OPEN or SHORT.

* TDR intent is to determine how poorly a cable is functioning rather than to locate a faulty cable.

* When TDR locates a faulty cable, you should still use an offline cable diagnosis tool to better diagnose
the problem.
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Configuring LLDP and LLDP-MED

* Restrictions for LLDP, on page 43

* Information About LLDP and LLDP-MED, on page 43

* How to Configure LLDP and LLDP-MED, on page 46

* Configuration Examples for LLDP and LLDP-MED, on page 52
* Monitoring and Maintaining LLDP and LLDP-MED, on page 52

Restrictions for LLDP

» If the interface is configured as a tunnel port, LLDP is automatically disabled.

* If you first configure a network-policy profile on an interface, you cannot apply the switchport voice
vlan command on the interface. If the switchport voice vlan vian-id is already configured on an interface,
you can apply a network-policy profile on the interface. This way the interface has the voice or
voice-signaling VLAN network-policy profile applied on the interface.

* You cannot configure static secure MAC addresses on an interface that has a network-policy profile.

* When Cisco Discovery Protocol and LLDP are both in use within the same switch, it is necessary to
disable LLDP on interfaces where Cisco Discovery Protocol is in use for power negotiation. LLDP can
be disabled at interface level with the commands no Ildp tlv-select power-management or no lldp
transmit / no Ildp receive.

Information About LLDP and LLDP-MED

LLDP

This section describes about LLDP and LLDP-MED.

The Cisco Discovery Protocol (CDP) is a device discovery protocol that runs over Layer 2 (the data link layer)
on all Cisco-manufactured devices (routers, bridges, access servers, switches, and controllers). CDP allows
network management applications to automatically discover and learn about other Cisco devices connected
to the network.

To support non-Cisco devices and to allow for interoperability between other devices, the device supports the
IEEE 802.1AB Link Layer Discovery Protocol (LLDP). LLDP is a neighbor discovery protocol that is used
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for network devices to advertise information about themselves to other devices on the network. This protocol
runs over the data-link layer, which allows two systems running different network layer protocols to learn
about each other.

LLDP Supported TLVs

LLDP-MED

LLDP supports a set of attributes that it uses to discover neighbor devices. These attributes contain type,
length, and value descriptions and are referred to as TLVs. LLDP supported devices can use TLVs to receive
and send information to their neighbors. This protocol can advertise details such as configuration information,
device capabilities, and device identity.

The switch supports these basic management TLVs. These are mandatory LLDP TLVs.
* Port description TLV

* System name TLV

* System description TLV

* System capabilities TLV

* Management address TLV

These organizationally specific LLDP TLVs are also advertised to support LLDP-MED.
» Port VLAN ID TLV (IEEE 802.1 organizationally specific TLVs)

* MAC/PHY configuration/status TLV (IEEE 802.3 organizationally specific TLVs)

LLDP for Media Endpoint Devices (LLDP-MED) is an extension to LLDP that operates between endpoint
devices such as IP phones and network devices. It specifically provides support for voice over IP (VoIP)
applications and provides additional TLVs for capabilities discovery, network policy, Power over Ethernet,
inventory management and location information. By default, all LLDP-MED TLVs are enabled.

LLDP-MED Supported TLVs

LLDP-MED supports these TLVs:
* LLDP-MED capabilities TLV

Allows LLDP-MED endpoints to determine the capabilities that the connected device supports and has
enabled.

* Network policy TLV

Allows both network connectivity devices and endpoints to advertise VLAN configurations and associated
Layer 2 and Layer 3 attributes for the specific application on that port. For example, the switch can notify
a phone of the VLAN number that it should use. The phone can connect to any device, obtain its VLAN
number, and then start communicating with the call control.

By defining a network-policy profile TLV, you can create a profile for voice and voice-signaling by
specifying the values for VLAN, class of service (CoS), differentiated services code point (DSCP), and
tagging mode. These profile attributes are then maintained centrally on the switch and propagated to the
phone.
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Power management TLV

Enables advanced power management between LLDP-MED endpoint and network connectivity devices.
Allows devices and phones to convey power information, such as how the device is powered, power
priority, and how much power the device needs.

LLDP-MED also supports an extended power TLV to advertise fine-grained power requirements, end-point
power priority, and end-point and network connectivity-device power status. LLDP is enabled and power
is applied to a port, the power TLV determines the actual power requirement of the endpoint device so
that the system power budget can be adjusted accordingly. The device processes the requests and either
grants or denies power based on the current power budget. If the request is granted, the switch updates
the power budget. If the request is denied, the device turns off power to the port, generates a syslog
message, and updates the power budget. If LLDP-MED is disabled or if the endpoint does not support
the LLDP-MED power TLYV, the initial allocation value is used throughout the duration of the connection.

You can change power settings by entering the power inline {auto [max max-wattage] | never | static
[max max-wattage] } interface configuration command. By default the PoE interface is in auto mode;

Inventory management TLV

Allows an endpoint to send detailed inventory information about itself to the device, including information
hardware revision, firmware version, software version, serial number, manufacturer name, model name,
and asset ID TLV.

Location TLV

Provides location information from the device to the endpoint device. The location TLV can send this
information:

* Civic location information

Provides the civic address information and postal information. Examples of civic location information
are street address, road name, and postal community name information.

* ELIN location information

Provides the location information of a caller. The location is determined by the Emergency location
identifier number (ELIN), which is a phone number that routes an emergency call to the local public
safety answering point (PSAP) and which the PSAP can use to call back the emergency caller.

* Geographic location information

Provides the geographical details of a switch location such as latitude, longitude, and altitude of a
switch.

« custom location

Provides customized name and value of a switch location.

Default LLDP Configuration

Table 8: Default LLDP Configuration

Feature Default Setting

LLDP global state Enabled
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Feature

Default Setting

LLDP holdtime (before discarding)

120 seconds

LLDP timer (packet update frequency) 30 seconds
LLDP reinitialization delay 2 seconds
LLDP tlv-select Enabled
LLDP interface state Enabled
LLDP receive Enabled
LLDP transmit Enabled

LLDP med-tlv-select

Enabled. When LLDP is globally enabled,
LLDP-MED-TLYV is also enabled.

How to Configure LLDP and LLDP-MED

Enabling LLDP

Procedure

This section provides the procedures to configure LLDP and LLDP-MED.

Command or Action

Purpose

Step 1 enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2 configure terminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3 Ildp run

Example:

Device (config) # 1lldp run

Enables LLDP globally on the device.

Step 4 interface interface-id

Example:

gigabitethernetl/1

Device (config) # interface

Specifies the interface on which you are
enabling LLDP, and enters interface
configuration mode.
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Command or Action

Purpose

Step 5

IIdp transmit

Example:

Device (config-if)# 1lldp transmit

Enables the interface to send LLDP packets.

Step 6

Ildp receive

Example:

Device (config-if)# 1lldp receive

Enables the interface to receive LLDP packets.

Step 7

end

Example:

Device (config-if)# end

Exits interface configuration mode, and returns
to privileged EXEC mode.

Step 8

show Ildp

Example:
Device# show 1lldp

Verifies the configuration.

Step 9

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuring LLDP Characteristics

You can configure the frequency of LLDP updates, the amount of time to hold the information before discarding
it, and the initialization delay time. You can also select the LLDP and LLDP-MED TLVs to send and receive.

\}

Note  Steps 3 through 6 are optional and can be performed in any order.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.
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Command or Action

Purpose

Step 3

[Idp holdtime seconds

Example:
Device (config) # 1ldp holdtime 120

(Optional) Specifies the amount of time a
receiving device should hold the information
from your device before discarding it.

The range is 0 to 65535 seconds; the default
is 120 seconds.

Step 4

[Idp reinit delay

Example:
Device (config) # 1lldp reinit 2

(Optional) Specifies the delay time in seconds
for LLDP to initialize on an interface.

The range is 2 to 5 seconds; the default is 2
seconds.

Step 5

[ldp timer rate

Example:
Device (config) # 1lldp timer 30

(Optional) Sets the sending frequency of LLDP
updates in seconds.

The range is 5 to 65534 seconds; the default
is 30 seconds.

Step 6

[Idp tlv-select

Example:

Device (config)# tlv-select

(Optional) Specifies the LLDP TLVs to send
or receive.

Step 7

inter face interface-id

Example:

Device (config) # interface
gigabitethernetl/1

Specifies the interface on which you are
enabling LLDP, and enters interface
configuration mode.

Step 8

[Idp med-tlv-select

Example:

Device (config-if) # 1lldp med-tlv-select]
inventory management

(Optional) Specifies the LLDP-MED TLVs to
send or receive.

Step 9

end

Example:

Device (config-if) # end

Exits interface configuration mode, and returns
to privileged EXEC mode.

Step 10

show lldp

Example:
Device# show 1lldp

Verifies the configuration.

Step 11

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.
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By default, the device only sends LLDP packets until it receives LLDP-MED packets from the end device.
It then sends LLDP packets with MED TLVs, as well. When the LLDP-MED entry has been aged out, it again
only sends LLDP packets.

Procedure

Configuring LLDP-MED TLVs .

By using the lldp interface configuration command, you can configure the interface not to send the TLVs
listed in the following table.

Table 9: LLDP-MED TLVs

LLDP-MED TLV

Description

inventory-management

LLDP-MED inventory management TLV

location

LLDP-MED location TLV

network-policy

LLDP-MED network policy TLV

power-management

LLDP-MED power management TLV

Follow these steps to enable a TLV on an interface:

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password, if prompted.
Device> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Device# configure terminal
Step 3 interface interface-id Specifies the interface on which you are
enabling LLDP, and enters interface
Example: .
configuration mode.
Device (config)# interface
gigabitethernetl/1
Step 4 IIdp med-tlv-select Specifies the TLV to enable.
Example:
Device (config-if)# 1lldp med-tlv-select
inventory management
Step 5 end Exits global configuration mode, and returns to
ivil EXE .
Example: privileged C mode

Device (config-if)# end
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Command or Action

Purpose

Step 6

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuring Network-Policy TLV

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

networ k-policy profile profile number

Example:

Device (config) # network-policy profile
1

Specifies the network-policy profile number,
and enters network-policy configuration mode.
The range is 1 to 4294967295.

Step 4

{voice| voice-signaling} vlan [vlan-id {cos
cvalue | dscp dvalue} ] | [[dot1p {coscvalue|
dscp dvalue} ] | none | untagged]

Example:

Device (config-network-policy) # voice
vlan 100 cos 4
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Configures the policy attributes:

* voice: Specifies the voice application
type.

« voice-signaling: Specifies the
voice-signaling application type.

« vlan: Specifies the native VLAN for
voice traffic.

* vlan-id: (Optional) Specifies the VLAN
for voice traffic. The range is 1 to 4094.

« coscvalue: (Optional) Specifies the Layer
2 priority class of service (CoS) for the
configured VLAN. The range is 0 to 7;
the default is 5.

» dscp dvalue: (Optional) Specifies the
differentiated services code point (DSCP)
value for the configured VLAN. The
range is 0 to 63; the default is 46.
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Command or Action

Purpose

« dot1p: (Optional) Configures the
telephone to use IEEE 802.1p priority
tagging and use VLAN 0 (the native
VLAN).

* none: (Optional) Do not instruct the IP
telephone about the voice VLAN. The
telephone uses the configuration from the
telephone key pad.

« untagged: (Optional) Configures the
telephone to send untagged voice traffic.
This is the default for the telephone.

Step 5 exit Returns to global configuration mode.
Example:
Device (config) # exit

Step 6 interfaceinterface-id Specifies the interface on which you are
Example: conﬁgl.lring a network—pol%cy profile, and

enters interface configuration mode.

Device (config) # interface
gigabitethernetl/1

Step 7 networ k-policy profile number Specifies the network-policy profile number.
Example:
Device (config-if) # network-policy 1

Step 8 [ldp med-tlv-select network-policy Specifies the network-policy TLV.
Example:
Device (config-if) # 1ldp med-tlv-select

network-policy

Step 9 end Returns to privileged EXEC mode.
Example:
Device (config) # end

Step 10 show networ k-policy profile Verifies the configuration.
Example:
Device# show network-policy profile

Step 11 copy running-config startup-config (Optional) Saves your entries in the

Example:

Device# copy running-config
startup-config

configuration file.
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Configuration Examples for LLDP and LLDP-MED

This section provides configuration examples for LLDP and LLDP-MED.

Examples: Configuring Network-Policy TLV

This example shows how to configure VLAN 100 for voice application with CoS and to enable the
network-policy profile and network-policy TLV on an interface:

Device# configure terminal

Device (config) # network-policy 1

Device (config-network-policy) # voice vlan 100 cos 4
Device (config-network-policy) # exit

Device (config) # interface gigabitethernetl/1

Device (config-if) # network-policy profile 1

Device (config-if)# 1ldp med-tlv-select network-policy

This example shows how to configure the voice application type for the native VLAN with priority tagging:

Device-config-network-policy) # voice vlan dotlp cos 4
Device-config-network-policy) # voice vlan dotlp dscp 34

Monitoring and Maintaining LLDP and LLDP-MED

Use the following commands for monitoring and maintaining LLDP and LLDP-MED.

Command Description

clear Ildp counters Resets the traffic counters to zero.

clear Ildp table Deletes the LLDP neighbor information table.
clear nmsp statistics Clears the NMSP statistic counters.

show Ildp Displays global information, such as frequency of

transmissions, the holdtime for packets being sent,
and the delay time before LLDP initializes on an
interface.

show IIdp entry entry-name Displays information about a specific neighbor.

You can enter an asterisk (*) to display all neighbors,
or you can enter the neighbor name.

show lldp interface [interface-id] Displays information about interfaces with LLDP
enabled.

You can limit the display to a specific interface.
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Command Description

show Ildp neighbor s [interface-id] [detail] Displays information about neighbors, including
device type, interface type and number, holdtime
settings, capabilities, and port ID.

You can limit the display to neighbors of a specific
interface or expand the display for more detailed
information.

show Ildp traffic Displays LLDP counters, including the number of
packets sent and received, number of packets
discarded, and number of unrecognized TLVs.

show location admin-tag string Displays the location information for the specified
administrative tag or site.

show location civic-location identifier id Displays the location information for a specific global
civic location.

show location elin-location identifier id Displays the location information for an emergency
location
show networ k-policy profile Displays the configured network-policy profiles.
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Configuring System MTU

* Information About the MTU, on page 55
* How to Configure MTU , on page 55
* Configuration Examples for System MTU, on page 57

Information About the MTU

The default maximum transmission unit (MTU) size for payload received in Ethernet frame and sent on all
device interfaces is 1500 bytes. The maximum value of System MTU is 9198 bytes.

System MTU Value Application

The upper limit of the IP or IPv6 MTU value is based on the switch configuration and refers to the currently
applied system MTU value. For more information about setting the MTU sizes, see the System mtu global
configuration command in the command reference for this release.

The minimum IPv6 system MTU is fixed at 1280 as per RFC 8200.

How to Configure MTU

The following tasks describe how you can configure MTU.

Configuring the System MTU

Follow these steps to change the MTU size for switched packets:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password, if prompted.
Device> enable
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Command or Action

Purpose

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

system mtu bytes

Example:

Device (config) # system mtu 1900

(Optional) Changes the MTU size for all
interfaces.

Step 4

end

Example:

Device (config) # end

Enters global configuration mode, and returns
to privileged EXEC mode.

Step 5

copy running-config startup-config

Example:

Device# copy running-config
startup-config

Saves your entries in the configuration file.

Step 6

show system mtu

Example:

Device# show system mtu

Verifies your settings.

Configuring Protocol-Specific MTU

To override system MTU values on routed interfaces, configure protocol-specific MTU under each routed
interface. To change the MTU size for routed ports, perform this procedure.

Procedure

Command or Action

Purpose

Step 1

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 2

interface interface

Example:

Device (config)# interface
gigabitethernetl/1

Enters interface configuration mode.

Step 3

no switchport

Example:

Device (config-if) # no switchport

Enters Layer 3 mode.
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Command or Action

Purpose

Step 4

ip mtu bytes

Example:
Device (config-if)# ip mtu 850

Changes the IPv4 MTU size. Valid values range
from 832-1500.

Step 5

ipv6 mtu bytes

Example:
Device (config-if)# ipvé mtu 1280

(Optional) Changes the IPv6 MTU size.

Step 6

end

Example:

Device (config-if)# end

Exits interface configuration mode, and returns
to privileged EXEC mode.

Step 7

copy running-config startup-config

Example:

Device# copy running-config
startup-config

Saves your entries in the configuration file.

Step 8

show system mtu

Example:

Device# show system mtu

Verifies your settings.

Configuration Examples for System MTU

Example: Configuring Protocol-Specific MTU

This example shows how you can configure protocol-specific MTU:

Device# configure terminal

Device (config) # interface gigabitethernet 1/1

Device (config-if)# ip mtu 900

Device

config-if)# ipvé mtu 1286

Device (config-if)# end

Example: Configuring the System MTU

This example shows how you can configure the system MTU:

Device# configure terminal
Device (config) # system mtu 1600
Device (config) # exit

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



Platform |
. Example: Configuring the System MTU

. Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1



CHAPTER 7

Configuring Per-Port MTU

* Restrictions for Per-Port MTU, on page 59

* Information About Per-Port MTU, on page 59

* Configuring Per-Port MTU, on page 60

» Example: Configuring Per-Port MTU, on page 60
» Example: Verifying Per-Port MTU, on page 61

» Example: Disabling Per-Port MTU, on page 61

Restrictions for Per-Port MTU

* Per-Port MTU cannot be configured on SVL links.

* Members of a port channel cannot be configured with Per-Port MTU, they derive their MTU from the
port-channel MTU configuration.

* Do not configure the per-port MTU value while the traffic is flowing.

Information About Per-Port MTU

You can configure the MTU size for all interfaces on a device at the same time using the System mtu command.
The default maximum transmission unit (MTU) size for frames received and transmitted on all interfaces is
1500 bytes. The system mtu command is a global command and does not allow MTU to be configured at a
port level. You can configure Per-Port MTU. Per-Port MTU will support port level and port channel level
MTU configuration. With Per-Port MTU you can set different MTU values for different interfaces as well as
different port channel interfaces.

Per-port MTU can be configured in the range of 1500-9198 bytes.

Once the Per-Port MTU value has been configured on a port, the protocol-specific MTU for that port is also
changed to the Per-Port MTU value. When Per-Port MTU is configured on a port, you can still configure
protocol-specific MTU on the interface in the range from 256 to Per-Port MTU value.

If the Per-Port MTU is disabled, the MTU for the port will revert to the system MTU value.
You can view the Per-Port MTU configurations on an interface using the show inter face mtu command.

The following are expected behaviour if the Per-Port MTU configuration is changed on any interface:
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* The interface flaps if the port-channel is in PAgP or LACP mode.

* The interface does not flap if the port channel is in the on mode.

* The interface does not flap if the interface is not a port channel.

You can disable Per-Port MTU by using the no form of the mtubytes command in the interface configuration

mode.

Configuring Per-Port MTU

Follow these steps to change the MTU size for switched packets on a particular port of an interface:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interfacetype

Example:

Device (config) # interface GigabitEthernet]
1/1

Configures the interface and enters interface
configuration mode.

Step 4

mtubytes

Example:
Device (config-if)# mtu 6666

Configures the MTU size for a particular port
on the interface.

Step 5

end

Example:

Device (config-if) # end

Exits interface configuration mode, and returns
to privileged EXEC mode.

Example: Configuring Per-Port MTU

This example shows how to configure Per-Port MTU on an interface:

Device# configure terminal

Device (config) # interface GigabitEthernet 1/1
Device (config-if)# mtu 6666

Device (config-if)# end
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Example: Verifying Per-Port MTU

This example shows how to verify Per-Port MTU on an interface using the show interface mtu
command:

Device# show interface mtu

Port Name MTU
Fo2/5/0/19 1500
Fo2/5/0/20 6666
Fo2/5/0/21 ixia 7 21 1500

Example: Disabling Per-Port MTU

This example shows how to disable Per-Port MTU on an interface:

Device# configure terminal

Device (config) # interface GigabitEthernet 1/1
Device (config-if)# no mtu

Device (config-if)# end
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Configuring Power over Ethernet

* Information About Power over Ethernet, on page 63
* How to Configure PoE and UPOE, on page 67
* Monitoring Power Status, on page 73

Information About Power over Ethernet

Power over Ethernet (PoE) is a technique for delivering DC power to devices over copper Ethernet cabling,
eliminating the need for separate power supplies and outlets. Using PoE can improve flexible options for
placing Ethernet end devices, and reduce the time and expense of installing electrical cabling.

A PoE-capable switch port automatically supplies power to one of these connected devices if the switch senses
that there is no power in the circuit:

» An IEEE standard powered device, such as a new Cisco IP phone.
» An IEEE 802.3af-compliant powered device, which can receive up to 15.4 W of DC power
» An IEEE 802.3at-compliant powered device, which can receive up to 30 W of DC power

» An IEEE 802.3bt-compliant powered device, which can receive up to 90 W of DC power

A powered device can receive redundant power when it is connected to a PoE switch port and to an AC power
source. The device does not receive redundant power when it is only connected to the PoE port.

Types of PoE

There are two types of PoE: PoE+, and Universal Power over Ethernet Plus (UPoE+). PoE+ delivers 30 W
to a port while UPoE+ delivers 90 W to a port. However, both PoE+ and UPoE+ support lower wattages.

PoE features

* PoE power policing: When power policing is enabled, the device polices power usage by comparing the
real-time power consumption with the maximum power allocated to the device.

For more information, see the section Power Monitoring and Power Policing.

» Perpetual PoE: Perpetual PoE provides uninterrupted power to a connected powered device even when
the power sourcing equipment switch is booting.

For more information, see the section Configuring Perpetual PoE and Fast POE.
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* Fast POE: Fast PoE enables the quick start of PoE power after a system power loss and recovery. If Fast
PoE is enabled, status of PoE ports is stored in flash so that if there is a power loss and recovery, ports
can be powered on as quickly as possible.

Powered-Device Detection and Initial Power Allocation

The switch detects an IEEE-compliant powered device when the PoE-capable port is in the no-shutdown state,
PoE is enabled (the default), and the connected device is not powered by an AC adapter.

After device detection, the switch determines the device's power requirements based on its type:

* The initial power allocation is the maximum amount of power that a powered device requires. The switch
initially allocates this amount of power when it detects and powers the powered device. Because the
switch receives CDP messages from the powered device, and because the powered device negotiates
power levels with the switch through CDP power-negotiation messages, the initial power allocation
might be adjusted.

* The switch classifies the detected IEEE device within a power consumption class. Based on the available
power in the power budget, the switch determines if a port can be powered. The following table lists
these levels.

Power Consumption Class Maximum Power Level Required from Device
0 (class status unknown) 154 W

1 4 W

2 7W

3 154 W

4 30W

5 45 W

6 60 W

7 75 W

8 90 W

The following list shows the power consumption class and maxim power level required for the switches:

* E-3505-8P3S and IE-3500H-14P2T: Supports power consumption classes 1 through 4 (4 W to 30
W).

* IE3500H mGig 4PPoE switches (IE-3500H-12P2MU2X):
* 12 GE downlink ports support power consumption classes 1 through 4 (4 W to 30 W).

* Two 2.5 mGig downlink ports support power consumption classes 1 through 8 (4 W to 60 W).

* [E3500 mGig (IE-3500-8U3X): Support spower consumption classes 1 through 8 (4 W to 90 W).
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The switch monitors and tracks requests for power and grants power only when it is available. The switch
tracks the power budget (the amount of power available on the device for PoE). The switch also performs
power-accounting calculations when a port is granted or denied power to keep the power budget up to
date.

After power is applied to the port, the switch uses CDP to determine the CDP-specific power consumption
requirement of the connected Cisco powered devices, which is the amount of power to allocate based on
the CDP messages. The switch adjusts the power budget accordingly. Note that CDP does not apply to
third-party PoE devices. The switch processes a request, and either grants or denies power. If the request
is granted, the switch updates the power budget. If the request is denied, the switch ensures that the power
to the port is turned off, generates a syslog message, and updates the LEDs. Powered devices can also
negotiate with the switch for more power.

With third party IEEE powered devices use IEEE 802.3at or bt and LLDP power with medium-dependent
interface (MDI) type, length, and value descriptions (TLVs) and power-via-MDI TLVs, for negotiating
power up to 90 W. Cisco IEEE powered devices can use CDP or the IEEE 802.3 at or bt power-via-MDI
power-negotiation mechanism to request power levels up to 30 W or 90 W.

If the switch detects a fault caused by an undervoltage, overvoltage, overtemperature, oscillator fault, or
short-circuit condition, it turns off power to the port, generates a syslog message, and updates the power
budget and LEDs.

Power Management Modes

The device supports these POE modes:

* Auto: The auto mode is the default setting. The switch automatically detects if the connected device

requires power. If the switch discovers a powered device connected to the port, and if the switch has
enough power, it grants power, updates the power budget, and turns on power to the port on a first-come,
first-served basis, and updates the LEDs. For LED information, see the hardware installation guide.

If the switch has enough power for all the powered devices, they all come up. If enough power is available
for all the powered devices connected to the switch, power is turned on to all the devices. If enough PoE
is not available, or if a device is disconnected and reconnected while other devices are waiting for power,
it cannot be determined which devices are granted or are denied power.

If granting power exceeds the system's power budget, the switch denies power, ensures that power to the
port is turned off, generates a syslog message, and updates the LEDs. After power is denied, the switch
periodically rechecks the power budget and continues to attempt to grant the request for power.

If a device that is being powered by the switch is then connected to wall power, the switch might continue
to power the device. The switch might continue to report that it is still powering the device irrespective
of whether the device is being powered by the switch or receiving power from an AC power source.

If a powered device is removed, the switch automatically detects the disconnect and removes power from
the port. You can connect a nonpowered device without damaging it.

You can specify the maximum wattage that is allowed on the port. If the IEEE class maximum wattage
of the powered device is greater than the configured maximum value, the switch does not provide power
to the port. If the switch powers a powered device, but the powered device later requests, through CDP
or LLDP messages, more than the configured maximum value, the switch removes power to the port.
The power that was allocated to the powered device is reclaimed into the global power budget. If you
do not specify a wattage, the switch delivers the maximum value. Use the auto setting on any PoE port.
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« Static: The switch preallocates power to the port (even when no powered device is connected) and
guarantees that power will be available for the port. The switch allocates the port-configured maximum
wattage, and the amount is never adjusted through the IEEE class or by CDP messages from the powered
device. Because power is preallocated, any powered device that uses less than or equal to the maximum
wattage, is guaranteed to be powered when it is connected to the static port. The port no longer participates
in the first-come, first-served model.

However, if the powered device's IEEE class is greater than the maximum wattage, the switch does not
supply power to it. If the switch learns through CDP messages that the powered device is consuming
more than the maximum wattage, the switch shuts down the powered device.

If you do not specify a wattage, the switch preallocates the maximum value. The switch powers the port
only if it discovers a powered device.

* Never: The switch disables powered-device detection and never powers the PoE port even if an unpowered
device is connected. Use this mode only when you want to make sure that power is never applied to a
PoE-capable port, making the port a data-only port.

For most situations, the default configuration (auto mode) works well, providing plug-and-play operation.
No further configuration is required. However, configure a PoE port to make it data only, or to specify a
maximum wattage to disallow high-power powered devices on a port.

Power Monitoring and Power Policing

When policing of the real-time power consumption is enabled, the device takes action when a powered device
consumes more power than the maximum amount allocated, which is also referred to as the cutoff-power
value.

When PoE is enabled, the device senses and monitors the real-time power consumption of the connected
powered device. This is called power monitoring or power sensing. The device also polices the power usage
with the power policing feature.

Power monitoring is backward-compatible with Cisco intelligent power management and CDP-based power
consumption. It works with these features to ensure that the PoE port can supply power to a powered device.

The device senses the real-time power consumption of the connected device as follows:

1. The device monitors the real-time power consumption by individual ports.

2. The device records the power consumption, including peak power usage, and reports this information
through the CISCO-POWER-ETHERNET-EXT-MIB.

3. Ifpower policing is enabled, the device polices power usage by comparing the real-time power consumption
with the maximum power allocated to the device. The maximum power consumption is also referred to
as the cutoff power on a PoE port.

If the device uses more than the maximum power allocation on the port, the device can either turn off the
power to the port, or can generate a syslog message and update the LEDs (the port LED is now blinking
amber) while still providing power to the device based on the device configuration. By default, power-usage
policing is disabled on all the PoE ports.

If error recovery from the PoE error-disabled state is enabled, the device automatically takes the PoE port
out of the error-disabled state after the specified amount of time.

If error recovery is disabled, you can manually re-enable the PoE port by using the shutdown and no
shutdown interface configuration commands.
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4. If policing is disabled, no action occurs when the powered device consumes more than the maximum
power allocation on the PoE port, which could adversely affect the device.

Power Consumption Values

You can configure the initial power allocation and the maximum power allocation on a port. However, these
values are the configured values that determine when the device should turn on or turn off power on the PoE
port. The maximum power allocation is not the same as the actual power consumption of the powered device.
The actual cutoff power value that the device uses for power policing is not equal to the configured power
value.

When power policing is enabled, the device polices the power usage at the switch port, where the power

consumption is greater than that by the device. When you manually set the maximum power allocation, you
must consider the power loss over the cable from the switch port to the powered device. The cutoff power is
the sum of the rated power consumption of the powered device and the worst-case power loss over the cable.

We recommend that you enable power policing when PoE is enabled on your device. For example, for a Class
1 device, if policing is disabled and you set the cutoff-power value by using the power inline auto max 6300
interface configuration command, the configured maximum power allocation on the PoE port is 6.3 W (6300
mW). The device provides power to the connected devices on the port if the device needs up to 6.3 W. If the
CDP power-negotiated value or the IEEE classification value exceeds the configured cutoff value, the device
does not provide power to the connected device. After the device turns on the power on the PoE port, the
device does not police the real-time power consumption of the device, and the device can consume more
power than the maximum allocated amount, which could adversely affect the device and the devices connected
to the other PoE ports.

Universal Power Over Ethernet

Universal Power Over Ethernet (UPOE) technology extends the IEEE 802.3bt at PoE standard to provide the
capability to source up to 90 W of power (refer to the datasheet for the specific power available for each PID)
over standard Ethernet cabling infrastructure (Class D or better) by using the spare pair of an RJ-45 cable
(wires 4,5,7,8) with the signal pair (wires 1,2,3,6). Power on the spare pair is enabled when the switch port
and end device mutually identify themselves as UPOE-capable using CDP or LLDP and the end device's
requests for power to be enabled on the spare pair. When the spare pair is powered, the end device can negotiate
up to 90 W of power from the switch using CDP or LLDP.

If the end device supports detection and classification on both signal and spare pairs, but does not support the
CDP or LLDP extensions required for UPOE, a 4-pair forced mode configuration automatically enables power
on both signal and spare pairs from the switch port.

If the Single Signature PD provides a valid detection on the spare pair, then the switch port starts to deliver
power to the spare pair as well.

\}

Note When the port is denied power, the class value is shown in the upoe command output, not in the base poe
command.

How to Configure PoE and UPOE

The following tasks describe how you can configure PoE and UPOE.
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Use the global configuration command power inline wattage max max-wattage to configure the PoE budget
of DIN rail switches. Limiting the PoE budget prevents overdrawing power and exceeding the capacity of the
power source. For more information, see Configure PoE budget, on page 71

Configuring a Power Management Mode on a PoE Port

\)

Note When you make PoE configuration changes, the port that are being configured drops power. Depending on
the new configuration, the state of the other PoE ports and the state of the power budget, the port might not
be powered up again. For example, port 1 is in the auto and on state, and you configure it for static mode. The
device removes power from port 1, detects the powered device, and repowers the port. If port 1 is in the auto
and on state, and you configure it with a maximum wattage of 10 W, the device removes power from the port
and then redetects the powered device. The device repowers the port only if the powered device is a class 1,

class 2.
Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password, if prompted.

Device> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface interface-id Specifies the physical port to be configured,
and enters interface configuration mode.
Example:
Device (config)# interface
gigabitethernetl/1
Step 4 power inline {auto [max max-wattage] | never | Configures the PoE mode on the port. The

| static [max max-wattage] | consumption following are the keywords:

milli-watts-consumption } « auto: Enables detection of powered

Example: devices. If enough power is available,
automatically allocates power to the PoE
port after device detection. This is the
default setting.

Device (config-if)# power inline auto

Note
* The power inline auto max command
should be used only to adjust the
port's cut-off power if the connected
powered device (PD) does not
support Layer 1 classification via
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Configuring a Power Management Mode on a PoE Port .

Command or Action

Purpose

LLDP/CDP and requires a manual
increase in power.

* Configure the power inline auto max
value to the maximum of 30 W for
IEEE 802.3at or 802.3af PDs.

The power inline auto max value
should exceed 30W only when an
IEEE 802.3bt compliant Dual
Signature PD or a Class 5 (or higher)
Single Signature PD is connected to
the port.

* max max-wattage: Limits the power
allowed on the port. If no value is
specified, the maximum is allowed.

* never: Disables device detection and
power to the port.

Note

If a port has a Cisco-powered device connected
to it, do not use the power inline never
command to configure the port. A false link-up
can occur, placing the port in the error-disabled
state.

* static: Enables detection of powered
devices. Preallocate (reserve) power for a
port before the device discovers the
powered device. The device reserves
power for this port even when no device
is connected, and guarantees that power
will be provided upon device detection.

Note
* The power inline static max

command should be used only to
adjust the port's cut-off power if the
connected powered device (PD) does
not support Layer 1 classification via
LLDP/CDP and requires a manual
increase in power.

Configure the power inline static
max value to the maximum of 30 W
for IEEE 802.3at or 802.3af PDs.

The power inline static max wattage
value should exceed 30W only when
an IEEE 802.3bt compliant
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Command or Action

Purpose

Dual-Signature PD or a Class 5 (or
higher) Single-Signature PD is
connected to the port.

+ consumption: Sets the PoE consumption
(in mW) of the powered device connected
to a specific interface. The power
consumption can range from 4000 to
90000 mW.

Use the no power inline consumption
command to return to the default settings.

The power inline consumption wattage
command allows you to override the
default power requirement defined by the
IEEE classification. By doing so, any
difference between the IEEE-mandated
power and the actual power required by
the device is reclaimed into the global
power budget. This reclaimed power can
then be allocated to additional devices,
enabling you to extend and utilize the
switch power budget more efficiently.

Note

The power inline consumption wattage
command is not supported for Dual
Signature PDs.

The device allocates power to a port configured
in static mode before it allocates power to a port
configured in auto mode.

Step 5 end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

Step 6 show power inline

Example:

Device# show power inline

Displays the PoE status for a device.

Step 7 copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.
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Configure PoE budget

Use this task to configure the PoE budget of DIN railswitches.

Procedure

Configure PoE budget .

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

power inline wattage max max-wattage

Example:

Device (config-if) # power inline wattage
max 360

Configures the max-wattage power allowed on
the port. If no value is specified, the default
max-wattage value is 125 W. Refer to the
datasheet for the max-wattage power available
for each switch variant.

Step 4

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

Configuring Power Policing

By default, the device monitors the real-time power consumption of connected powered devices. You can
configure the device to police the power usage. By default, policing is disabled.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config)# interface
gigabitethernetl/1

Specifies the physical port to be configured,
and enters interface configuration mode.

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



. Configuring Power Policing

Platform |

Command or Action

Purpose

Step 4

power inlinepolice[action{log | errdisable} ]

Example:

Device (config-if) # power inline police

Configures the device to take one of these
actions if the real-time power consumption
exceeds the maximum power allocation on the
port:

* power inline police: Shuts down the PoE
port, turns off power to it, and puts it in
the error-disabled state.

Note

You can enable error detection for the PoE
error-disabled cause by using the errdisable
detect causeinline-power global configuration
command. You can also enable the timer to
recover from the PoE error-disabled state by
using the errdisablerecovery cause
inline-power interval interval global
configuration command.

« power inline police action errdisable:
Turns off power to the port if the real-time
power consumption exceeds the maximum
power allocation on the port.

* power inlinepoliceaction log: Generates
a syslog message while still providing
power to the port.

If you do not enter the action log keywords, the
default action shuts down the port and puts the
port in the error-disabled state.

Step 5

exit
Example:

Device (config-if)# exit

Exits interface configuration mode, and returns
to global configuration mode.

Step 6

Use one of the following:

« errdisable detect cause inline-power
« errdisablerecovery cause inline-power
* errdisablerecovery interval interval

Example:

Device (config) # errdisable detect cause
inline-power
Device (config) # errdisable recovery cause|

inline-power

Device (config) # errdisable recovery
interval 100

(Optional) Enables error recovery from the PoE
error-disabled state, and configures the PoE
recovery mechanism variables.

By default, the recovery interval is 300 seconds.

interval interval: Specifies the time in seconds,
to recover from the error-disabled state. The
range is 30 to 86400.
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Command or Action Purpose
Step 7 exit Returns to privileged EXEC mode.
Example:

Device (config) # exit

Step 8 Use one of the following: Displays the power-monitoring status, and

- . verifies the error recovery settings.
« show power inline police

+ show errdisablerecovery

Example:

Device# show power inline police

Device# show errdisable recovery

Step 9 copy running-config startup-config (Optional) Saves your entries in the

Example: configuration file.

Device# copy running-config
startup-config

Monitoring Power Status

Use the following show commands to monitor and verify the PoE configuration.

Table 10: show Commands for Power Status

Command Purpose

show power inlinepolice | Displays power-policing data.
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Configuring Perpetual PoE and Fast POE

* Restrictions for Perpetual and Fast PoE, on page 75

* Information About Perpetual PoE, on page 75

* Fast POE, on page 76

* Configuring Perpetual and Fast PoE, on page 76

» Example: Configuring Perpetual and Fast PoE, on page 77

Restrictions for Perpetual and Fast PoE

The following restrictions apply to perpetual and fast PoE:

* Configuration of Fast PoE or Perpetual PoE has to be done before physically connecting any endpoint.
Alternatively do a manual shut/no-shut of the ports drawing power.

* Power to the ports will be interrupted in case of PSE firmware upgrade and ports will be back up
immediately after the upgrade.

» The CREE light powered device (PD) may flap at regular intervals if not configured with IP assigned
from the DHCP server.

Information About Perpetual PoE

Perpetual PoE provides uninterrupted power to connected powered device even when a power sourcing
equipment (PSE) switch is starting after a reload from executing the Cisco 10S software reload command.

A

Caution  Power to the ports will be interrupted in case of M3 or PSE firmware upgrade, and power to the ports will be
backed up after Cisco 10S software starts.
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This feature switches on power without waiting for IOS to boot up. When poe-ha is enabled on a particular
port, the switch on a recovery after power failure, provides power to the connected endpoint devices within
short duration before even the IOS forwarding starts up.

Configuring Perpetual and Fast PoE

To configure perpetual and Fast PoE, perform the following steps.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Specifies the physical port to be configured,
and enters interface configuration mode.

Step 4

power inline port perpetual-poe-ha

Example:

Device (config-if)# power inline port
perpetual-poe-ha

Configures perpetual PoE. When you configure
perpetual PoE on a port connected to a powered
device, the powered device remains powered
on during reload.

Step 5

power inline port poe-ha

Example:

Device (config-if)# power inline port
poe-ha

Configures Fast PoE. When you configure Fast
PoE, if the switch is power cycled, PD device
powers on within 50-60 seconds of plugging
into a power source without waiting for IOS to
boot up.

Step 6

end

Example:

Device (config-if) # end

Returns to privileged EXEC mode.
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Example: Configuring Perpetual and Fast PoE

This example shows how you can configure perpetual PoE on a switch:

Device> enable

Device# configure terminal

Device (config) # interface gigabitethernetl/1

Device (config-if) # power inline port perpetual-poe-ha
Device (config-if)# end

This example shows how you can configure fast PoE on the switch:

Device> enable

Device# configure terminal

Device (config) # interface gigabitethernetl/1
Device (config-if) # power inline port poe-ha
Device (config-if)# end
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Configuring Auto SmartPorts

* Restrictions for Auto SmartPorts, on page 79

* Information about Auto SmartPorts, on page 79

* How to Configure Auto SmartPorts, on page 82

* Configuration Examples for Auto SmartPorts, on page 83

Restrictions for Auto SmartPorts

* Although Auto SmartPort detects the Cisco switch it does not invoke the event trigger automatically.
The event trigger needs to be manually invoked to map the switch to macros.

The no macro auto global processing command disables the Auto Smartport only. To disable the device
classifier, use the no device classifier command.

* In a scenario where the user is authenticating for clients using the ASP macro and the macro includes
commands that may trigger a session teardown or an internal configuration change, we observe that after
authentication, the MAC address gets stuck in the drop state. The following are recommended workarounds
to avoid this situation:

« If the macro contains authentication commands, such as authentication event server dead action
authorize vlan vlan-id and authentication event no-response action authorize vlian vian-id,
remove the commands from the macro and configure them directly on the interface.

« If the macro contains the switchport access vlanvian-id command, use the Dynamic VLAN from
the AAA server instead of configuring the VLAN via the macro.

Information about Auto SmartPorts

Auto SmartPort macros dynamically configure ports based on the device type detected on the port. When the
switch detects a new device on a port, it applies the appropriate Auto SmartPorts macro. When a link-down
event occurs on the port, the switch removes the macro. For example, when you connect a Cisco IP phone to
a port, Auto SmartPorts automatically applies the Cisco IP phone macro. The Cisco IP phone macro enables
quality of service (QoS), security features, and a dedicated voice VLAN to ensure proper treatment of
delay-sensitive voice traffic.
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Auto SmartPorts uses event triggers to map devices to macros. The most common event triggers are based
on Cisco Discovery Protocol (CDP) messages received from connected devices. The detection of a device
(Cisco IP phone, Cisco wireless access point, or Cisco router) invokes an event trigger for that device.

Link Layer Discovery Protocol (LLDP) is used to detect devices that do not support CDP. Other mechanisms
used as event triggers include the 802.1X authentication result and MAC-address learned.

System built-in event triggers exist for various devices based mostly on CDP and LLDP messages and some
MAC address. These triggers are enabled as long as Auto SmartPort is enabled.

You can configure user-defined trigger groups for profiles and devices. The name of the trigger group is used
to associate a user-defined macro.

Auto SmartPort Macros

The Auto SmartPort macros are groups of CLI commands. Detection of devices on a port triggers the application
of the macro for the device. System built-in macros exist for various devices, and, by default, system built-in
triggers are mapped to the corresponding built-in macros. You can change the mapping of built-in triggers or
macros as needed.

A macro basically applies or removes a set of CLIs on an interface based on the link status. In a macro, the
link status is checked. If the link is up, then a set of CLIs is applied; if the link is down, the set is removed
(the no format of the CLIs are applied). The part of the macro that applies the set of CLIs is termed macro.
The part that removes the CLIs (the no format of the CLIs) are termed antimacro.

When a device is connected to an Auto SmartPort, if it gets classified as a lighting end point, it invokes the
event trigger CISCO_LIGHT_EVENT, and the macro CISCO_LIGHT_AUTO_SMARTPORT is executed.

Commands run by CISCO_LIGHT_AUTO_SMARTPORT

When the macro is executed, it runs a series of commands on the switch.
The commands that are executed by running the macro CISCO_LIGHT_AUTO_SMARTPORT are:

* switchport mode access

* switchport port-security violation restrict

* switchport port-security mac-address sticky
* switchport port-security

* power inline port poe-ha

* storm-control broadcast level 50.00

* storm-control multicast level 50.00

* storm-control unicast level 50.00

* spanning-tree portfast

* spanning-tree bpduguard enable
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Enabling Auto SmartPort
A\

Note Auto SmartPorts are disabled by default.

To disable Auto SmartPort macros on a specific port, use the no macro auto global processing interface
command before enabling Auto SmartPort globally.

To enable Auto SmartPort globally, use the macro auto global processing global configuration command.

To enable an Auto SmartPort, perform this task:

Procedure

Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password, if prompted.
Device> enable

Step 2 configureterminal Enters global configuration mode.
Example:
Device# configure terminal

Step 3 device classifier Enables the device classifier.
Example: Use no device classifier command to disable
Device (config) # device classifier the device classifier.

Step 4 macro auto global processing Enables Auto SmartPorts on the switch globally.
Example: Use no macro auto global processing
Device (config) # macro auto global command to disable Auto SmartPort globally.
processing

Step 5 end Returns to privileged EXEC mode.
Example:
Device (config) # end

Step 6 show running-config Verifies your entries.
Example:
Device# show running-config

Step 7 copy running-config startup-config (Optional) Saves your entries in the

configuration file.

Example:
Device# copy running-config
startup-config
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How to Configure Auto SmartPorts

The following section provides information about how to configure auto smartports.

\)
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Note Follow these guidelines when you are configuring Auto SmartPort Macros, performing active standby sync
and configuring reload from primary to standby:

» Make sure there is no extra space in the configuration.
* Do not add extra parenthesis and tab in the configuration.

* Ensure that you do not use enter keyword more than required while configuring.

Configuring Mapping Between Event Triggers and Built-in Macros

To map an event trigger to a built-in macro, perform this task:

Before you begin

You need to enable Auto SmartPort macros globally. You need to perform this task when a Cisco switch is
connected to the Auto SmartPort.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

macr 0 auto execute event trigger builtin
built-in macro name

Example:

Device (config) # macro auto execute
CISCO_SWITCH_EVENT builtin
CISCO_SWITCH_AUTO_SMARTPORT

Specifies a user-defined event trigger and a
macro name. This action configures mapping
from an event trigger to a built-in Auto
Smartports macro.

Step 4

macro auto trigger event trigger

Example:

Device (config) # macro auto trigger
CISCO_SWITCH_EVENT

Invokes the user-defined event trigger.
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Command or Action

Purpose

Step 5

device device ID

Example:

Device (config) # device cisco
WS-C3560CX-8PT-S

Matches the event trigger to the device
identifier.

Step 6

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 7

show shell triggers

Example:

Device# show shell triggers

Displays the event triggers on the switch.

Step 8

show running-config

Example:

Device# show running-config

Verifies your entries.

Step 9

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuration Examples for Auto SmartPorts

The following sections provide configuration examples for Auto SmartPorts.

Example: Enabling Auto SmartPorts

The following example shows how you can enable an Auto SmartPort.

Device> enable
Device# configure terminal
Device (config) # device classifier

Device (config) # macro auto global processing

Device (config) # end

Example: Configuring Mapping Between Event Triggers and Built-In Macros

The following example shows how you can configure mapping between event triggers and built-in macros:

Device> enable
Device# configure terminal

Device (config) #

Device (config) #
configqg)

Device (config)

(
Device (
(

#
# end

macro auto execute CISCO_SWITCH_EVENT builtin CISCO_SWITCH_AUTO_SMARTPORT
macro auto trigger CISCO_SWITCH_EVENT
device cisco WS-C3560CX-8PT-S

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



Platform |
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Locate the switch on a Network

* Locate a switch overview, on page 85
* Locate the switch on a network, on page 85
* Verify Switch Location , on page 86

Locate a switch overview

The locate switch lets you easily find a specific switch on your network physically. The locate-switch command
in the Command Line Interface (CLI) also helps you locate a required switch or switches on your network.
This feature keeps the system LEDs illuminated on a particular switch or switches for a predetermined duration.
It is useful for identifying the required switch among many interconnected devices in a room.

Locate the switch on a network

Procedure

Step 1
Step 2

Step 3

Step 4

You can find the physical location of a particular switch by using the locate switch command to activate the
ALT _GREEN_RED color LED on the front panel of the switch.

Login to the switch console and enter the login credentials.
Use the locate-switch command to locate the system LEDs on the switch.

Example:

Switch#locate-switch switch active

Enter the time between 9 to 255 (in seconds) for the LED of the switch to stay active.
Example:

Switch#locate-switch switch active 255

Enter the time as 0 seconds to stop the LED blinking.

Example:

Switch#locate-switch switch active 0

Note
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. Verify Switch Location

Do not use the Standby feature on IE3500 switches, as it is a standalone device and not a stacked switch.

Verify Switch Location

Verify the location of the switch by physically checking the switch LED to indicate the required switch on
your network setup. The CLI also helps you locate a required switch on your network.

The CLI displays the switch location on a show command:

Switch#show hardware led
Current Mode: STATUS

SYSTEM: ALT GREEN RED

EXPRESS-SETUP: ALT GREEN RED

DC-A: GREEN

DC-B: RED

ALARM-OUT: ALT GREEN RED

ALARM-IN1: ALT GREEN RED

ALARM-IN2: ALT GREEN RED

POE: ALT GREEN RED

STATUS: (28) Gil/1:BLACK Gil/2:FLASH GREEN Gil/3:BLACK Gil/4:BLACK Gil/5:ACT GREEN Gil/6:BLACK
Gil/7:BLACK Gil/8:BLACK Gil/9:BLACK Gil/10:BLACK Gil/11:ACT GREEN Gi2/1:ACT GREEN Gi2/2:BLACK
Gi2/3:BLACK Gi2/4:ACT_GREEN Gi2/5:BLACK Gi2/6:ACT GREEN Gi2/7:BLACK Gi2/8:BLACK Gi2/9:BLACK
Gi2/10:BLACK Gi2/11:BLACK Gi2/12:BLACK Gi2/13:BLACK Gi2/14:BLACK Gi2/15:BLACK

Gi2/16:ACT GREEN
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Switch Alarms

* Information about switch alarms, on page 87

* External alarms, on page 87

* Power supply alarms, on page 88

* Global status monitoring alarms, on page 89

* FCS error hysteresis threshold, on page 90

* Port status monitoring alarms, on page 90

* Trigger alarm options, on page 91

* Default switch alarm settings, on page 92

* Configure switch alarms, on page 93

* Configure FCS bit error rate alarm, on page 99
* Configure alarm profiles, on page 100

* Enable SNMP traps, on page 102

* Monitor and maintain switch alarms status, on page 103

Information about switch alarms

The switch software monitors switch conditions on a per-port or a switch basis. If the conditions present on
the switch or a port do not match the set parameters, the switch software triggers an alarm or a system message.

By default, the switch software sends the system messages to a system message logging facility, or a Syslog
facility. You can also configure the switch to send Simple Network Management Protocol (SNMP) traps to
an SNMP server.

External alarms

The Cisco IE3500 Rugged Series Switches support two alarm inputs and one alarm output, while the Cisco
IE3500H Heavy Duty Series Switches support one alarm input and one alarm output.

The alarm input circuit is designed to sense if a dry contact is open or closed relative to the Alarm-In reference
pin. The Alarm_Out is a relay with Normally Open and Normally Closed contacts.

The switch software is configured to detect faults which are used to energize the relay coil and change the
state on both of the relay contacts. Normally open contacts close and normally closed contacts open.
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. Power supply alarms

» Open means that the normal condition has current flowing through the contact (normally closed contact).
The alarm is generated when the current stops flowing.

» Closed means that no current flows through the contact (normally open contact). The alarm is generated
when current does flow.

\}

Note Software can program the Alarm_In to trigger an alarm with either Open or Closed setting.

You can set the alarm severity to major, minor, or none. The severity is included in the alarm message and
also sets the LED color when the alarm is triggered. The LED is red for a minor alarm and blinking red for a
major alarm. If not set, the default alarm severity is minor.

For detailed information about the alarm connector, LEDs, alarm circuit and wiring installation, alarm ratings
and ports, see the Hardware Installation Guide.

Power supply alarms

Cisco IE3500 Rugged Series Switches

The Cisco IE3500 Rugged Series Switches have two power supply slots that contain DC power supplies. One
input is used for system operation, while the second input is optional for redundancy, and the system cannot
share power between these two inputs. The switch LEDs display the status and type of power supplied to each
slot. The DC-power supplies have two DC inputs (DC A and DC B).

The default power supply configuration is to have one power supply installed in slot 1 and the software
configured for no power-supply dual. This suppresses any alarms triggered by not having two power supplies
installed. When the switch is operating with two power supplies, we recommend you enter the power-supply
dual global configuration command to trigger an alarm when one is missing or inoperable.

When the switch detects a power supply fault, it triggers an LED indicator and sends a system message.
Power-supply alarm indications are sent when a power supply is missing, has no input, or has insufficient
output. Some of these alarm conditions are configurable.

The Cisco IE3500H Heavy Duty Series Switches

The Cisco IE3500H Heavy Duty Series Switches support a single DC power inputs. The power supply operates
within a voltage range of 85-264V AC or 20-110V DC, delivers a 54V DC output and provides 360W of total
power at 70°C.

N

Note The Cisco IE3500H Heavy Duty Series Switches does not support power supply alarm.

Power-Supply-Missing Alarms

If you are operating the Cisco IE3500 Rugged Series Switch with a single power supply (DC), you can suppress
any alarm conditions associated with a missing power supply. Entering the no power-supply dual global
configuration command (the default) specifies that only one power supply is expected to be present. Then the
switch does not generate an alarm that a power supply is missing. The no power-supply dual command
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controls only the sending of messages about the absence of a second power supply or the absence of input to
the second power supply. The software detects whether a power supply is present and if there is an input
voltage. When there is input, the software can detect if there is output voltage.

If you operate the Cisco IE3500 Rugged Series Switches with two power supplies, enter the power-supply
dual global configuration command to configure the switch to send a message when one power supply is
missing.

Global status monitoring alarms

The switch processes alarms related to temperature and power supply conditions, referred to as global or
facility alarms.

Table 11: Global status monitoring alarms

Alarm Description

Power supply alarm By default, the switch monitors a single power supply.
If you configure a dual power supply, an alarm
triggers if one power supply fails. You can configure
the power supply alarm to be connected to the
hardware relays. For more information, see the
Configure power supply alarms, on page 94.

Temperature alarms The switch contains one temperature sensor with a
primary and secondary temperature setting. The sensor
monitors the environmental conditions inside the
switch.

The primary and secondary temperature alarms can
be set as follows:

¢ The primary alarm is enabled automatically to
trigger both at a low temperature, —4°F (-20°C)
and a high temperature, 203°F (95°C). It cannot
be disabled. By default, the primary temperature
alarm is associated with the major relay.

* The secondary alarm triggers when the system
temperature is higher or lower than the
configured high and low temperature thresholds.
The secondary alarm is disabled by default.

For more information, see the Configure switch
temperature alarms, on page 96.

SD-Card By default the alarm is disabled.
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FCS error hysteresis threshold

The Ethernet standard calls for a maximum bit-error rate of 10%. The bit error-rate range is from 10°to 107",
The bit error-rate input to the switch is a positive exponent. If you want to configure the bit error-rate of 107,
enter the value 9 for the exponent. By default, the FCS bit error-rate is 108,

You can set the FCS error hysteresis threshold to prevent the toggle of the alarm when the actual bit-error
rate fluctuates near the configured rate. The hysteresis threshold is defined as the ratio between the alarm clear
threshold to the alarm set threshold, expressed as a percentage value.

For example, if the FCS bit error-rate alarm value is configured to 10®, that value is the alarm set threshold.
To set the alarm clear threshold at 5 *10'10, the hysteresis, value h, is determined as follows:

h = alarm clear threshold / alarm set threshold
h=5*10"19/10%=5%102 = 0.05 = 5 percent

The FCS hysteresis threshold is applied to all ports on the switch. The allowable range is from 1 to 10 percent.
The default value is 10 percent. For more information, see the Configure FCS error threshold, on page 99.

Port status monitoring alarms

The switch can also monitor the status of the Ethernet ports and generate alarm messages based on the alarms
listed in port status monitoring alarms table. To save user time and effort, it supports changeable alarm
configurations by using alarm profiles. You can create a number of profiles and assign one of these profiles
to each Ethernet port.

Alarm profiles provide a mechanism for you to enable or disable alarm conditions for a port and associate the
alarm conditions with one or both alarm relays. You can also use alarm profiles to set alarm conditions to
send alarm traps to an SNMP server and system messages to a syslog server. The alarm profile defaultPort is
applied to all interfaces in the factory configuration (by default).

)

Note  You can associate multiple alarms to one relay or one alarm to both relays.

Port status monitoring alarms table given below lists the port status monitoring alarms and their descriptions
and functions. Each fault condition is assigned a severity level based on the Cisco IOS System Error Message
Severity Level.
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Table 12: Port status monitoring alarms

Alarm List ID Alarm Description

1 Link Fault alarm The switch generates a link fault
alarm when problems with a port
physical layer cause unreliable data
transmission. A typical link fault
condition is loss of signal or clock.
The link fault alarm is cleared
automatically when the link fault
condition is cleared. The severity
for this alarm is error condition,
level 3.

2 Port not Forwarding alarm The switch generates a port
not-forwarding alarm when a port
is not forwarding packets. This
alarm is cleared automatically when
the port begins to forward packets.
The severity for this alarm is
warning, level 4.

3 Port not Operating alarm The switch generates a port
not-operating alarm when a port
fails during the startup self-test.
When triggered, the port
not-operating alarm is only cleared
when the switch is restarted and the
port is operational. The severity for
this alarm is error condition, level
3.

4 FCS Bit Error Rate alarm The switch generates an FCS bit
error-rate alarm when the actual
FCS bit error-rate is close to the
configured rate. You can set the
FCS bit error-rate by using the
interface configuration CLI for each
of the ports. For more information,
see the Configure FCS error
threshold, on page 99. The severity
for this alarm is error condition,
level 3.

Trigger alarm options

The switch supports these methods for triggering alarms:

* Configurable Relay
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The switch is equipped with one independent alarm relay that can be triggered by alarms for global, port
status and SD flash card conditions. You can configure the relay to send a fault signal to an external
alarm device, such as a bell, light, or other signaling device. You can associate any alarm condition with
the alarm relay. Each fault condition is assigned a severity level based on the Cisco IOS System Error

Message Severity Level.

For more information on configuring the relay, see the Configure power supply alarms, on page 94.

* SNMP Traps

SNMP is an application-layer protocol that provides a message format for communication between
managers and agents. The SNMP system consists of an SNMP manager, an SNMP agent, and a
management information base (MIB).

* The snmp-server enable traps command can be changed so that the user can send alarm traps to an SNMP
server. You can use alarm profiles to set environmental or port status alarm conditions to send SNMP
alarm traps. For more information, see the Enable SNMP traps, on page 102.

* Syslog Messages

You can use alarm profiles to send system messages to a syslog server. For more information, see the
Configure power supply alarms, on page 94.

Default switch alarm settings

Table 13: Default switch alarm settings

Alarm

Default Setting

Global

Power supply alarm

Enabled in switch single power
mode. No alarm.

In dual-power supply mode, the
default alarm notification is a
system message to the console.

Primary temperature alarm

Enabled for switch temperature
range of 203°F (95°C) maximum
to —4°F (-20°C) minimum.

The primary switch temperature
alarm is associated with the major
relay.

Secondary temperature alarm

Disabled.

Output relay mode alarm

Normally deenergized. The alarm
output has switched off or is in an
off state.
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Alarm

Default Setting

Port

Link fault alarm

Disabled on all interfaces.

Port not forwarding alarm

Disabled on all interfaces.

Port not operating alarm

Enable on all interfaces.

FCS bit error rate alarm

Disabled on all interfaces.

Configure switch alarms

Configure external alarms

Use this task to configure the alarms on Cisco IE3500 Series Switch

)

Note

The Cisco IE3500H Heavy Duty Series Switches supports one alarm inputs and one alarm output.

Procedure

Command or Action

Purpose

Step 1

Switch#configure terminal

Enter global configuration mode

Step 2

Switch(config)#alar m contact contact-number
description string
Example:

Switch (config)#alarm contact 1
description door sensor

(Optional) Configures a description for the
alarm contact number.

» The contact-number value is from 1 to 4.

* The description string is up to 80
alphanumeric characters in length and is
included in any generated system
messages.

Step 3

Switch(config)#alarm contact
{ contact-number | all } { severity { major
/minor /none} | {closed/open} }

Example:

Switch (config)#alarm contact 1 severity
major

Configures the trigger and severity for an alarm
contact number or for all contact numbers.

* Enter a contact number (1 to 4) or specify
that you are configuring all alarms.

* For severity, enter major, minor or none.
If you do not configure a severity, the
default is minor.

* For trigger, enter open or closed. If you
do not configure a trigger, the alarm is
triggered when the circuit is closed.
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Command or Action

Purpose

Step 4

Switch(config)# alar m relay-mode ener gized

(Optional) Configures the output relay mode to
energized.

Step 5

Switch#show env alar m-contact

Example:

* The given output of the show env
alarm-contact command is from the Cisco
IE3500 Rugged Series Switch.

Switch#show env alarm-contact

ALARM CONTACT 1

Status: not asserted
Description: door sensor
Severity: major

Trigger: closed

ALARM CONTACT 2

Status: not asserted
Description: external alarm contact
2

Severity: minor

Trigger: closed

The given output of the show env
alar m-contact command is from the Cisco
IE3500H Heavy Duty Series Switch.

Switch#sh env alarm-contact

Switch: 1
ALARM CONTACT 1
Status: not asserted
Description: external alarm
contact 1
Severity: minor
Trigger: closed

(Optional) Verifies the configured alarm
contacts.

Step 6

Switch(config)#copy running-config
startup-config

Saves your entries in the configuration file.

Configure power supply alarms

Use this task to configure the power supply alarms on the Cisco IE3500 Rugged Series Switches.

\}

Note

The Cisco IE3500H Heavy Duty Series Switches does not support power supply alarm.

Procedure

Command or Action

Purpose

Step 1

Switch(config)#power-supply dual

Configures dual power supplies.
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Command or Action

Purpose

Step 2 Switch(config)#alarm facility power-supply | Disables the power supply alarm.
disable
Step 3 Switch(config)#alarm facility power-supply | (Optional) Associates the power supply alarm
relay major to the relay.
Example:
Switch(config#falarm contact 1
severity major
Step 4 Switch#alarm facility power-supply notifies | (Optional) Sends power supply alarm traps to
an SNMP server.
Step 5 Switch#alarm facility power-supply syslog | (Optional) Sends power supply alarm traps to
a syslog server.
Step 6 Switch#show facility-alarm status Displays the switch power status
Example:
Switch#show env power
POWER SUPPLY A is DC OK
POWER SUPPLY B is DC FAULTY <--
Step 7 Switch#show facility-alarm status Displays all generated alarms for the switch.
Example:
Switch#show facility-alarm status
Source Severity Description Relay Time
Switch MAJOR 5 Redundant Pwr missing or
failed NONE Mar 01
1993 00:23:52
Step 8 Switch#show alar m settings Verifies the configuration.

Example:

Switch#show alarm settings
Alarm relay mode: De-energized
Power Supply

Alarm Enabled

Relay

Notifies Disabled

Syslog Enabled
Temperature-Primary

Alarm Enabled

Thresholds MAX: 95C MIN: -20C
Relay MAJ

Notifies Enabled

Syslog Enabled
Temperature-Secondary
Alarm Disabled

Threshold

Relay

Notifies Disabled

Syslog Disabled

SD-Card

Alarm Disabled

Relay

Notifies Disabled
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Command or Action

Purpose

Syslog Enabled
Input-Alarm 1
Alarm Enabled
Relay

Notifies Disabled
Syslog Enabled
Input-Alarm 2
Alarm Enabled
Relay

Notifies Disabled
Syslog Enabled

Step 9

Switch(config)#copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configure switch temperature alarms

Use this task to configure the temperature alarms on Cisco IE3500 Series Switch.

Procedure

Command or Action

Purpose

Step 1

Switch(config)#alar m facility temperature
{primary | secondary} high threshold
Example:

Switch (config) #alarm facility temperature|
secondary high 45

Configures the high temperature threshold
value.

Note
The threshold range is from —238°F (-150°C)
to 572°F (300°C).

Step 2

Switch(config)#alar m facility temperature
primary low threshold
Example:

Switch (config) #alarm facility temperature|
primary low 10

Configures the low temperature threshold value.

Note
The threshold range is from —328°F (-200°C)
to 482°F (250°C).

Step 3

Switch# show alar m settings

Example:

The given output of the show alarm settings
command is from the Cisco IE3500H Heavy
Duty Series Switch.

Switch#show alarm settings

Alarm relay mode: Positive
Temperature-Primary

Alarm Enabled|

Thresholds MAX:
80C MIN: 0OC

Relay MAJ

Notifies Enabled|

Syslog Enabled

. Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1
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Command or Action Purpose
Temperature-Secondary

Alarm Disabled

Threshold

Relay

Notifies Disabled

Syslog Disabled
SD-Card

Alarm Disabled

Relay

Notifies Disabled

Syslog Enabled
Input-Alarm 1

Alarm Enabled

Relay

Notifies Disabled

Syslog Enabled
PTP

Alarm Disabled

Relay

Notifies Disabled

Syslog Disabled
HSR

Alarm Disabled

Relay

Notifies Disabled

Syslog Disabled
DLR

Alarm Disabled

Relay

Notifies Disabled

Syslog Disabled

Step 4

Switch(config)#copy running-config
startup-config

Saves your entries in the configuration file.

Associate temperature alarms to a relay

By default, the primary temperature alarm is associated to the relay.

You can use the alarm facility temper atur e global configuration command to associate the primary temperature
alarm to an SNMP trap, or a syslog message, or to associate the secondary temperature alarm to the relay, an
SNMP trap, or a syslog message.

\}

Note The single relay on the switch is called the major relay.
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Procedure

Step 1

Step 2

Step 3

Step 4

Use this task to associate temperature alarms to a relay on Cisco IE3500 Series Switch.

Switch(config)#alarm facility temperature {primary | secondary} relay major

Associates the primary or secondary temperature alarm to the relay.

Switch(config)#alarm facility temperature {primary | secondary} notifies

Sends primary or secondary temperature alarm traps to an SNMP server.

Switch(config)#alarm facility temperature {primary | secondary} syslog
Sends primary or secondary temperature alarm traps to a syslog server.

(Optional) Use the no alar m facility temper atur e secondary command to disable the secondary temperature
alarm.

Switch#show alarm settings

Example:
The output of the show env alar m-contact command is from the Cisco IE3500 Rugged Series Switch.

Switch#show alarm settings
Alarm relay mode: De-energized
Power Supply

Alarm Enabled

Relay

Notifies Disabled
Syslog Enabled
Temperature-Primary
Alarm Enabled
Thresholds MAX: 95C MIN: -20C
Relay MAJ

Notifies Enabled
Syslog Enabled
Temperature-Secondary
Alarm Disabled
Threshold

Relay

Notifies Disabled
Syslog Disabled
SD-Card

Alarm Disabled

Relay

Notifies Disabled
Syslog Enabled
Input-Alarm 1

Alarm Enabled

Relay

Notifies Disabled
Syslog Enabled
Input-Alarm 2

Alarm Enabled

Relay

Notifies Disabled
Syslog Enabled

Verifies the configuration.
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Step 5

Switch(config)#copy running-config star tup-config to

(Optional) Saves your entries in the configuration file.

Configure FCS bit error rate alarm

Configure FCS error threshold

Use this task to set the FCS bit error-rate alarm when the actual rate is close to the configured rate on Cisco
IE3500 Series Switch.

Procedure

Configure FCS bit error rate alarm .

Command or Action

Purpose

Step 1

Switch(config)#interface interface-id

Example:

Switch (config) #interface
gigabitethernetl/1

Enters the desired interface and switch to
interface configuration mode.

Step 2

Switch(config)#fcs-threshold value

Example:
Switch (config) #fcs-threshold 10

Sets the FCS error rate

For value, the range is 6 to 11 to set a maximum
bit error rate of 10 to 10711,

By default, the FCS bit error rate is 108,

Step 3

Switch#show env alar m-contact

Example:

The output of the show env alar m-contact
command is from the Cisco IE3500H Heavy
Duty Series Switch.

Switch#show env alarm-contact

ALARM CONTACT 1

Status: not asserted

Description: door sensor

Severity: major

Trigger: closed

ALARM CONTACT 2

Status: not asserted

Description: external alarm contact 2
Severity: minor

Trigger: closed

(Optional) Verifies the configured alarm
contacts.

Step 4

(Optional) Use the copy running-config
startup-config to save your entries in the
configuration file.

Switch (config) #copy running-config
startup-config
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Configure FCS error hysteresis threshold

The hysteresis setting prevents the toggle of an alarm when the actual bit error-rate fluctuates near the configured
rate. The FCS hysteresis threshold is applied to all ports of a switch.

Platform |

Use this task to set the error hysteresis threshold on Cisco IE3500 Series Switch.

Procedure

Command or Action

Purpose

Step 1

Switch(config)#alarm facility fcs-hysteresis
percentage
Example:

Switch (config)#alarm facility
fcs-hysteresis 10

Sets the hysteresis percentage for the Cisco
IE3500 Series Switch.

For percentage, the range is 1 to 10. The default
value is 10 percent

Step 2

Switch#show env alar m-contact

Example:

The output of the show env alar m-contact
command is from the Cisco IE3500H Heavy
Duty Series Switch.

Switch#show env alarm-contact

ALARM CONTACT 1

Status: not asserted

Description: door sensor

Severity: major

Trigger: closed

ALARM CONTACT 2

Status: not asserted

Description: external alarm contact 2
Severity: minor

Trigger: closed

(Optional) Verifies the configured alarm
contacts.

Step 3

Switch(config)#copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configure alarm profiles

Use this task to create alarms profile on Cisco IE3500 Series Switch.

Procedure

Command or Action

Purpose

Step 1
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Command or Action

Purpose

When you create a new alarm profile, none of
the alarms are enabled.

Note
The only alarm enabled in the defaultPort
profile is the Port not operating alarm.

Step 2

Switch(config-alarm-profile)#alarm {fcs-error
| link-fault | not-forwarding | not-operating
Example:

Switch(config-alarm-profile)#alarm
fcs-error

(Optional) Adds or modifies alarm parameters
for a specific alarm.

Step 3

Switch(config-alarm-profile)#notifies
{fcserror | link-fault | not-forwarding |
not-operating

Example:

Switch (config-alarm-profile) #notifies
not-forwarding

(Optional) Configures the alarm to send an
SNMP trap to an SNMP server.

Step 4

Switch(config-alarm-profile)#r elay-maj or
{fcs-error | link-fault | not-forwarding |
not-operating

Example:

Switch(config-alarm-profile) #relay major|
link-fault

(Optional) Configures the alarm to send an
alarm trap to the relay.

Step 5

Switch(config-alarm-profile)#syslog { fcs-error
| link-fault | not-forwarding | not-operating
Example:

Switch (config-alarm-profile) #syslog
not-forwarding

(Optional) Configures the alarm to send an
alarm trap to a syslog server.

Step 6

Switch#show env alar m-contact

Example:

The output of the show env alar m-contact
command is from the Cisco IE3500H Heavy
Duty Series Switch.

Switch#show env alarm-contact

ALARM CONTACT 1

Status: not asserted

Description: door sensor

Severity: major

Trigger: closed

ALARM CONTACT 2

Status: not asserted

Description: external alarm contact 2
Severity: minor

Trigger: closed

(Optional) Verifies the configured alarm
contacts.
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Command or Action

Purpose

Step 7

Switch(config)#copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Attach alarm profile to a specific port

Use this task to attach alarm profile to a specific port on Cisco IE3500 Series Switch.

Procedure

Command or Action

Purpose

Step 1

Switch(config)#inter face port-interface

Enters interface configuration mode.

Step 2

Switch(config)#alar m-profile name

Example:

Switch (config)#alarm profile fastE

Attaches the specified profile to the interface.

Step 3

Switch#show env alar m-contact

Example:

The output of the show env alar m-contact
command is from the Cisco IE3500H Heavy
Duty Series Switch.

Switch#show env alarm-contact

ALARM CONTACT 1

Status: not asserted

Description: door sensor

Severity: major

Trigger: closed

ALARM CONTACT 2

Status: not asserted

Description: external alarm contact 2
Severity: minor

Trigger: closed

(Optional) Verifies the configured alarm
contacts.

Step 4

Switch(config)#copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Enable SNMP traps

Use this task to enable SNMP traps on Cisco IE3500 Series Switch.

. Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1



| Platiorm
Monitor and maintain switch alarms status .

Procedure

Command or Action Purpose

Step 1 Switch(config)#snmp-server enabletraps | Enables the switch to send SNMP traps.
alarms

Step 2 Switch#show env alar m-contact (Optional) Verifies the configured alarm

contacts.

Example:
The output of the show env alar m-contact
command is from the Cisco IE3500 Rugged
Series Switch.
Switch#show env alarm-contact
ALARM CONTACT 1
Status: not asserted
Description: door sensor
Severity: major
Trigger: closed
ALARM CONTACT 2
Status: not asserted
Description: external alarm contact 2
Severity: minor
Trigger: closed

Step 3 Switch(config)#copy running-config (Optional) Saves your entries in the
startup-config configuration file.

Monitor and maintain switch alarms status

Use the show commands as required to display the switch alarms status.

* Use the show alarm profile [name] to display all alarm profiles in the system or a specified profile.
* Use the show alarm settingsto display all global alarm settings on the switch.

* The given output of the show alarm settings command is from the Cisco IE3500 Rugged Series
Switch.

Switch#show alarm settings
Alarm relay mode: De-energized
Power Supply

Alarm Enabled

Relay

Notifies Disabled

Syslog Enabled
Temperature-Primary

Alarm Enabled

Thresholds MAX: 95C MIN: -20C

Relay MAJ

Notifies Enabled

Syslog Enabled
Temperature-Secondary

Alarm Disabled

Threshold

Relay

Notifies Disabled
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Syslog
SD-Card
Alarm
Relay
Notifies
Syslog
Input-Alarm 1
Alarm
Relay
Notifies
Syslog
Input-Alarm 2
Alarm
Relay
Notifies
Syslog

Series Switch.

Switch#show alarm settings
Alarm relay mode: Positive
Temperature-Primary
Alarm
Thresholds
Relay
Notifies
Syslog
Temperature-Secondary
Alarm
Threshold
Relay
Notifies
Syslog
SD-Card
Alarm
Relay
Notifies
Syslog
Input-Alarm 1
Alarm
Relay
Notifies
Syslog
PTP
Alarm
Relay
Notifies
Syslog

Disabled

Disabled

Disabled
Enabled

Enabled

Disabled
Enabled

Enabled

Disabled
Enabled

Enabled
MAX: 80C
MAJ

Enabled
Enabled
Disabled
Disabled
Disabled

Disabled

Disabled
Enabled

Enabled

Disabled
Enabled

Disabled

Disabled
Disabled

Platform |

The given output of the show alarm settings command is from the Cisco IE3500H Heavy Duty

MIN: OC

* Use the show env {alarm-contact | all | power | temperature} to display the status of environmental

facilities on the switch.

The output of the show env power command is from the Cisco IE3500 Rugged Series Switch.

Switch#show env power
POWER SUPPLY A is DC OK

POWER SUPPLY B is DC FAULTY <--

Switch# show hard led
SWITCH: 1

SYSTEM: GREEN

ALARM : ALT RED BLACK <--
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* Use the show facility-alarm status {critical | info | major | minor} to display generated alarms on
the switch.
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PART I I

Layer2

* Configuring Spanning Tree Protocol, on page 109

* Configuring Loop Detection Guard, on page 131

* Configuring Multiple Spanning-Tree Protocol, on page 137
* Configuring Optional Spanning-Tree Features, on page 165
* Configuring EtherChannels, on page 183

* Configuring UniDirectional Link Detection, on page 217

* Configuring Layer 2 Protocol Tunneling, on page 225

* Configuring IEEE 802.1Q Tunneling, on page 239

* Configuring VLAN Mapping, on page 247

* Configuring VTP, on page 259

* Configuring VLANS, on page 279

* Configuring Voice VLANS, on page 291

¢ Configuring VLAN Trunks, on page 299

* Configuring Private VLANSs, on page 315

* Configuring Wired Dynamic PVLAN, on page 337






CHAPTER 1 3

Configuring Spanning Tree Protocol

This chapter describes how to configure the Spanning Tree Protocol (STP) on port-based VLANs on the
devices. The device can use either the per-VLAN spanning-tree plus (PVST+) protocol based on the IEEE
802.1D standard and Cisco proprietary extensions, or the rapid per-VLAN spanning-tree plus (rapid-PVST+)
protocol based on the IEEE 802.1w standard.

* Restrictions for Spanning Tree Protocol, on page 109

* Information About Spanning Tree Protocol, on page 109

* How to Configure Spanning Tree Protocol, on page 119

* Monitoring Spanning Tree Protocol Configuration Status, on page 129

Restrictions for Spanning Tree Protocol

* An attempt to configure a device as the root device fails if the value necessary to be the root device is
less than 1.

* I[f your network consists of devices that support and do not support the extended system ID, it is unlikely
that the device with the extended system ID support will become the root device. The extended system
ID increases the device priority value every time the VLAN number is greater than the priority of the
connected devices running older software.

* The root device for each spanning tree instance should be a backbone or distribution device. Do not
configure an access device as the spanning tree primary root.

Information About Spanning Tree Protocol

The following sections provide information about spanning tree protocol:

Spanning Tree Protocol

Spanning Tree Protocol (STP) is a Layer 2 link management protocol that provides path redundancy while
preventing loops in the network. For a Layer 2 Ethernet network to function properly, only one active path
can exist between any two stations.
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Multiple active paths among end stations cause loops in the network. If a loop exists in the network, end
stations might receive duplicate messages. Devices might also learn end-station MAC addresses on multiple
Layer 2 interfaces. These conditions result in an unstable network.

Spanning-tree operation is transparent to end stations, which cannot detect whether they are connected to a
single LAN segment or a switched LAN of multiple segments.

The STP uses a spanning-tree algorithm to select one device of a redundantly connected network as the root
of the spanning tree. The algorithm calculates the best loop-free path through a switched Layer 2 network by
assigning a role to each port based on the role of the port in the active topology:

* Root—A forwarding port elected for the spanning-tree topology
* Designated—A forwarding port that is elected for every switched LAN segment
* Alternate—A blocked port providing an alternate path to the root bridge in the spanning tree

* Backup—A blocked port in a loopback configuration

The device that has all its ports as the designated role or as the backup role is the root device. The device that
has at least one of its ports in the designated role is called the designated device.

Spanning tree forces redundant data paths into a standby (blocked) state. If a network segment in the spanning
tree fails and a redundant path exists, the spanning-tree algorithm recalculates the spanning-tree topology and
activates the standby path. Devices send and receive spanning-tree frames, called bridge protocol data units
(BPDU), at regular intervals. The devices do not forward these frames but use them to construct a loop-free
path. BPDUs contain information about the sending device and its ports, including device and MAC addresses,
device priority, port priority, and path cost. Spanning tree uses this information to elect the root device and
root port for the switched network and the root port and designated port for each switched segment.

When two ports on a device are part of a loop, the spanning-tree and path cost settings control which port is
put in the forwarding state and which is put in the blocking state. The spanning-tree port priority value
represents the location of a port in the network topology and how well it is located to pass traffic. The path
cost value represents the media speed.

N

Note The long path cost method is the default STP path cost method.

)

Note In addition to STP, the device uses keepalive messages to detect loops. By default, keepalive is enabled on
Layer 2 ports. To disable keepalive, use the no keepalive command in interface configuration mode.

Spanning-Tree Topology and Bridge Protocol Data Units
The stable, active spanning-tree topology of a switched network is controlled by these elements:

* The unique bridge ID (device priority and MAC address) associated with each VLAN on each device.
* The spanning-tree path cost to the root device.

* The port identifier (port priority and MAC address) associated with each Layer 2 interface.
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When the devices in a network are powered up, each functions as the root device. Each device sends a
configuration BPDU through all its ports. The BPDUs communicate and compute the spanning-tree topology.
Each configuration BPDU contains this information:

* The unique bridge ID of the device that the sending device identifies as the root device.
* The spanning-tree path cost to the root

* The bridge ID of the sending device

* Message age

* The identifier of the sending interface

* Values for the hello, forward delay, and max-age protocol timers

When a device receives a configuration BPDU that contains superior information (lower bridge ID, lower
path cost, and so forth), it stores the information for that port. If this BPDU is received on the root port of the
device, the device also forwards it with an updated message to all attached LANSs for which it is the designated
device.

If a device receives a configuration BPDU that contains inferior information to that currently stored for that
port, it discards the BPDU. If the device is a designated device for the LAN from which the inferior BPDU
was received, it sends that LAN a BPDU containing the up-to-date information stored for that port. In this
way, inferior information is discarded, and superior information is propagated on the network.

A BPDU exchange results in these actions:

* One device in the network is elected as the root switch (the logical center of the spanning-tree topology
in a switched network). See the figure following the bullets.

For each VLAN, the device with the highest device priority (the lowest numerical priority value) is
elected as the root switch. If all devices are configured with the default priority (32768), the devices with
the lowest MAC address in the VLAN becomes the root device. The device priority value occupies the
most significant bits of the bridge ID, .

* A root port is selected for each device (except the root switch). This port provides the best path (lowest
cost) when the device forwards packets to the root switch.

* The shortest distance to the root switch is calculated for each device based on the path cost.

* A designated device for each LAN segment is selected. The designated device incurs the lowest path
cost when forwarding packets from that LAN to the root switch. The port through which the designated
device is attached to the LAN is called the designated port.

All paths that are not needed to reach the root switch from anywhere in the switched network are placed in
the spanning-tree blocking mode.

Bridge ID, Device Priority, and Extended System ID

The IEEE 802.1D standard requires that each device has a unique bridge identifier (bridge ID), which controls
the selection of the root switch. Because each VLAN is considered as a different logical bridge with PVST+
and Rapid PVST+, the same device must have a different bridge ID for each configured VLAN. Each VLAN
on the device has a unique 8-byte bridge ID. The 2 most-significant bytes are used for the device priority, and
the remaining 6 bytes are derived from the device MAC address.
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The 2 bytes previously used for the device priority are reallocated into a 4-bit priority value and a 12-bit
extended system ID value equal to the VLAN ID.

Table 14: Device Priority Value and Extended System ID

Priority Value Extended System ID (Set Equal to the VLAN ID)

Bit 16 | Bit 15 | Bit 14 | Bit13 | Bit 12 | Bit11 | Bit 10 | Bit9 |Bit8 |Bit7 |Bit6 |Bit5 |Bit4 |Bit3 |Bit2 |Bit1

32768 | 16384 | 8192 {4096 |2048 | 1024 512 |256 |128 |64 32 16 8 4 2 1

Spanning tree uses the extended system ID, the device priority, and the allocated spanning-tree MAC address
to make the bridge ID unique for each VLAN.

Support for the extended system ID affects how you manually configure the root switch, the secondary root
switch, and the switch priority of a VLAN. For example, when you change the switch priority value, you
change the probability that the switch will be elected as the root switch. Configuring a higher value decreases
the probability; a lower value increases the probability.

Port Priority Versus Path Cost

If a loop occurs, spanning tree uses port priority when selecting an interface to put into the forwarding state.
You can assign higher priority values (lower numerical values) to interfaces that you want selected first and
lower priority values (higher numerical values) that you want selected last. If all interfaces have the same
priority value, spanning tree puts the interface with the lowest interface number in the forwarding state and
blocks the other interfaces.

The spanning-tree path cost default value is derived from the media speed of an interface. If a loop occurs,
spanning tree uses cost when selecting an interface to put in the forwarding state. You can assign lower cost
values to interfaces that you want selected first and higher cost values that you want selected last. If all
interfaces have the same cost value, spanning tree puts the interface with the lowest interface number in the
forwarding state and blocks the other interfaces.

Spanning-Tree Interface States

Propagation delays can occur when protocol information passes through a switched LAN. As a result, topology
changes can take place at different times and at different places in a switched network. When an interface
transitions directly from nonparticipation in the spanning-tree topology to the forwarding state, it can create
temporary data loops. Interfaces must wait for new topology information to propagate through the switched
LAN before starting to forward frames. They must allow the frame lifetime to expire for forwarded frames
that have used the old topology.

Each Layer 2 interface on a device using spanning tree exists in one of these states:

* Blocking—The interface does not participate in frame forwarding.

* Listening—The first transitional state after the blocking state when the spanning tree decides that the
interface should participate in frame forwarding.

* Learning—The interface prepares to participate in frame forwarding.
» Forwarding—The interface forwards frames.

* Disabled—The interface is not participating in spanning tree because of a shutdown port, no link on the
port, or no spanning-tree instance running on the port.
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Blocking State

An interface moves through these states:
* From initialization to blocking
* From blocking to listening or to disabled
* From listening to learning or to disabled
* From learning to forwarding or to disabled

* From forwarding to disabled
Figure 2: Spanning-Tree Interface States

An interface moves through the states.
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When you power up the device, spanning tree is enabled by default, and every interface in the device, VLAN,
or network goes through the blocking state and the transitory states of listening and learning. Spanning tree

stabilizes each interface at the forwarding or blocking state.

When the spanning-tree algorithm places a Layer 2 interface in the forwarding state, this process occurs:

1. The interface is in the listening state while spanning tree waits for protocol information to move the

interface to the blocking state.

2. While spanning tree waits for the forward-delay timer to expire, it moves the interface to the learning

state and resets the forward-delay timer.

3. In the learning state, the interface continues to block frame forwarding as the device learns end-station

location information for the forwarding database.

4. When the forward-delay timer expires, spanning tree moves the interface to the forwarding state, where

both learning and frame forwarding are enabled.

A Layer 2 interface in the blocking state does not participate in frame forwarding. After initialization,a BPDU
is sent to each device interface. A device initially functions as the root until it exchanges BPDUs with other
devices. This exchange establishes which device in the network is the root or root device. If there is only one
device in the network, no exchange occurs, the forward-delay timer expires, and the interface moves to the

listening state. An interface always enters the blocking state after device initialization.

An interface in the blocking state performs these functions:

* Discards frames received on the interface
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* Discards frames that are switched from another interface for forwarding
* Does not learn addresses

» Receives BPDUs

Listening State

The listening state is the first state a Layer 2 interface enters after the blocking state. The interface enters this
state when the spanning tree decides that the interface should participate in frame forwarding.

An interface in the listening state performs these functions:
* Discards frames received on the interface
* Discards frames that are switched from another interface for forwarding
* Does not learn addresses

* Receives BPDUs

Learning State

A Layer 2 interface in the learning state prepares to participate in frame forwarding. The interface enters the
learning state from the listening state.

An interface in the learning state performs these functions:
» Discards frames received on the interface
* Discards frames that are switched from another interface for forwarding
* Learns addresses

* Receives BPDUs

Forwarding State

A Layer 2 interface in the forwarding state forwards frames. The interface enters the forwarding state from
the learning state.

An interface in the forwarding state performs these functions:
* Receives and forwards frames that are received on the interface.
* Forwards frames that are switched from another interface
* Learns addresses

» Receives BPDUs

Disabled State

A Layer 2 interface in the disabled state does not participate in frame forwarding or in the spanning tree. An
interface in the disabled state is nonoperational.

A disabled interface performs these functions:

* Discards frames received on the interface
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* Discards frames that are switched from another interface for forwarding
* Does not learn addresses

* Does not receive BPDUSs

How a Device or Port Becomes the Root Device or Root Port

If all devices in a network are enabled with default spanning-tree settings, the device with the lowest MAC
address becomes the root device.

Figure 3: Spanning-Tree Topology

Switch A is elected as the root device because the device priority of all the devices is set to the default (32768)
and Switch A has the lowest MAC address. However, because of traffic patterns, number of forwarding
interfaces, or link types, Switch A might not be the ideal root device. By increasing the priority (lowering the
numerical value) of the ideal device so that it becomes the root device, you force a spanning-tree recalculation
to form a new topology with the ideal device as the root.

86475

RP = Root Port
DP = Designated Port

When the spanning-tree topology is calculated based on default parameters, the path between source and
destination end stations in a switched network might not be ideal. For instance, connecting higher-speed links
to an interface that has a higher number than the root port can cause a root-port change. The goal is to make
the fastest link the root port.

For example, assume that one port on Switch B is a Gigabit Ethernet link and that another port on Switch B
(a 10/100 link) is the root port. Network traffic might be more efficient over the Gigabit Ethernet link. By
changing the spanning-tree port priority on the Gigabit Ethernet port to a higher priority (lower numerical
value) than the root port, the Gigabit Ethernet port becomes the new root port.

Spanning Tree and Redundant Connectivity

You can create a redundant backbone with spanning tree by connecting two switch interfaces to another device
or to two different devices. Spanning tree automatically disables one interface but enables it if the other one
fails. If one link is high-speed and the other is low-speed, the low-speed link is always disabled. If the speeds
are the same, the port priority and port ID are added together, and spanning tree disables the link with the
highest value.

Figure 4: Spanning Tree and Redundant Connectivity, on page 116 shows redundant connectivity on a spanning
tree topology.
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Figure 4: Spanning Tree and Redundant Connectivity
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You can also create redundant links between devices by using EtherChannel groups.

Spanning-Tree Address Management

IEEE 802.1D specifies 17 multicast addresses, ranging from 0x00180C2000000 to 0x0180C2000010, to be
used by different bridge protocols. These addresses are static addresses that cannot be removed.

If spanning tree is enabled, the CPU on the switch receives packets that are destined for 0x0180C2000000
and 0x0180C2000010. If spanning tree is disabled, the switch forwards those packets as unknown multicast
addresses.

Accelerated Aging to Retain Connectivity

The default for aging dynamic addresses is 5 minutes, the default setting of the mac addr ess-table aging-time
global configuration command. However, a spanning-tree reconfiguration can cause many station locations
to change. Because these stations could be unreachable for 5 minutes or more during a reconfiguration, the
address-aging time is accelerated so that station addresses can be dropped from the address table and then
relearned. The accelerated aging is the same as the forward-delay parameter value (Spanning-treevian vian-id
forwar d-time seconds global configuration command) when the spanning tree reconfigures.

Because each VLAN is a separate spanning-tree instance, the switch accelerates aging on a per-VLAN basis.
A spanning-tree reconfiguration on one VLAN can cause the dynamic addresses that are learned on that VLAN
to be subject to accelerated aging. Dynamic addresses on other VLANS can be unaffected and remain subject
to the aging interval entered for the switch.

Spanning-Tree Modes and Protocols
The device supports these spanning-tree modes and protocols:

* PVST+—This spanning-tree mode is based on the IEEE 802.1D standard and Cisco proprietary extensions.
The PVST+ runs on each VLAN on the device up to the maximum supported, ensuring that each has a
loop-free path through the network.

The PVST+ provides Layer 2 load-balancing for the VLAN on which it runs. You can create different
logical topologies by using the VLANSs on your network to ensure that all of your links are used but that
no one link is oversubscribed. Each instance of PVST+ on a VLAN has a single root switch. This root
switch propagates the spanning-tree information that is associated with that VLAN to all other devices
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in the network. Because each device has the same information about the network, this process ensures

that the network topology is maintained.

* Rapid PVST+—This spanning-tree mode is the same as PVST+ except that is uses a rapid convergence
based on the IEEE 802.1w standard. Rapid PVST+ is the default STP mode on your device. This
spanning-tree mode is the same as PVST+ except that is uses a rapid convergence based on the IEEE
802.1w standard. To provide rapid convergence, the Rapid PVST+ immediately deletes dynamically
learned MAC address entries on a per-port basis upon receiving a topology change. By contrast, PVST+

uses a short aging time for dynamically learned MAC address entries.

Rapid PVST+ uses the same configuration as PVST+ (except where noted), and the device needs only
minimal extra configuration. The benefit of Rapid PVST+ is that you can migrate a large PVST+ install
base to Rapid PVST+ without having to learn the complexities of the Multiple Spanning Tree Protocol
(MSTP) configuration and without having to reprovision your network. In Rapid PVST+ mode, each
VLAN runs its own spanning-tree instance up to the maximum supported.

* MSTP—This spanning-tree mode is based on the IEEE 802.1s standard. You can map multiple VLANs
to the same spanning-tree instance, which reduces the number of spanning-tree instances that are required
to support many VLANs. The MSTP runs on top of the RSTP (based on IEEE 802.1w), which provides
for rapid convergence of the spanning tree by eliminating the forward delay and by quickly transitioning
root ports and designated ports to the forwarding state.

Supported Spanning-Tree Instances

In PVST+ or Rapid PVST+ mode, the device supports up to 128 spanning-tree instances.

In MSTP mode, the device supports up to 64 MST instances. The number of VLANS that can be mapped to
a particular MST instance is 512.

Spanning-Tree Interoperability and Backward Compatibility

In a mixed MSTP and PVST+ network, the common spanning-tree (CST) root must be inside the MST

backbone, and a PVST+ device cannot connect to multiple MST regions.

When a network contains devices running Rapid PVST+ and devices running PVST+, we recommend that
the Rapid PVST+ devices and PVST+ devices be configured for different spanning-tree instances. In the
Rapid PVST+ spanning-tree instances, the root switch must be a Rapid PVST+ device. In the PVST+ instances,
the root switch must be a PVST+ device. The PVST+ devices should be at the edge of the network.

Table 15: PVST+, MSTP, and Rapid-PVST+ Interoperability and Compatibility

PVST+ MSTP Rapid PVST+
PVST+ Yes Yes (with restrictions) Yes (reverts to PVST+)
MSTP Yes (with restrictions) Yes Yes (reverts to PVST+)
Rapid PVST+ | Yes (reverts to PVST+) | Yes (reverts to PVST+) Yes

Spanning Tree Protocols and IEEE 802.1Q Trunks

The IEEE 802.1Q standard for VLAN trunks imposes some limitations on the spanning-tree strategy for a
network. The standard requires only one spanning-tree instance for all VLANSs allowed on the trunks. However,
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in a network of Cisco devices that are connected through IEEE 802.1Q trunks, the devices maintain one
spanning-tree instance for each VLAN allowed on the trunks.

When you connect a Cisco device to a non-Cisco device through an IEEE 802.1Q trunk, the Cisco device
uses PVST+ to provide spanning-tree interoperability. If Rapid PVST+ is enabled, the device uses it instead
of PVST+. The device combines the spanning-tree instance of the IEEE 802.1Q VLAN of the trunk with the
spanning-tree instance of the non-Cisco IEEE 802.1Q device.

However, all PVST+ or Rapid PVST+ information is maintained by Cisco devices that are separated by a
cloud of non-Cisco IEEE 802.1Q devices. The non-Cisco IEEE 802.1Q cloud separating the Cisco devices
is treated as a single trunk link between the devices.

Rapid PVST+ is automatically enabled on IEEE 802.1Q trunks, and no user configuration is required. The
external spanning-tree behavior on access ports and Inter-Switch Link (ISL) trunk ports is not affected by
PVST+.

Default Spanning-Tree Configuration

Table 16: Default Spanning-Tree Configuration

Feature Default Setting

Enable state Enabled on VLAN 1.

Spanning-tree mode Rapid PVST+ ( PVST+ and MSTP are disabled.)
Device priority 32768

Spanning-tree port priority (configurable on a 128

per-interface basis)

Spanning-tree port cost (configurable on a 10 Mbps: 2000000
per-interface basis) 100 Mbps: 200000
1 Gbps: 20000

10 Gbps: 2000

40 Gbps: 500

100 Gbps: 200

1 Tbps: 20

10 Tbps: 2

Spanning-tree VLAN port priority (configurable on | 128
a per-VLAN basis)
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Feature Default Setting

Spanning-tree VLAN port cost (configurable on a 10 Mbps: 2000000
per-VLAN basis) 100 Mbps: 200000
1 Gbps: 20000

10 Gbps: 2000

40 Gbps: 500

100 Gbps: 200

1 Tbps: 20

10 Tbps: 2

Spanning-tree timers Hello time: 2 seconds
Forward-delay time: 15 seconds
Maximum-aging time: 20 seconds

Transmit hold count: 6 BPDUs

How to Configure Spanning Tree Protocol

The following sections provide information about configuring spanning tree protocol:

Changing the Spanning-Tree Mode

The switch supports three spanning-tree modes: per-VLAN spanning tree plus (PVST+), Rapid PVST+, or
Multiple Spanning Tree Protocol (MSTP). By default, the device runs the Rapid PVST+ protocol.

If you want to enable a mode that is different from the default mode, this procedure is required.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 spanning-treemode {pvst | mst | rapid-pvst} | Configures a spanning-tree mode.
Example: * Select pvst to enable PVST+.

Device (config) # spanning-tree mode pvst « Select mst to enable MSTP.
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Command or Action

Purpose

* Select rapid-pvst to enable rapid PVST+.

Step 4

interface interface-id

Example:

Device (config) # interface
GigabitEthernetl/1

Specifies an interface to configure, and enters
interface configuration mode. Valid interfaces
include physical ports, VLANS, and port
channels. The VLAN ID range is 1 to 4094. The
port-channel range is 1 to 48.

Step 5

spanning-tree link-type point-to-point

Example:

Device (config-if) # spanning-tree
link-type point-to-point

Specifies that the link type for this port is
point-to-point.

If you connect this port (local port) to a remote
port through a point-to-point link and the local
port becomes a designated port, the device
negotiates with the remote port and rapidly
changes the local port to the forwarding state.

Step 6

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

Step 7

clear spanning-tree detected-protocols

Example:

Device# clear spanning-tree
detected-protocols

If any port on the device is connected to a port
on a legacy IEEE 802.1D device, this command
restarts the protocol migration process on the
entire device.

This step is optional if the designated device
detects that this device is running rapid PVST+.

(Optional) Disabling Spanning Tree

Spanning tree is enabled by default on VLAN 1 and on all newly created VLANS up to the spanning-tree
limit. Disable spanning tree only if you are sure that there are no loops in the network topology.

A

Caution

When spanning tree is disabled and loops are present in the topology, excessive traffic and indefinite packet

duplication can drastically reduce network performance.

To disable spanning tree, perform this procedure:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.
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Command or Action

Purpose

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

no spanning-tree vlan vian-id

Example:

Device (config) # no spanning-tree vlan
300

For vian-id, the range is 1 to 4094.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

(Optional) Configuring the Root Device

To configure a device as the root for the specified VLAN, use the spanning-tree vlan vlian-id root global
configuration command to modify the device priority from the default value (32768) to a significantly lower
value. When you enter this command, the software checks the switch priority of the root switches for each
VLAN. Because of the extended system ID support, the switch sets its own priority for the specified VLAN
to 24576 if this value causes this switch to become the root for the specified VLAN.

Procedure

Use the diameter keyword to specify the Layer 2 network diameter (that is, the maximum number of device
hops between any two end stations in the Layer 2 network). When you specify the network diameter, the
device automatically sets an optimal hello time, forward-delay time, and maximum-age time for a network
of that diameter, which can significantly reduce the convergence time. You can use the hello keyword to
override the automatically calculated hello time.

To configure the root device, perform this procedure:

Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable
Step 2 configureterminal Enters global configuration mode.
Example:
Device# configure terminal
Step 3 spanning-tree vlan vian-id root primary Configures a device to become the root for the

[diameter net-diameter ]

Example:

Device (config) # spanning-tree vlan 20-24
root primary diameter 4

specified VLAN.

* For vian-id, you can specify a single
VLAN identified by VLAN ID number, a
range of VLANS separated by a hyphen,
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Command or Action Purpose

or a series of VLANSs separated by a
comma. The range is 1 to 4094.

* (Optional) For diameter net-diameter,
specify the maximum number of devices
between any two end stations. The range
is2to7.

Step 4 end Returns to privileged EXEC mode.

Example:

Device (config) # end

What to do next

After configuring the switch as the root switch, we recommend that you avoid manually configuring the hello
time, forward-delay time, and maximum-age time through the spanning-tree vlan vian-id hello-time,
spanning-treevlan vian-id for war d-time, and the spanning-tr ee vlan vlan-id max-age global configuration
commands.

(Optional) Configuring a Secondary Root Device

Procedure

When you configure a switch as the secondary root, the switch priority is modified from the default value
(32768) to 28672. With this priority, the switch is likely to become the root switch for the specified VLAN
if the primary root switch fails. This is assuming that the other network switches use the default switch priority
of 32768, and therefore, are unlikely to become the root switch.

You can execute this command on more than one switch to configure multiple backup root switches. Use the
same network diameter and hello-time values that you used when you configured the primary root switch
with the spanning-tree vlan vian-id root primary global configuration command.

To configure a secondary root device, perform this procedure:

Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 spanning-tree vlan vian-id root secondary | Configures a device to become the secondary
[diameter net-diameter ] root for the specified VLAN.
Example: * For vian-id, you can specify a single

VLAN identified by VLAN ID number, a
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Command or Action

Purpose

Device (config) # spanning-tree vlan 20-24
root secondary diameter 4

range of VLANS separated by a hyphen,
or a series of VLANSs separated by a
comma. The range is 1 to 4094.

* (Optional) For diameter net-diameter,
specify the maximum number of devices
between any two end stations. The range
is2to7.

Use the same network diameter value that you
used when configuring the primary root switch.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

(Optional) Configuring Port Priority

To configure port priority, perform this procedure:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Specifies an interface to configure, and enters
interface configuration mode.

Valid interfaces include physical ports and
port-channel logical interfaces (port-channel
port-channel-number).

Step 4

spanning-tree port-priority priority

Example:

Device (config-if) # spanning-tree
port-priority 0

Configures the port priority for an interface.

For priority, the range is 0 to 240, in increments
of 16; the default is 128. Valid values are 0, 16,
32,48, 64, 80,96, 112,128, 144, 160, 176, 192,
208, 224, and 240. All other values are rejected.
The lower the number, the higher the priority.

Step 5

spanning-tree vlan vian-id port-priority

priority

Configures the port priority for a VLAN.
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Command or Action

Purpose

Example:

Device (config-if) # spanning-tree vlan
20-25 port-priority O

« For vian-id, you can specify a single
VLAN identified by VLAN ID number, a
range of VLANS separated by a hyphen,
or a series of VLANSs separated by a
comma. The range is 1 to 4094.

* For priority, the range is 0 to 240, in
increments of 16; the default is 128. Valid
values are 0, 16, 32, 48, 64, 80, 96, 112,
128, 144, 160, 176, 192, 208, 224, and
240. All other values are rejected. The
lower the number, the higher the priority.

Step 6

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

(Optional) Configuring Path Cost

To configure path cost, perform this procedure:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Specifies an interface to configure, and enters
interface configuration mode. Valid interfaces
include physical ports and port-channel logical
interfaces (por t-channel port-channel-number).

Step 4

spanning-tree cost cost

Example:

Device (config-if) # spanning-tree cost
250

Configures the cost for an interface.

If aloop occurs, spanning tree uses the path cost
when selecting an interface to place into the
forwarding state. A lower path cost represents
higher-speed transmission.

For cost, the range is 1 to 200000000; the
default value is derived from the media speed
of the interface.
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Command or Action Purpose
Step 5 spanning-tree vlan vian-id cost cost Configures the cost for a VLAN.
Example: If a loop occurs, spanning tree uses the path cost

Device (config-if)# spanning-tree vlan |When selecting an interface to place into the
10,12-15,20 cost 300 forwarding state. A lower path cost represents
higher-speed transmission.

* For vian-id, you can specify a single
VLAN identified by VLAN ID number, a
range of VLANSs separated by a hyphen,
or a series of VLANSs separated by a
comma. The range is 1 to 4094.

* For cost, the range is 1 to 200000000; the
default value is derived from the media
speed of the interface.

Step 6 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

The show spanning-tree interface interface-id privileged EXEC command displays information only for
ports that are in a link-up operative state. Otherwise, you can use the show running-config privileged EXEC
command to confirm the configuration.

(Optional) Configuring the Device Priority of a VLAN

You can configure the switch priority and make it more likely that a standalone switch will be chosen as the
root switch.

)

Note Exercise care when using this command. For most situations, we recommend that you use the spanning-tree
vlan vian-id root primary and the spanning-treevlan vian-id r oot secondary global configuration commands
to modify the switch priority.

To configure device priority of a VLAN, perform this procedure:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:
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Command or Action

Purpose

Device# configure terminal

Step 3

spanning-tree vlan vian-id priority priority

Example:

Device (config) # spanning-tree vlan 20
priority 8192

Configures the device priority of a VLAN.

* For vian-id, you can specify a single
VLAN identified by VLAN ID number, a
range of VLANS separated by a hyphen,
or a series of VLANSs separated by a
comma. The range is 1 to 4094.

For priority, the range is 0 to 61440 in
increments of 4096; the default is 32768.
The lower the number, the more likely the
switch will be chosen as the root switch.

Valid priority values are 4096, 8192,
12288, 16384, 20480, 24576, 28672,
32768, 36864, 40960, 45056, 49152,
53248, 57344, and 61440. All other values
are rejected.

Step 4

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

(Optional) Configuring the Hello Time

The hello time is the time interval between configuration messages that are generated and sent by the root

switch.

To configure the hello time, perform this procedure:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2
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spanning-treevlan vlian-id hello-time seconds

Example:

Device (config) # spanning-tree vlan 20-24
hello-time 3

Configures the hello time of a VLAN. The hello
time is the time interval between configuration
messages that are generated and sent by the root
switch. These messages mean that the switch
is alive.

* For vian-id, you can specify a single
VLAN identified by VLAN ID number, a
range of VLANS separated by a hyphen,
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Command or Action Purpose

or a series of VLANSs separated by a
comma. The range is 1 to 4094.

* For seconds, the range is 1 to 10; the
default is 2.

Step 3 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

(Optional) Configuring the Forwarding-Delay Time for a VLAN

To configure the forwarding-delay time for a VLAN, perform this procedure:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 spanning-tree vlan vian-id forwar d-time Configures the forward time of a VLAN. The
seconds forwarding delay is the number of seconds an
interface waits before changing from its

spanning-tree learning and listening states to
Device (config) # spanning-tree vlan 20’25thefbﬂwaﬂﬁngsﬁne
forward-time 18

Example:

* For vlan-id, you can specify a single
VLAN identified by VLAN ID number, a
range of VLANS separated by a hyphen,
or a series of VLANSs separated by a
comma. The range is 1 to 4094.

* For seconds, the range is 4 to 30; the
default is 15.

Step 4 end Returns to privileged EXEC mode.

Example:

Device (config) # end
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(Optional) Configuring the Maximum-Aging Time for a VLAN

To configure the maximum-aging time for a VLAN, perform this procedure:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 spanning-tree vlan vian-id max-age seconds | Configures the maximum-aging time of a
VLAN. The maximum-aging time is the number
of seconds a switch waits without receiving
spanning-tree configuration messages before
attempting a reconfiguration.

Example:

Device (config) # spanning-tree vlan 20
max-age 30

* For vian-id, you can specify a single
VLAN identified by VLAN ID number, a
range of VLANS separated by a hyphen,
or a series of VLANSs separated by a
comma. The range is 1 to 4094.

* For seconds, the range is 6 to 40; the
default is 20.

Step 4 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

(Optional) Configuring the Transmit Hold-Count

You can configure the BPDU burst size by changing the transmit hold count value.

)

Note Changing this parameter to a higher value can have a significant impact on CPU utilization, especially in
Rapid PVST+ mode. Lowering this value can slow down convergence in certain scenarios. We recommend
that you maintain the default setting.

To configure the transmit hold-count, perform this procedure:
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Command or Action

Purpose

Step 1 enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2 configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3 spanning-tree transmit hold-count value

Example:

hold-count 6

Configures the number of BPDUs that can be
sent before pausing for 1 second.

Device (config) # spanning-tree transmit | O VAU the range is 1 to 20; the default is 6.

Step 4 end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Monitoring Spanning Tree Protocol Configuration Status

Table 17: Commands for Displaying STP Configuration Status

show spanning-tree active

Displays STP configuration information on active
interfaces only.

show spanning-tree detail

Displays a detailed summary of interface information.

show spanning-tree vlan vian-id

Displays STP configuration information for the
specified VLAN.

show spanning-tree interface interface-id

Displays STP configuration information for the
specified interface.

show spanning-tree interface interface-id portfast

Displays STP portfast information for the specified
interface.

show spanning-tree summary [totals]

Displays a summary of interface states or displays the
total lines of the STP state section.

To clear STP counters, use the clear spanning-tree [interface interface-id] privileged EXEC command.
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Configuring Loop Detection Guard

* Restrictions for Loop Detection Guard, on page 131
* Information About Loop Detection Guard, on page 131
* Enabling Loop Detection Guard and Error-Disabling the Required Port, on page 134

Restrictions for Loop Detection Guard

Loop detection guard can be configured only on Layer 2 physical interfaces. Layer 3 ports and virtual interfaces,
such as port channels, switch virtual interfaces (SVIs), and tunnels, are not supported.

Information About Loop Detection Guard

A computer network can experience a network loop where there is more than one Layer 2 path between two
endpoints. This is possible when there are multiple connections between two switches in a network or two
ports on the same switch are connected to each other. The following figure shows a few examples of a network
loop:

Example 1: Switch SW A, which is within the network, is sending traffic to an unmanaged switch on one port
and receiving traffic from the same unmanaged switch, on another port. On the unmanaged switch, the port
receiving traffic is connected to the port sending traffic back to the SW A in the network, resulting in a network
loop.

Example 2: This example shows a network loop involving four switches, two within the network (SW A and
SW B) and two unmanaged switches (Un A and Un B). Traffic is moving in the following direction SW A
to SW B to Un B to Un A and back to SW A, resulting in a network loop.

Example 3: Two ports on the unmanaged switch are connected to each other, resulting in a network loop.
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Figure 5: Examples of Network Loop Between Managed and Unmanaged Switches
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While Spanning Tree Protocol (STP) is normally the protocol that is configured for this purpose (to prevent
network loops), loop detection guard is suited to situations where there may be unmanaged switches in a
network that do not understand STP, or where STP is not configured on the network.

Loop detection guard is enabled at the interface level. To detect loops, the system sends loop-detect frames
from the interface, at preconfigured intervals. When a loop is detected, the configured action is taken.

Loop detection guard is disabled by default. When you enable the feature, you can configure one of these

actions:

* Error-disable the port sending traffic.

* Error-disable the port receiving traffic (default).

* Display an error message and not disable any port.
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When a port is error-disabled, no traffic is sent or received on that port.

Interaction of Loop Detection Guard with Other Features

The following sections provide information about how loop detection guard interacts with other feature:

Spanning Tree Protocol and Loop Detection Guard

When both loop detection guard and STP are enabled on a device, STP takes over monitoring the network
for loops. In this case loop-detect packets are neither received nor processed in the network.

VLANSs and Loop Detection Guard

We do not recommend configuring this feature on a switch that is connected to a hub for these reasons: The
hub floods traffic to all of its interfaces. If the switch in your network is receiving traffic from the same hub,
but on a port in a different VLAN, you may be inadvertently error-disabling those destination ports. The figure
below illustrates such a situation. The portin VLAN 1 is sending traffic to the hub. The switch is also receiving
traffic from the same hub, but on a port in a different VLAN, that is, VLAN 10. If you configure loop detection
guard (and you have configured the default action of error-disabling the destination port), then the port in
VLAN 10 is blocked. Configuring the option to display a message (instead of error-disabling a port) is not
recommended either, because the system displays as many messages as the number of interfaces configured
in the hub, resulting in a CPU overload.

Figure 6: A Switch Connected to an Unmanged Network Hub
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Enabling Loop Detection Guard and Error-Disabling the Required

Port

The feature is disabled by default. Complete the following steps to enable loop detection guard and configure
the action that you want the system to take when a loop is detected:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode. Enter your
password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

inter faceinterface-id

Example:

Device (config) # interface gigabitethernet]
1/1
Device (config-if) #

Enters interface configuration mode. Specify
only a physical interface to configure loop
detection guard on the device. Layer 3 ports and
virtual interfaces like PortChannels, switch
virtual interfaces (SVIs), and tunnels are not
supported.

Step 4

[no] loopdetect

Example:
Device (config-if)# loopdetect

Enables loop detection guard on the device.
Loopdetect frames are sent from the configured
interface. Use the loopdetect command without
any keyword to enable loop detection guard.

Use the no form of this command to disable this
feature.

Note

You can enable the feature on trunk ports, but
a warning message is displayed, for the
following reason: A trunk port carries traffic
for several VLANS, simultaneously. A loop
that is detected in one VLAN can result in the
error-disabling of all VLAN traffic that is
associated with the trunk port.

Step 5

[no] loopdetect {time| action
syslog | source-port}

Example:
Device (config-if)# loopdetect 7
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Specifies the frequency at which loop-detect
frames are sent and the action the system takes
when a loop is detected. If you do not specify
an action, the destination port is error-disabled
by default.

You can configure the following:
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Command or Action

Purpose

* time—Time interval to send loop-detect
frame, in seconds. The range is from 1 to
10. The default is 5.

» action sydog—Displays a system message
and does not error-disable any port. If you
use the no form of this command, the
system reverts to the last configured
option.

* source-port—~Error-disables the source
port. If you use the no form of this
command, the destination port is
error-disabled.

In the example configuration on the left
(Device (config-if)# loopdetect 7), the
interface is configured to send loop-detect
frames every 7 seconds, and to error-disable the
destination port if a loop is detected (The default
applies, because neither the action sysog option
nor the source-port option has been
configured).

Step 6 end Returns to privileged EXEC mode.
Example:
Device (config-if)# end
Step 7 show loopdetect Displays all the interfaces where loop detection
guard is enabled, the frequency at which
Example:

Device# show loopdetect

loop-detect packets are sent, and the status of
the physical interface.
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Configuring Multiple Spanning-Tree Protocol

* Prerequisites for Multiple Spanning Tree Protocol, on page 137

* Restrictions for Multiple Spanning-Tree Protocol, on page 137

* Information About Multiple Spanning Tree Protocol, on page 138

* How to Configure Multiple Spanning Tree Protocol and Parameters, on page 151

Prerequisites for Multiple Spanning Tree Protocol

* For two or more devices to be in the same multiple spanning tree (MST) region, they must have the same
VLAN-to-instance map, the same configuration revision number, and the same name.

* For load-balancing across redundant paths in the network to work, all VLAN-to-instance mapping
assignments must match; otherwise, all traffic flows on a single link.

* For load-balancing between a per-VLAN spanning tree plus (PVST+) and an MST cloud or between a
rapid-PVST+ and an MST cloud to work, all MST boundary ports must be forwarding. MST boundary
ports are forwarding when the root of the internal spanning tree (IST) of the MST cloud is the root of
the common spanning tree (CST). If the MST cloud consists of multiple MST regions, one of the MST
regions must contain the CST root, and all of the other MST regions must have a better path to the root
contained within the MST cloud than a path through the PVST+ or rapid-PVST+ cloud. You might have
to manually configure the devices in the clouds.

Restrictions for Multiple Spanning-Tree Protocol

* PVST+, Rapid PVST+, and MSTP are supported, but only one version can be active at any time. (For
example, all VLANs run PVST+, all VLANS run Rapid PVST+, or all VLANSs run MSTP.)

* VLAN Trunking Protocol (VTP) propagation of the MST configuration is not supported. However, you
can manually configure the MST configuration (region name, revision number, and VLAN-to-instance
mapping) on each device within the MST region by using the command-line interface (CLI) or through
the Simple Network Management Protocol (SNMP) support.

* Partitioning the network into a large number of regions is not recommended. However, if this situation

is unavoidable, we recommend that you partition the switched LAN into smaller LANs interconnected
by routers or non-Layer 2 devices.
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* A region can have one member or multiple members with the same MST configuration; each member
must be capable of processing rapid spanning tree protocol (RSTP) Bridge Protocol Data Units (BPDUs).
There is no limit to the number of MST regions in a network, but each region can only support up to
65spanning-tree instances. You can assign a VLAN to only one spanning-tree instance at a time.

Information About Multiple Spanning Tree Protocol

The following sections provide information about Multiple Spanning-Tree Protocol (MSTP):

Multiple Spanning Tree Protocol Configuration

Multiple Spanning-Tree Protocol (MSTP), which uses Rapid Spanning-Tree Protocol (RSTP) for rapid
convergence, enables multiple VLANS to be grouped into and mapped to the same spanning-tree instance,
reducing the number of spanning-tree instances that are needed to support many VLANs. The MSTP provides
for multiple forwarding paths for data traffic, enables load balancing, and reduces the number of spanning-tree
instances that are required to support many VLANS. It improves the fault tolerance of the network because a
failure in one instance (forwarding path) does not affect other instances (forwarding paths).

)

Note The multiple spanning-tree (MST) implementation is based on the IEEE 802.1s standard.

The most common initial deployment of MSTP is in the backbone and distribution layers of a Layer 2 switched
network. This deployment provides the highly available network that is required in a service-provider
environment.

When the device is in the MST mode, the RSTP, which is based on IEEE 802.1w, is automatically enabled.
The RSTP provides rapid convergence of the spanning tree through explicit handshaking that eliminates the
IEEE 802.1D forwarding delay and quickly transitions root ports and designated ports to the forwarding state.

Both MSTP and RSTP improve the spanning-tree operation and maintain backward compatibility with
equipment that is based on the (original) IEEE 802.1D spanning tree, with existing Cisco-proprietary Multiple
Instance STP (MISTP), and with existing Cisco PVST+ and rapid per-VLAN spanning-tree plus (Rapid
PVST+).

In MSTP mode, a device supports up to 64 MST instances. The number of VLANS that can be mapped to a
particular MST instance is 512.

Multiple Spanning Tree Protocol Configuration Guidelines

* When you enable MST by using the spanning-tree mode mst global configuration command, RSTP is
automatically enabled.

* For configuration guidelines about UplinkFast and BackboneFast, see the relevant sections in the Related
Topics section.

* When the device is in MST mode, it uses the long path-cost calculation method (32 bits) to compute the
path cost values. With the long path-cost calculation method, the following path cost values are supported:
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Speed Path Cost Value
10 Mb/s 2,000,000

100 Mb/s 200,000

1 Gb/s 20,000

10 Gb/s 2,000

100 Gb/s 200

Root Switch Configuration

The switch maintains a spanning-tree instance for the group of VLANSs mapped to it. A device ID, consisting
of the switch priority and the switch MAC address, is associated with each instance. For a group of VLANS,
the switch with the lowest device ID becomes the root switch.

When you configure a switch as the root, you modify the switch priority from the default value (32768) to a
significantly lower value so that the switch becomes the root switch for the specified spanning-tree instance.
When you enter this command, the switch checks the switch priorities of the root switches. Because of the
extended system ID support, the switch sets its own priority for the specified instance to 24576 if this value
will cause this switches to become the root for the specified spanning-tree instance.

If any root switch for the specified instance has a switch priority lower than 24576, the switch sets its own
priority to 4096 less than the lowest switch priority. (4096 is the value of the least-significant bit of a 4-bit
switch priority value. For more information, see Bridge ID, Switch Priority, and Extended System ID.

If your network consists of switches that support and do not support the extended system ID, it is unlikely
that the switch with the extended system ID support will become the root switch. The extended system ID
increases the switch priority value every time the VLAN number is greater than the priority of the connected
switches running older software.

The root switch for each spanning-tree instance should be a backbone or distribution switch. Do not configure
an access switch as the spanning-tree primary root.

Use the diameter keyword, which is available only for MST instance 0, to specify the Layer 2 network
diameter (that is, the maximum number of switch hops between any two end stations in the Layer 2 network).
When you specify the network diameter, the switch automatically sets an optimal hello time, forward-delay
time, and maximum-age time for a network of that diameter, which can significantly reduce the convergence
time. You can use the hello keyword to override the automatically calculated hello time.

Multiple Spanning-Tree Regions

For switches to participate in multiple spanning-tree (MST) instances, you must consistently configure the
switches with the same MST configuration information. A collection of interconnected switches that have the
same MST configuration comprises an MST region.

The MST configuration controls to which MST region each device belongs. The configuration includes the
name of the region, the revision number, and the MST VLAN-to-instance assignment map. You configure
the device for a region by specifying the MST region configuration on it. You can map VLANSs to an MST
instance, specify the region name, and set the revision number. For instructions and an example, select the
"Specifying the MST Region Configuration and Enabling MSTP" link in Related Topics.

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



Layer2 |
. Internal Spanning Tree, Common and Internal Spanning Tree, and Common Spanning Tree

A region can have one or multiple members with the same MST configuration. Each member must be capable
of processing RSTP bridge protocol data units (BPDUs). There is no limit to the number of MST regions in
a network, but each region can support up to 64 spanning-tree instances. Instances can be identified by any
number in the range from 0 to 4094. You can assign a VLAN to only one spanning-tree instance at a time.

Internal Spanning Tree, Common and Internal Spanning Tree, and Common
Spanning Tree

Unlike PVST+ and Rapid PVST+ in which all the spanning-tree instances are independent, the MSTP establishes
and maintains two types of spanning trees:

* An internal spanning tree (IST), which is the spanning tree that runs in an MST region.

Within each MST region, the MSTP maintains multiple spanning-tree instances. Instance 0 is a special
instance for a region, known as the internal spanning tree (IST). All other MST instances are numbered
from 1 to 4094.

The IST is the only spanning-tree instance that sends and receives BPDUs. All of the other spanning-tree
instance information is contained in M-records, which are encapsulated within MSTP BPDUs. Because
the MSTP BPDU carries information for all instances, the number of BPDUSs that need to be processed
to support multiple spanning-tree instances is significantly reduced.

All MST instances within the same region share the same protocol timers, but each MST instance has
its own topology parameters, such as root switch ID, root path cost, and so forth. By default, all VLANs
are assigned to the IST.

An MST instance is local to the region; for example, MST instance 1 in region A is independent of MST
instance 1 in region B, even if regions A and B are interconnected.

A common and internal spanning tree (CIST), which is a collection of the ISTs in each MST region, and
the common spanning tree (CST) that interconnects the MST regions and single spanning trees.

The spanning tree that is computed in a region appears as a subtree in the CST that encompasses the
entire switched domain. The CIST is formed by the spanning-tree algorithm running among switches
that support the IEEE 802.1w, IEEE 802.1s, and IEEE 802.1D standards. The CIST inside an MST region
is the same as the CST outside a region.

Operations Within an Multiple Spanning Tree Region

The IST connects all the MSTP switches in a region. When the IST converges, the root of the IST becomes
the CIST regional root. It is the switch within the region with the lowest device ID and path cost to the CIST
root. The CIST regional root is also the CIST root if there is only one region in the network. If the CIST root
is outside the region, one of the MSTP switches at the boundary of the region is selected as the CIST regional
root.

When an MSTP switch initializes, it sends BPDUs claiming itself as the root of the CIST and the CIST regional
root, with both of the path costs to the CIST root and to the CIST regional root set to zero. The switch also
initializes all of its MST instances and claims to be the root for all of them. If the switch receives superior
MST root information (lower device ID, lower path cost, and so forth) than currently stored for the port, it
relinquishes its claim as the CIST regional root.

During initialization, a region might have many subregions, each with its own CIST regional root. As switches
receive superior IST information, they leave their old subregions and join the new subregion that contains the
true CIST regional root. All subregions shrink except for the one that contains the true CIST regional root.
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For correct operation, all switches in the MST region must agree on the same CIST regional root. Therefore,
any two switches in the region only synchronize their port roles for an MST instance if they converge to a
common CIST regional root.

Operations Between Multiple Spanning Tree Regions

If there are multiple regions or legacy IEEE 802.1D switches within the network, MSTP establishes and
maintains the CST, which includes all MST regions and all legacy STP switches in the network. The MST
instances combine with the IST at the boundary of the region to become the CST.

The IST connects all the MSTP switches in the region and appears as a subtree in the CIST that encompasses
the entire switched domain. The root of the subtree is the CIST regional root. The MST region appears as a
virtual switch to adjacent STP switches and MST regions.

Only the CST instance sends and receives BPDUs, and MST instances add their spanning-tree information
into the BPDUs to interact with neighboring switches and compute the final spanning-tree topology. Because
of this, the spanning-tree parameters that are related to BPDU transmission (for example, hello time, forward
time, max-age, and max-hops) are configured only on the CST instance but affect all MST instances. Parameters
that are related to the spanning-tree topology (for example, switch priority, port VLAN cost, and port VLAN
priority) can be configured on both the CST instance and the MST instance.

MSTP switches use Version 3 RSTP BPDUs or IEEE 802.1D STP BPDUs to communicate with legacy IEEE
802.1D devices. MSTP switches use MSTP BPDUs to communicate with MSTP devices.

IEEE 802.1s Terminology

Some MST naming conventions that are used in Cisco’s prestandard implementation have been changed to
identify some internal or regional parameters. These parameters are significant only within an MST region,
as opposed to external parameters that are relevant to the whole network. Because the CIST is the only
spanning-tree instance that spans the whole network, only the CIST parameters require the external rather
than the internal or regional qualifiers.

* The CIST root is the root switch for the unique instance that spans the whole network, the CIST.

* The CIST external root path cost is the cost to the CIST root. This cost is left unchanged within an MST
region. Remember that an MST region looks like a single switch for the CIST. The CIST external root
path cost is the root path cost that is calculated between these virtual devices and devices that do not
belong to any region.

» If the CIST root is in the region, the CIST regional root is the CIST root. Otherwise, the CIST regional
root is the closest switch to the CIST root in the region. The CIST regional root acts as a root switch for
the IST.

* The CIST internal root path cost is the cost to the CIST regional root in a region. This cost is only relevant
to the IST, instance 0.

lllustration of Multiple Spanning Tree Regions

This figure displays three MST regions and a legacy IEEE 802.1D device (D). The CIST regional root for
region 1 (A) is also the CIST root. The CIST regional root for region 2 (B) and the CIST regional root for
region 3 (C) are the roots for their respective subtrees within the CIST. The RSTP runs in all regions.
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Figure 7: MST Regions, CIST Regional Root, and CST Root

-~ CIST Regional rooi™
, A g

/ ¢ _and CST root N
f o \‘ —i \
|- \ |
" B | r("'; l.ll'\‘ |
D g I". .rfl; "\ ..".l \‘\ In'
Legacy IEEE 802.1D AR I\ /

g i

’r".—----_-__ 7-_--""&\‘ ol T
-~ B/ ) . ™
/ /‘\CIST Regional root CIST Regional root Ch\ \
.f f/ ‘\LH\M \_1_\ llll._.rr o \\x l.
'II A ‘\- II ( ".f \."\-. III|
|I .."l.l "'.. .-".I Il | l"., Il." "-.\ lII
| ."I \ .l" i | \'._ II-' '."
Y I \ I ,-"l \, Y /! ! !
) L ¢ LY i’
\ /'/I(r \‘ "/r
. MST Region 2 4 “.._ MSTRegon3 _ =
= - — P g

The IST and MST instances do not use the message-age and maximum-age information in the configuration
BPDU to compute the spanning-tree topology. Instead, they use the path cost to the root and a hop-count
mechanism similar to the IP time-to-live (TTL) mechanism.

By using the spanning-tree mst max-hops global configuration command, you can configure the maximum
hops inside the region and apply it to the IST and all MST instances in that region. The hop count achieves
the same result as the message-age information (triggers a reconfiguration). The root switch of the instance
always sends a BPDU (or M-record) with a cost of 0 and the hop count set to the maximum value. When a
switch receives this BPDU, it decrements the received remaining hop count by one and propagates this value
as the remaining hop count in the BPDUs it generates. When the count reaches zero, the switch discards the
BPDU and ages the information that is held for the port.

The message-age and maximum-age information in the RSTP portion of the BPDU remain the same throughout
the region, and the same values are propagated by the region designated ports at the boundary.

Boundary Ports

In the Cisco prestandard implementation, a boundary port connects an MST region to a single spanning-tree
region running RSTP, to a single spanning-tree region running PVST+ or rapid PVST+, or to another MST
region with a different MST configuration. A boundary port also connects to a LAN, the designated device
of which is either a single spanning-tree switch or a switch with a different MST configuration.
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There is no definition of a boundary port in the IEEE 802.1s standard. The IEEE 802.1Q-2002 standard
identifies two kinds of messages that a port can receive:

* internal (coming from the same region)

* external (coming from another region)

When a message is internal, the CIST part is received by the CIST, and each MST instance receives its
respective M-record.

When a message is external, it is received only by the CIST. If the CIST role is root or alternate, or if the
external BPDU is a topology change, it could have an impact on the MST instances.

An MST region includes both devices and LANs. A segment belongs to the region of its designated port.
Therefore, a port in a different region than the designated port for a segment is a boundary port. This definition
allows two ports internal to a region to share a segment with a port belonging to a different region, creating
the possibility of a port receiving both internal and external messages.

The primary change from the Cisco prestandard implementation is that a designated port is not defined as
boundary, unless it is running in an STP-compatible mode.

N

Note If there is a legacy STP device on the segment, messages are always considered external.

The other change from the Cisco prestandard implementation is that the CIST regional root device ID field
is now inserted where an RSTP or legacy IEEE 802.1Q device has the sender device ID. The whole region
performs like a single virtual device by sending a consistent sender device ID to neighboring devices. In this
example, Switch C would receive a BPDU with the same consistent sender device ID of root, whether or not
A or B is designated for the segment.

IEEE 802.1s Implementation

The Cisco implementation of the IEEE MST standard includes features required to meet the standard, as well
as some of the desirable prestandard functionality that is not yet incorporated into the published standard.

Port Role Naming Change

The boundary role is no longer in the final MST standard, but this boundary concept is maintained in Cisco’s
implementation. However, an MST instance port at a boundary of the region might not follow the state of the
corresponding CIST port. Two boundary roles currently exist:

* The boundary port is the root port of the CIST regional root—When the CIST instance port is proposed
and is in sync, it can send back an agreement and move to the forwarding state only after all the
corresponding MSTI ports are in sync (and thus forwarding). The MSTI ports now have a special primary
role.

* The boundary port is not the root port of the CIST regional root—The MSTI ports follow the state and
role of the CIST port. The standard provides less information, and it might be difficult to understand
why an MSTI port can be alternately blocking when it receives no BPDUs (MRecords). In this case,
although the boundary role no longer exists, the show commands identify a port as boundary in the type
column of the output.
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Interoperation Between Legacy and Standard Devices

Because automatic detection of prestandard devices can fail, you can use an interface configuration command
to identify prestandard ports. A region cannot be formed between a standard and a prestandard device, but
they can interoperate by using the CIST. Only the capability of load-balancing over different instances is lost
in that particular case. The CLI displays different flags depending on the port configuration when a port
receives prestandard BPDUs. A syslog message also appears the first time a device receives a prestandard
BPDU on a port that has not been configured for prestandard BPDU transmission.

Figure 8: Standard and Prestandard Device Interoperation

Assume that A is a standard switch and B a prestandard switch, both configured to be in the same region. A
is the root switch for the CIST, and B has a root port (BX) on segment X and an alternate port (BY) on segment
Y. If segment Y flaps, and the port on BY becomes the alternate before sending out a single prestandard
BPDU, AY cannot detect that a prestandard switch is connected to Y and continues to send standard BPDUs.
The port BY is fixed in a boundary, and no load balancing is possible between A and B. The same problem
exists on segment X, but B might transmit topology changes.

Segment X MST
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Switch A

ﬁ é Switch B

92721
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Note We recommend that you minimize the interaction between standard and prestandard MST implementations.

Detecting Unidirectional Link Failure

This feature is not yet present in the IEEE MST standard, but it is included in this Cisco 1OS release. The
software checks the consistency of the port role and state in the received BPDUs to detect unidirectional link
failures that could cause bridging loops.

When a designated port detects a conflict, it keeps its role, but reverts to the discarding state because disrupting
connectivity in case of inconsistency is preferable to opening a bridging loop.
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Figure 9: Detecting Unidirectional Link Failure

This figure illustrates a unidirectional link failure that typically creates a bridging loop. Switch A is the root
device, and its BPDUs are lost on the link leading to Switch B. RSTP and MST BPDUs include the role and
state of the sending port. With this information, Switch A can detect that Switch B does not react to the superior
BPDUs it sends and that Switch B is the designated, not root switch. As a result, Switch A blocks (or keeps

blocking) its port, which prevents the bridging loop.
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Interoperability with IEEE 802.1D Spanning Tree Protocol

A device running MSTP supports a built-in protocol migration mechanism that enables it to interoperate with
legacy IEEE 802.1D devices. If this device receives a legacy IEEE 802.1D configuration BPDU (a BPDU
with the protocol version set to 0), it sends only IEEE 802.1D BPDUs on that port. An MSTP device also can
detect that a port is at the boundary of a region when it receives a legacy BPDU, an MSTP BPDU (Version
3) associated with a different region, or an RSTP BPDU (Version 2).

However, the device does not automatically revert to the MSTP mode if it no longer receives IEEE 802.1D
BPDUs because it cannot detect whether the legacy switch has been removed from the link unless the legacy
switch is the designated device. A device might also continue to assign a boundary role to a port when the
device to which this device is connected has joined the region. To restart the protocol migration process (force
the renegotiation with neighboring devices), use the clear spanning-tree detected-protocolsprivileged EXEC
command.

If all the legacy switches on the link are RSTP devices, they can process MSTP BPDUs as if they are RSTP
BPDUs. Therefore, MSTP devices send either a Version 0 configuration and TCN BPDUs or Version 3 MSTP
BPDUs on a boundary port. A boundary port connects to a LAN, the designated device of which is either a
single spanning-tree switch or a switch with a different MST configuration.

Rapid Spanning Tree Protocol Overview

The RSTP takes advantage of point-to-point wiring and provides rapid convergence of the spanning tree.
Reconfiguration of the spanning tree can occur in less than 1 second (in contrast to 50 seconds with the default
settings in the IEEE 802.1D spanning tree).

Port Roles and the Active Topology

The RSTP provides rapid convergence of the spanning tree by assigning port roles and by learning the active
topology. The RSTP builds upon the IEEE 802.1D STP to select the device with the highest device priority
(lowest numerical priority value) as the root device. The RSTP then assigns one of these port roles to individual
ports:

* Root port—Provides the best path (lowest cost) when the device forwards packets to the root switch.
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* Designated port—Connects to the designated device, which incurs the lowest path cost when forwarding
packets from that LAN to the root switch. The port through which the designated device is attached to
the LAN is called the designated port.

* Alternate port—Offers an alternate path toward the root switch to that provided by the current root port.

* Backup port—Acts as a backup for the path that is provided by a designated port toward the leaves of
the spanning tree. A backup port can exist only when two ports are connected in a loopback by a
point-to-point link or when a device has two or more connections to a shared LAN segment.

* Disabled port—Has no role within the operation of the spanning tree.
A port with the root or a designated port role is included in the active topology. A port with the alternate or
backup port role is excluded from the active topology.

In a stable topology with consistent port roles throughout the network, the RSTP ensures that every root port
and designated port immediately transition to the forwarding state while all alternate and backup ports are
always in the discarding state (equivalent to blocking in IEEE 802.1D). The port state controls the operation
of the forwarding and learning processes.

Table 18: Port State Comparison

Operational Status STP Port State RSTP Port State Is Port Included in the Active
(IEEE 802.1D) Topology?

Enabled Blocking Discarding No

Enabled Listening Discarding No

Enabled Learning Learning Yes

Enabled Forwarding Forwarding Yes

Disabled Disabled Discarding No

To be consistent with Cisco STP implementations, this guide defines the port state as blocking instead of
discarding. Designated ports start in the listening state.

Rapid Convergence

The RSTP provides for rapid recovery of connectivity following the failure of a device, a device port, or a
LAN. It provides rapid convergence for edge ports, new root ports, and ports connected through point-to-point
links as follows:

» Edge ports—If you configure a port as an edge port on an RSTP device by using the spanning-tree
portfast interface configuration command, the edge port immediately transitions to the forwarding state.
An edge port is the same as a Port Fast-enabled port, and you should enable it only on ports that connect
to a single end station.

* Root ports—If the RSTP selects a new root port, it blocks the old root port and immediately transitions
the new root port to the forwarding state.

* Point-to-point links—If you connect a port to another port through a point-to-point link and the local
port becomes a designated port, it negotiates a rapid transition with the other port by using the
proposal-agreement handshake to ensure a loop-free topology.
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Figure 10: Proposal and Agreement Handshaking for Rapid Convergence

Switch A is connected to Switch B through a point-to-point link, and all of the ports are in the blocking
state. Assume that the priority of Switch A is a smaller numerical value than the priority of Switch B.
Switch A sends a proposal message (a configuration BPDU with the proposal flag set) to Switch B,
proposing itself as the designated device.

After receiving the proposal message, Switch B selects as its new root port the port from which the
proposal message was received, forces all nonedge ports to the blocking state, and sends an agreement
message (a BPDU with the agreement flag set) through its new root port.

After receiving Switch B’s agreement message, Switch A also immediately transitions its designated
port to the forwarding state. No loops in the network are formed because Switch B blocked all of its
nonedge ports and because there is a point-to-point link between Switch A and B.

When Switch C is connected to Switch B, a similar set of handshaking messages are exchanged. Switch
C selects the port connected to Switch B as its root port, and both ends immediately transition to the
forwarding state. With each iteration of this handshaking process, one more device joins the active
topology. As the network converges, this proposal-agreement handshaking progresses from the root
toward the leaves of the spanning tree.

The device learns the link type from the port duplex mode: a full-duplex port is considered to have a
point-to-point connection; a half-duplex port is considered to have a shared connection. You can override
the default setting that is controlled by the duplex setting by using the spanning-treelink-type interface
configuration command.
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Synchronization of Port Roles

When the device receives a proposal message on one of its ports and that port is selected as the new root port,
the RSTP forces all other ports to synchronize with the new root information.

The device is synchronized with superior root information that is received on the root port if all other ports
are synchronized. An individual port on the device is synchronized if:

* That port is in the blocking state.

* It is an edge port (a port that is configured to be at the edge of the network).

If a designated port is in the forwarding state and is not configured as an edge port, it transitions to the blocking
state when the RSTP forces it to synchronize with new root information. In general, when the RSTP forces a
port to synchronize with root information and the port does not satisfy any of the above conditions, its port
state is set to blocking.

Figure 11: Sequence of Events During Rapid Convergence
After ensuring that all of the ports are synchronized, the device sends an agreement message to the designated

device corresponding to its root port. When the devices that are connected by a point-to-point link are in
agreement about their port roles, the RSTP immediately transitions the port states to forwarding.
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Bridge Protocol Data Unit Format and Processing

The RSTP BPDU format is the same as the IEEE 802.1D BPDU format except that the protocol version is
setto 2. A new 1-byte Version 1 Length field is set to zero, which means that no version 1 protocol information
is present.
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Table 19: RSTP BPDU Flags

Bit Function

0 Topology change (TC)
1 Proposal

2-3: Port role:

00 Unknown

01 Alternate port

10 Root port

11 Designated port

4 Learning

5 Forwarding

6 Agreement

7 Topology change acknowledgement (TCA)

The sending device sets the proposal flag in the RSTP BPDU to propose itself as the designated device on
that LAN. The port role in the proposal message is always set to the designated port.

The sending device sets the agreement flag in the RSTP BPDU to accept the previous proposal. The port role
in the agreement message is always set to the root port.

The RSTP does not have a separate topology change notification (TCN) BPDU. It uses the topology change
(TC) flag to show the topology changes. However, for interoperability with IEEE 802.1D devices, the RSTP
device processes and generates TCN BPDUs.

The learning and forwarding flags are set according to the state of the sending port.

Processing Superior Bridge Protocol Data Unit Information

If a port receives superior root information (lower device ID, lower path cost, and so forth) than currently
stored for the port, the RSTP triggers a reconfiguration. If the port is proposed and is selected as the new root
port, RSTP forces all the other ports to synchronize.

If the BPDU received is an RSTP BPDU with the proposal flag set, the device sends an agreement message
after all of the other ports are synchronized. If the BPDU is an IEEE 802.1D BPDU, the device does not set
the proposal flag and starts the forward-delay timer for the port. The new root port requires twice the
forward-delay time to transition to the forwarding state.

If the superior information that is received on the port causes the port to become a backup or alternate port,
RSTP sets the port to the blocking state but does not send the agreement message. The designated port continues
sending BPDUs with the proposal flag set until the forward-delay timer expires, at which time the port
transitions to the forwarding state.

Processing Inferior Bridge Protocol Data Unit Information

If a designated port receives an inferior BPDU (such as a higher device ID or a higher path cost than currently
stored for the port) with a designated port role, it immediately replies with its own information.
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This section describes the differences between the RSTP and the IEEE 802.1D in handling spanning-tree
topology changes.

Detection—Unlike IEEE 802.1D in which any transition between the blocking and the forwarding state
causes a topology change, only transitions from the blocking to the forwarding state cause a topology
change with RSTP (only an increase in connectivity is considered a topology change). State changes on
an edge port do not cause a topology change. When an RSTP device detects a topology change, it deletes
the learned information on all of its nonedge ports except on those from which it received the TC
notification.

Notification—Unlike IEEE 802.1D, which uses TCN BPDUs, the RSTP does not use them. However,
for IEEE 802.1D interoperability, an RSTP device processes and generates TCN BPDUs.

Acknowledgement—When an RSTP device receives a TCN message on a designated port from an IEEE
802.1D device, it replies with an IEEE 802.1D configuration BPDU with the TCA bit set. However, if
the TC-while timer (the same as the topology-change timer in [EEE 802.1D) is active on a root port that
is connected to an IEEE 802.1D device and a configuration BPDU with the TCA bit set is received, the
TC-while timer is reset.

This behavior is only required to support IEEE 802.1D devices. The RSTP BPDUs never have the TCA
bit set.

Propagation—When an RSTP device receives a TC message from another device through a designated
or root port, it propagates the change to all of its nonedge, designated ports and to the root port (excluding
the port on which it is received). The device starts the TC-while timer for all such ports and flushes the
information learned on them.

Protocol migration—For backward compatibility with IEEE 802.1D devices, RSTP selectively sends
IEEE 802.1D configuration BPDUs and TCN BPDUs on a per-port basis.

When a port is initialized, the migrate-delay timer is started (specifies the minimum time during which
RSTP BPDUs are sent), and RSTP BPDUs are sent. While this timer is active, the device processes all
BPDUs received on that port and ignores the protocol type.

If the device receives an IEEE 802.1D BPDU after the port migration-delay timer has expired, it assumes
that it is connected to an IEEE 802.1D device and starts using only IEEE 802.1D BPDUs. However, if
the RSTP device is using IEEE 802.1D BPDUs on a port and receives an RSTP BPDU after the timer
has expired, it restarts the timer and starts using RSTP BPDUs on that port.

Protocol Migration Process

A device running MSTP supports a built-in protocol migration mechanism that enables it to interoperate with
legacy IEEE 802.1D devices. If this device receives a legacy IEEE 802.1D configuration BPDU (a BPDU
with the protocol version set to 0), it sends only IEEE 802.1D BPDUs on that port. An MSTP device also can
detect that a port is at the boundary of a region when it receives a legacy BPDU, an MST BPDU (Version 3)
associated with a different region, or an RST BPDU (Version 2).

However, the device does not automatically revert to the MSTP mode if it no longer receives IEEE 802.1D
BPDUs because it cannot detect whether the legacy switch has been removed from the link unless the legacy
switch is the designated device. A device also might continue to assign a boundary role to a port when the
device to which it is connected has joined the region.
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Default Multiple Spanning Tree Protocol Configuration

Table 20: Default MSTP Configuration

Feature Default Setting
Spanning-tree mode MSTP

Device priority (configurable on a per-CIST port 32768

basis)

Spanning-tree port priority (configurable on a 128

per-CIST port basis)

Spanning-tree port cost (configurable on a per-CIST
port basis)

* 1000Mb/s: 4
* 100Mb/s: 19
* 10Mb/s: 100

Hello time 2 seconds
Forward-delay time 15
Maximum-aging time 20 seconds
Maximum hop count 20 hops

How to Configure Multiple Spanning Tree Protocol and
Parameters

The following sections provide information about configuring MSTP and MSTP parameters:

Specifying the Multiple Spanning Tree Region Configuration and Enabling
Multiple Spanning Tree Protocol

For two or more switches to be in the same MST region, they must have the same VLAN-to-instance mapping,
the same configuration revision number, and the same name.

Procedure

A region can have one member or multiple members with the same MST configuration; each member must
be capable of processing RSTP BPDUs. There is no limit to the number of MST regions in a network, but
each region can only support up to 64 spanning-tree instances. You can assign a VLAN to only one

spanning-tree instance at a time.

Command or Action

Purpose

Step 1 enable

Enables privileged EXEC mode.
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Command or Action

Purpose

Example:

Device> enable

Enter your password if prompted.

Step 2

configure terminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

spanning-tree mst configuration

Example:

Device (config) # spanning-tree mst
configuration

Enters MST configuration mode.

Step 4

instance instance-id vlan vian-range

Example:

Device (config-mst) # instance 1 vlan
10-20

Maps VLANS to an MST instance.

* For instance-id, the range is 0 to 4094.

« For vlan vlan-range, the range is 1 to
4094.

When you map VLANs to an MST
instance, the mapping is incremental, and
the VLANSs specified in the command are
added to or removed from the VLANs
that were previously mapped.

To specify a VLAN range, use a hyphen; for
example, instance 1 vlan 1-63 maps VLANs
1 through 63 to MST instance 1.

To specify a VLAN series, use a comma, for
example, instance 1 vlan 10, 20, 30 maps
VLANS 10, 20, and 30 to MST instance 1.

Step 5

name name

Example:

Device (config-mst) # name regionl

Specifies the configuration name. The name
string has a maximum length of 32 characters
and is case sensitive.

Step 6

revision version

Example:

Device (config-mst) # revision 1

Specifies the configuration revision number.
The range is 0 to 65535.

Step 7

show pending

Example:

Device (config-mst) # show pending

Verifies your configuration by displaying the
pending configuration.

Step 8

exit
Example:

Device (config-mst) # exit

Applies all changes, and returns to global
configuration mode.
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Command or Action

Purpose

Step 9

spanning-tree mode mst

Example:

Device (config) # spanning-tree mode mst

Enables MSTP. RSTP is also enabled.

Changing spanning-tree modes can disrupt
traffic because all spanning-tree instances are
stopped for the previous mode and restarted
in the new mode.

You cannot run both MSTP and PVST+ or
both MSTP and Rapid PVST+ at the same
time.

Step 10

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

(Optional) Configuring the Root Device

To configure the root device, perform this procedure:

Before you begin

* An MST must be specified and enabled on the device. .

* You must also know the specified MST instance ID.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

spanning-tree mst instance-id root primary

Example:

Device (config) # spanning-tree mst 0 root]
primary

Configures a device as the root device.

For instance-id, you can specify a single
instance, a range of instances separated by a
hyphen, or a series of instances separated by a
comma. The range is 0 to 4094.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.
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(Optional) Configuring a Secondary Root Device

Procedure

When you configure a device with the extended system ID support as the secondary root, the device priority
is modified from the default value (32768) to 28672. The device is then likely to become the root device for
the specified instance if the primary root device fails. This is assuming that the other network devices use the
default device priority of 32768 and therefore are unlikely to become the root device.

You can execute this command on more than one device to configure multiple backup root devices. Use the
same network diameter and hello-time values that you used when you configured the primary root device
with the spanning-tree mst instance-id root primary global configuration command.

To configure a secondary root device, perform this procedure:

Before you begin

* An MST must be specified and enabled on the device.

* You must also know the specified MST instance ID.

Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 spanning-treemst instance-id root secondary | Configures a devices as the secondary root

Example: device.

Device (config) # spanning-tree mst 0 root] For instance-id, you can specify a single
secondary instance, a range of instances separated by a
hyphen, or a series of instances separated by a

comma. The range is 0 to 4094.

Step 4 end Returns to privileged EXEC mode.

Example:

Device (config) # end

(Optional) Configuring Port Priority

If a loop occurs, the MSTP uses the port priority when selecting an interface to put into the forwarding state.
You can assign higher priority values (lower numerical values) to interfaces that you want selected first and
lower priority values (higher numerical values) that you want selected last. If all interfaces have the same
priority value, the MSTP puts the interface with the lowest interface number in the forwarding state and blocks
the other interfaces.
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To configure port priority, perform this procedure:

Before you begin

* An MST must be specified and enabled on the device.

(Optional) Configuring Port Priority .

* You must also know the specified MST instance ID and the interface used.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Specifies an interface to configure, and enters
interface configuration mode.

Step 4

spanning-tree mst instance-id port-priority
priority
Example:

Device (config-if) # spanning-tree mst 0
port-priority 64

Configures port priority.

* For instance-id, you can specify a single
instance, a range of instances separated by
a hyphen, or a series of instances separated
by a comma. The range is 0 to 4094.

* For priority, the range is 0 to 240 in
increments of 16. The default is 128. The
lower the number, the higher the priority.

The priority values are 0, 16, 32, 48, 64,
80, 96, 112, 128, 144, 160, 176, 192, 208,
224, and 240. All other values are rejected.

Step 5

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

The show spanning-tree mst interface interface-id privileged EXEC command displays information only
if the port is in a link-up operative state. Otherwise, you can use the show running-config inter face privileged
EXEC command to confirm the configuration.
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(Optional) Configuring Path Cost

The MSTP path cost default value is derived from the media speed of an interface. If a loop occurs, the MSTP
uses cost when selecting an interface to put in the forwarding state. You can assign lower cost values to

interfaces that you want selected first and higher cost values that you want selected last. If all interfaces have
the same cost value, the MSTP puts the interface with the lowest interface number in the forwarding state and
blocks the other interfaces.

To configure path cost, perform this procedure:

Before you begin

* An MST must be specified and enabled on the device.

Layer2 |

* You must also know the specified MST instance ID and the interface used.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Specifies an interface to configure, and enters
interface configuration mode. Valid interfaces
include physical ports and port-channel logical
interfaces. The port-channel range is 1 to 48.

Step 4

spanning-tree mst instance-id cost cost

Example:

Device (config-if) # spanning-tree mst 0
cost 17031970

Configures the cost.

If a loop occurs, the MSTP uses the path cost
when selecting an interface to place into the
forwarding state. A lower path cost represents
higher-speed transmission.

* For instance-id, you can specify a single
instance, a range of instances separated by
a hyphen, or a series of instances separated
by a comma. The range is 0 to 4094.

* For cost, the range is 1 to 200000000; the
default value is derived from the media
speed of the interface.

Step 5
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(Optional) Configuring the Device Priority .

Command or Action Purpose

Device (config-if)# end

The show spanning-tree mst interface interface-id privileged EXEC command displays information only
for ports that are in a link-up operative state. Otherwise, you can use the show running-config privileged
EXEC command to confirm the configuration.

(Optional) Configuring the Device Priority

Changing the priority of a device makes it more likely to be chosen as the root switch whether it is a standalone
switch.

)

Note Exercise care when using this command. For normal network configurations, we recommend that you use the
spanning-tree mst instance-id root primary and the spanning-tree mst instance-id root secondary global
configuration commands to specify a device as the root or secondary root device. You should modify the
device priority only in circumstances where these commands do not work.

To configure the device priority, perform this procedure:

Before you begin

* An MST must be specified and enabled on the device.

* You must also know the specified MST instance ID used.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 spanning-treemst instance-id priority priority | Configures the device priority.

Example: * For instance-id, you can specify a single
Device (config) # spanning-tree mst 0 instance, a range of instances separated by
priority 40960 a hyphen, or a series of instances separated

by a comma. The range is 0 to 4094.

* For priority, the range is 0 to 61440 in
increments of 4096; the default is 32768.
The lower the number, the more likely the
device will be chosen as the root switch.
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Layer2 |

Command or Action

Purpose

Priority values are 0, 4096, 8192, 12288,
16384, 20480, 24576, 28672, 32768,
36864, 40960, 45056, 49152, 53248,
57344, and 61440. These are the only
acceptable values.

Step 4

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

(Optional) Configuring the Hello Time

The hello time is the time interval between configuration messages that are generated and sent by the root

device.

To configure the hello time, perform this procedure:

Before you begin

An MST must be specified and enabled on the device.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

spanning-tree mst hello-time seconds

Example:

Device (config) # spanning-tree mst
hello-time 4

Configures the hello time for all MST instances.
The hello time is the time interval between
configuration messages that are generated and
sent by the root device. These messages indicate
that the device is alive.

For seconds, the range is 1 to 10; the default is
3.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.
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Configuring the Forwarding-Delay Time

To configure the forwarding-delay time, perform this procedure:

Before you begin

An MST must be specified and enabled on the device.

Procedure

Configuring the Forwarding-Delay Time .

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

spanning-tree mst forwar d-time seconds

Example:

Device (config) # spanning-tree mst
forward-time 25

Configures the forward time for all MST
instances. The forwarding delay is the number
of seconds a port waits before changing from
its spanning-tree learning and listening states
to the forwarding state.

For seconds, the range is 4 to 30; the default is
20.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Configuring the Maximum-Aging Time

To configure the maximum-aging time, perform this procedure:

Before you begin

An MST must be specified and enabled on the device.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.
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Command or Action

Purpose

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

spanning-tree mst max-age seconds

Example:

Device (config) # spanning-tree mst max-age|
40

Configures the maximum-aging time for all
MST instances. The maximum-aging time is
the number of seconds a device waits without
receiving spanning-tree configuration messages
before attempting a reconfiguration.

For seconds, the range is 6 to 40; the default is
20.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

(Optional) Configuring the Maximum-Hop Count

To configure the maximum-hop count, perform this procedure:

Before you begin

An MST must be specified and enabled on the device.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

spanning-tree mst max-hops hop-count

Example:

Device (config) # spanning-tree mst
max-hops 25

Specifies the number of hops in a region before
the BPDU is discarded, and the information that
is held for a port is aged.

For hop-count, the range is 1 to 255; the default
is 20.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.
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(Optional) Specifying the Link Type to Ensure Rapid Transitions .

(Optional) Specifying the Link Type to Ensure Rapid Transitions

If you connect a port to another port through a point-to-point link and the local port becomes a designated
port, the RSTP negotiates a rapid transition with the other port by using the proposal-agreement handshake
to ensure a loop-free topology.

Procedure

By default, the link type is controlled from the duplex mode of the interface: a full-duplex port is considered
to have a point-to-point connection; a half-duplex port is considered to have a shared connection. If you have
a half-duplex link physically connected point-to-point to a single port on a remote device running MSTP, you
can override the default setting of the link type and enable rapid transitions to the forwarding state.

To specify the link type to ensure rapid transitions, perform this procedure:

Before you begin

* An MST must be specified and enabled on the device.

* You must also know the specified MST instance ID and the interface used.

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable
Step 2 configureterminal Enters global configuration mode.
Example:
Device# configure terminal
Step 3 interface interface-id Specifies an interface to configure, and enters
Examble: interface configuration mode. Valid interfaces
ple: include physical ports, VLANS, and
Di"ice (config)# interface gigabitethernet ., t_channel logical interfaces. The VLAN ID
/ range is 1 to 4094. The port-channel range is 1
to 48.
Step 4 spanning-tree link-type point-to-point Specifies that the link type of a port is
Example: point-to-point.
Device (config-if)# spanning-tree
link-type point-to-point
Step 5 end Returns to privileged EXEC mode.
Example:

Device (config-if)# end
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(Optional) Designating the Neighbor Type

Procedure

A topology could contain both prestandard and IEEE 802.1s standard compliant devices. By default, ports
can automatically detect prestandard devices, but they can still receive both standard and prestandard BPDUs.
When there is a mismatch between a device and its neighbor, only the CIST runs on the interface.

You can choose to set a port to send only prestandard BPDUs. The prestandard flag appears in all the show
commands, even if the port is in STP compatibility mode.

To designate the neighbor type, perform this procedure:

Before you begin

An MST must be specified and enabled on the device.

Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface interface-id Specifies an interface to configure, and enters
interface configuration mode. Valid interfaces
Example: . .
include physical ports.
Device (config) # interface gigabitethernet]
1/1
Step 4 spanning-tree mst pre-standard Specifies that the port can send only prestandard
BPDUs.
Example:
Device (config-if) # spanning-tree mst
pre-standard
Step 5 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

Restarting the Protocol Migration Process

This procedure restarts the protocol migration process and forces renegotiation with neighboring devices. It
reverts the device to MST mode. It is needed when the device no longer receives IEEE 802.1D BPDUs after
it has been receiving them.

Follow these steps to restart the protocol migration process (force the renegotiation with neighboring devices)
on the device.
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Before you begin

* An MST must be specified and enabled on the device.

* If you want to use the interface version of the command, you must also know the MST interface used.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 Enter one of the following commands: The device reverts to the MSTP mode, and the

« clear spanning-tree detected-protocols protocol migration process restarts.

« clear spanning-tree detected-protocols
interface interface-id
Example:
Device# clear spanning-tree
detected-protocols

or

Device# clear spanning-tree
detected-protocols interface
gigabitethernet 1/1

What to do next

This procedure may need to be repeated if the device receives more legacy IEEE 802.1D configuration BPDUs
(BPDUs with the protocol version set to 0).
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CHAPTER 1 6

Configuring Optional Spanning-Tree Features

* Information About Optional Spanning-Tree Features, on page 165
* How to Configure Optional Spanning-Tree Features, on page 172
* Monitoring the Spanning-Tree Status, on page 181

Information About Optional Spanning-Tree Features

The following sections provide information about Optional Spanning-Tree features:

PortFast

PortFast immediately brings an interface that is configured as an access or trunk port to the forwarding state
from a blocking state, bypassing the listening and learning states.

Figure 12: PortFast-Enabled Interfaces

You can use PortFast on interfaces that are connected to a single workstation or server to allow those devices
to immediately connect to the network, rather than waiting for the spanning tree to converge.

\I\‘\,\ Port /

/J_I N

Fast-enabled _— —

! ports ([ D ~ _I
=

—

| .
N

- —_— e =
— S, & R, S, §, S &

101225

Workstations Workstations

Interfaces connected to a single workstation or server should not receive bridge protocol data units (BPDUs).
An interface with PortFast enabled goes through the normal cycle of spanning-tree status changes when the
switch is restarted.
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. Bridge Protocol Data Unit Guard

You can enable this feature by enabling it on either the interface or on all nontrunking ports.

Bridge Protocol Data Unit Guard

The Bridge Protocol Data Unit (BPDU) guard feature can be globally enabled on the switch or can be enabled
per port, but the feature operates with some differences.

When you enable BPDU guard at the global level on PortFast enabled ports, spanning tree shuts down ports
that are in a PortFast operational state if any BPDU is received on them. In a valid configuration, PortFast
enabled ports do not receive BPDUs. Receiving a BPDU on a PortFast enabled port means an invalid
configuration, such as the connection of an unauthorized device, and the BPDU guard feature puts the port
in the error-disabled state. When this happens, the switch shuts down the entire port on which the violation
occurred.

When you enable BPDU guard at the interface level on any port without also enabling the PortFast feature,
and the port receives a BPDU, it is put in the error-disabled state.

The BPDU guard feature provides a secure response to invalid configurations because you must manually
put the interface back in service. Use the BPDU guard feature in a service-provider network to prevent an
access port from participating in the spanning tree.

Bridge Protocol Data Unit Filtering

The BPDU filtering feature can be globally enabled on the switch or can be enabled per interface, but the
feature operates with some differences.

Enabling BPDU filtering on PortFast enabled interfaces at the global level keeps those interfaces that are in

a PortFast operational state from sending or receiving BPDUs. The interfaces still send a few BPDUs at link-up
before the switch begins to filter outbound BPDUs. You should globally enable BPDU filtering on a switch

so that hosts that are connected to these interfaces do not receive BPDUs. If a BPDU is received on a PortFast
enabled interface, the interface loses its PortFast operational status, and BPDU filtering is disabled.

Enabling BPDU filtering on an interface without also enabling the PortFast feature keeps the interface from
sending or receiving BPDUs.

A

Caution Enabling BPDU filtering on an interface is the same as disabling spanning tree on it and can result in

UplinkFast

spanning-tree loops.

You can enable the BPDU filtering feature for the entire switch or for an interface.

Figure 13: Switches in a Hierarchical Network

Switches in hierarchical networks can be grouped into backbone switches, distribution switches, and access
switches. This complex network has distribution switches and access switches that each have at least one
redundant link that spanning tree blocks to prevent loops.
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If a switch loses connectivity, it begins using the alternate paths when the spanning tree selects a new root
port. You can accelerate the choice of a new root port when a link or switch fails or when the spanning tree
reconfigures itself by enabling UplinkFast. The root port transitions to the forwarding state immediately
without going through the listening and learning states, as it would with the normal spanning-tree procedures.

When the spanning tree reconfigures the new root port, other interfaces flood the network with multicast
packets, one for each address that was learned on the interface. You can limit these bursts of multicast traffic
by reducing the max-update-rate parameter (the default for this parameter is 150 packets per second). However,
if you enter zero, station-learning frames are not generated, so the spanning-tree topology converges more
slowly after a loss of connectivity.

\}

Note

UplinkFast is most useful in wiring-closet switches at the access or edge of the network. It is not appropriate

for backbone devices. This feature might not be useful for other types of applications.

UplinkFast provides fast convergence after a direct link failure and achieves load-balancing between redundant
Layer 2 links using uplink groups. An uplink group is a set of Layer 2 interfaces (per VLAN), only one of
which is forwarding at any given time. Specifically, an uplink group consists of the root port (which is
forwarding) and a set of blocked ports, except for self-looping ports. The uplink group provides an alternate
path in case the currently forwarding link fails.

Figure 14: UplinkFast Example Before Direct Link Failure

This topology has no link failures. Switch A, the root switch, is connected directly to Switch B over link L1
and to Switch C over link L2. The Layer 2 interface on Switch C that is connected directly to Switch B is in
a blocking state.
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Switch C

Figure 15: UplinkFast Example After Direct Link Failure

If Switch C detects a link failure on the currently active link L2 on the root port (a direct link failure), UplinkFast
unblocks the blocked interface on Switch C and transitions it to the forwarding state without going through
the listening and learning states. This change takes approximately 1 to 5 seconds.

Switch A
(Root) Switch B

q L1 q

Link failure <—— UplinkFast transitions port

directly to forwarding state.

Switch C

43576
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BackbhoneFast

BackboneFast detects indirect failures in the core of the backbone. BackboneFast is a complementary technology
to the UplinkFast feature, which responds to failures on links that are directly connected to access switches.
BackboneFast optimizes the maximum-age timer, which controls the amount of time the switch stores protocol
information that is received on an interface. When a switch receives an inferior BPDU from the designated
port of another switch, the BPDU is a signal that the other switch might have lost its path to the root, and
BackboneFast tries to find an alternate path to the root.

BackboneFast starts when a root port or blocked interface on a switch receives inferior BPDUs from its
designated switch. An inferior BPDU identifies a switch that declares itself as both the root bridge and the
designated switch. When a switch receives an inferior BPDU, it means that a link to which the switch is not
directly connected (an indirect link) has failed (that is, the designated switch has lost its connection to the root
switch). Under spanning-tree rules, the switch ignores inferior BPDUs for the maximum aging time (default
is 20 seconds).

The switch tries to find if it has an alternate path to the root switch. If the inferior BPDU arrives on a blocked
interface, the root port and other blocked interfaces on the switch become alternate paths to the root switch.
(Self-looped ports are not considered alternate paths to the root switch.) If the inferior BPDU arrives on the
root port, all blocked interfaces become alternate paths to the root switch. If the inferior BPDU arrives on the
root port and there are no blocked interfaces, the switch assumes that it has lost connectivity to the root switch,
causes the maximum aging time on the root port to expire, and becomes the root switch according to normal
spanning-tree rules.

If the switch has alternate paths to the root switch, it uses these alternate paths to send a root link query (RLQ)
request. The switch sends the RLQ request on all alternate paths to learn of an alternate root to the root switch
and waits for an RLQ reply from other switches in the network. The switch sends the RLQ request on all
alternate paths and waits for an RLQ reply from other switches in the network.

If the switch discovers that it still has an alternate path to the root, it expires the maximum aging time on the
interface that received the inferior BPDU. If all the alternate paths to the root switch indicate that the switch
has lost connectivity to the root switch, the switch expires the maximum aging time on the interface that
received the RLQ reply. If one or more alternate paths can still connect to the root switch, the switch makes
all interfaces on which it received an inferior BPDU its designated ports and moves them from the blocking
state (if they were in the blocking state), through the listening and learning states, and into the forwarding
state.

Figure 16: BackboneFast Example Before Indirect Link Failure

This is an example topology with no link failures. Switch A, the root switch, connects directly to Switch B
over link L1 and to Switch C over link L2. The Layer 2 interface on Switch C that connects directly to Switch
B is in the blocking state.
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Switch A
(Root) Switch B
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Figure 17: BackboneFast Example After Indirect Link Failure

44963

If link L1 fails, Switch C cannot detect this failure because it is not connected directly to link L.1. However,
because Switch B is directly connected to the root switch over L1, it detects the failure, elects itself the root,
and begins sending BPDUs to Switch C, identifying itself as the root. When Switch C receives the inferior
BPDUs from Switch B, Switch C assumes that an indirect failure has occurred. At that point, BackboneFast
allows the blocked interface on Switch C to move immediately to the listening state without waiting for the
maximum aging time for the interface to expire. BackboneFast then transitions the Layer 2 interface on
Switch C to the forwarding state, providing a path from Switch B to Switch A. The root-switch election takes
approximately 30 seconds, twice the Forward Delay time if the default Forward Delay time of 15 seconds is
set. BackboneFast reconfigures the topology to account for the failure of link L1.

Switch A
(Root) Switch B

== 4

Link failure

L3

BackboneFast changes port
through listening and learning

e states to forwarding state. g
Switch C ¥

Figure 18: Adding a Switch in a Shared-Medium Topology

If a new switch is introduced into a shared-medium topology, BackboneFast is not activated because the
inferior BPDUs did not come from the recognized designated switch (Switch B). The new switch begins
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EtherChannel Guard .

sending inferior BPDUs that indicate it is the root switch. However, the other switches ignore these inferior
BPDUs, and the new switch learns that Switch B is the designated switch to Switch A, the root switch.

Switch A
(Root)

Switch C Switch B

- - (Designated bridge)

)( Blocked port

~— Added switch

b

44965

EtherChannel Guard

Root Guard

You can use EtherChannel guard to detect an EtherChannel misconfiguration between the switch and a
connected device. A misconfiguration can occur if the switch interfaces are configured in an EtherChannel,
but the interfaces on the other device are not. A misconfiguration can also occur if the channel parameters are
not the same at both ends of the EtherChannel.

If the switch detects a misconfiguration on the other device, EtherChannel guard places the switch interfaces
in the error-disabled state, and displays an error message.

Figure 19: Root Guard in a Service-Provider Network

The Layer 2 network of a service provider (SP) can include many connections to switches that are not owned
by the SP. In such a topology, the spanning tree can reconfigure itself and select a customer switch as the root
switch. You can avoid this situation by enabling root guard on SP switch interfaces that connect to switches
in your customer’s network. If spanning-tree calculations cause an interface in the customer network to be
selected as the root port, root guard then places the interface in the root-inconsistent (blocked) state to prevent
the customer’s switch from becoming the root switch or being in the path to the root.
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If a switch outside the SP network becomes the root switch, the interface is blocked (root-inconsistent state),
and spanning tree selects a new root switch. The customer’s switch does not become the root switch and is
not in the path to the root.

If the switch is operating in MST mode, root guard forces the interface to be a designated port. If a boundary
port is blocked in an internal spanning-tree (IST) instance because of root guard, the interface also is blocked
in all MST instances. A boundary port is an interface that connects to a LAN, the designated switch of which
is either an IEEE 802.1D switch or a switch with a different MST region configuration.

Root guard that is enabled on an interface applies to all the VLANs to which the interface belongs. VLANs
can be grouped and mapped to an MST instance.

A

Caution  Misuse of the root guard feature can cause a loss of connectivity.

Loop Guard

You can use loop guard to prevent alternate or root ports from becoming designated ports because of a failure
that leads to a unidirectional link. This feature is most effective when it is enabled on the entire switched
network. Loop guard prevents alternate and root ports from becoming designated ports, and spanning tree
does not send BPDUs on root or alternate ports.

When the switch is operating in PVST+ or rapid-PVST+ mode, loop guard prevents alternate and root ports
from becoming designated ports, and spanning tree does not send BPDUs on root or alternate ports.

When the switch is operating in MST mode, BPDUs are not sent on nonboundary ports only if the interface
is blocked by loop guard in all MST instances. On a boundary port, loop guard blocks the interface in all MST
instances.

How to Configure Optional Spanning-Tree Features

The following sections provide information about configuring Optional Spanning-Tree features:
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(Optional) Enabling PortFast

An interface with the PortFast feature enabled is moved directly to the spanning-tree forwarding state without
waiting for the standard forward-time delay.

If you enable the voice VLAN feature, the PortFast feature is automatically enabled. When you disable voice
VLAN, the PortFast feature is not automatically disabled.

You can enable this feature if your switch is running PVST+, Rapid PVST+, or MSTP.

A

Caution  Use PortFast only when connecting a single end station to an access or trunk port. Enabling this feature on
an interface that is connected to a switch or hub could prevent spanning tree from detecting and disabling
loops in your network, which could cause broadcast storms and address-learning problems.

To enable PortFast, perform this procedure:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface interface-id Specifies an interface to configure, and enters
interface configuration mode.
Example:
Device (config) # interface gigabitethernet]
1/1
Step 4 spanning-tree portfast [trunk] Enables PortFast on an access port that is
connected to a single workstation or server.
Example:
Device (config-if)# spanning-tree portfast By specifying the trunk keyword, you can
trunk enable PortFast on a trunk port.

Note

To enable PortFast on trunk ports, you must
use the spanning-treeportfast trunk interface
configuration command. The spanning-tree
portfast command will not work on trunk
ports.

Make sure that there are no loops in the
network between the trunk port and the
workstation or server before you enable
PortFast on a trunk port.
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Command or Action Purpose
By default, PortFast is disabled on all interfaces.

Step 5 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

What to do next

You can use the spanning-tree portfast default global configuration command to globally enable the PortFast
feature on all nontrunking ports.

(Optional) Enabling Bridge Protocol Data Unit Guard

You can enable the BPDU guard feature if your switch is running PVST+, Rapid PVST+, or MSTP.

A

Caution  Configure PortFast only on ports that connect to end stations; otherwise, an accidental topology loop could
cause a data packet loop and disrupt switch and network operation.

To enable BPDU guard, perform this procedure:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 spanning-tree portfast bpduguard default | Enables BPDU guard.

Example:

Device (config) # spanning-tree portfast
bpduguard default

Step 4 interface interface-id Specifies the interface that is connected to an
end station, and enters interface configuration
Example:
mode.
Device (config) # interface gigabitethernet]
1/1
Step 5 Spanning-tree por tfast Enables the PortFast feature.
Example:
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Command or Action Purpose

Device (config-if)# spanning-tree portfast

Step 6 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

What to do next

To prevent the port from shutting down, you can use the errdisable detect cause bpduguard shutdown vlan
global configuration command to shut down just the offending VLAN on the port where the violation occurred.

You also can use the spanning-tree bpduguard enable interface configuration command to enable BPDU
guard on any port without also enabling the PortFast feature. When the port receives a BPDU, it is put it in
the error-disabled state.

(Optional) Enabling Bridge Protocol Data Unit Filtering

You can also use the spanning-tree bpdufilter enable interface configuration command to enable BPDU
filtering on any interface without also enabling the . This command prevents the interface from sending or
receiving BPDUs.

A

Caution Enabling BPDU filtering on an interface is the same as disabling spanning tree on it and can result in
spanning-tree loops.

You can enable the BPDU filtering feature if your switch is running PVST+, Rapid PVST+, or MSTP.

A

Caution  Configure only on interfaces that connect to end stations; otherwise, an accidental topology loop could cause
a data packet loop and disrupt switch and network operation.

To enable BPDU filter, perform this procedure:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 spanning-tree portfast bpdufilter default Globally enables BPDU filtering.
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Command or Action Purpose
Example: By default, BPDU filtering is disabled.

Device (config) # spanning-tree portfast
bpdufilter default

Step 4 interface interface-id Specifies the interface that is connected to an
end station, and enters interface configuration
Example:
mode.
Device (config) # interface gigabitethernet]
1/1
Step 5 spanning-tree portfast Enables the PortFast feature on the specified
interface.
Example:

Device (config-if)# spanning-tree portfast

Step 6 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

(Optional) Enabling UplinkFast for Use with Redundant Links
A\

Note When you enable UplinkFast, it affects all VLANS on the switch. You cannot configure UplinkFast on an
individual VLAN.

You can configure the UplinkFast feature for Rapid PVST+ or for the MSTP, but the feature remains disabled
(inactive) until you change the spanning-tree mode to PVST+.

Follow these steps to enable UplinkFast and CSUF.

Before you begin

UplinkFast cannot be enabled on VL ANS that have been configured with a switch priority. To enable UplinkFast
on a VLAN with switch priority configured, first restore the switch priority on the VLAN to the default value
using the no spanning-tree vlan vian-id priority global configuration command.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal

. Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1



| Layer2
(Optional) Disabling UplinkFast .

Command or Action Purpose

Step 3 spanning-tree uplinkfast [max-update-rate | Enables UplinkFast.

pkts-per-second] (Optional) For pkts-per-second, the range is 0

Example: to 32000 packets per second; the default is 150.

bevice (config) # spanning-tree uplinkfast [fyqy set the rate to 0, station-learning frames
max-update-rate 200 .
are not generated, and the spanning-tree
topology converges more slowly after a loss of
connectivity.

When you enter this command, CSUF also is
enabled on all port interfaces.

Step 4 end Returns to privileged EXEC mode.

Example:

Device (config) # end

When UplinkFast is enabled, the switch priority of all VLAN:S is set to 49152. If you change the path cost to
avalue less than 3000 and you enable UplinkFast or UplinkFast is already enabled, the path cost of all interfaces
and VLAN trunks is increased by 3000 (if you change the path cost to 3000 or above, the path cost is not
altered). The changes to the switch priority and the path cost reduce the chance that a switch will become the
root switch.

When UplinkFast is disabled, the switch priorities of all VLANSs and path costs of all interfaces are set to
default values if you did not modify them from their defaults.

When you enable the UplinkFast feature using these instructions, CSUF is automatically globally enabled on
all port interfaces.

(Optional) Disabling UplinkFast
Follow these steps to disable UplinkFast .

Before you begin

UplinkFast must be enabled.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal
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Command or Action Purpose
Step 3 no spanning-tree uplinkfast Disables UplinkFast and CSUF on the switch
and all of its VLANS.
Example:
Device (config) # no spanning-tree
uplinkfast
Step 4 end Returns to privileged EXEC mode.
Example:

Device (config) # end

When UplinkFast is disabled, the switch priorities of all VLANSs and path costs of all interfaces are set to
default values if you did not modify them from their defaults.

When you disable the UplinkFast feature using these instructions, CSUF is automatically globally disabled
on port interfaces.

(Optional) Enabling BackboneFast

Procedure

You can enable BackboneFast to detect indirect link failures and to start the spanning-tree reconfiguration
sooner.

You can configure the BackboneFast feature for Rapid PVST+ or for the MSTP, but the feature remains
disabled (inactive) until you change the spanning-tree mode to PVST+.

Follow these steps to enable BackboneFast on the switch.

Before you begin

If you use BackboneFast, you must enable it on all switches in the network. BackboneFast is not supported
on Token Ring VLANSs. This feature is supported for use with third-party switches.

Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 spanning-tree backbonefast Enables BackboneFast.

Example:

Device (config) # spanning-tree
backbonefast
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Command or Action

Purpose

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

(Optional) Enabling EtherChannel Guard

You can enable EtherChannel guard to detect an EtherChannel misconfiguration if your device is running
PVST+, Rapid PVST+, or MSTP.

Follow these steps to enable EtherChannel Guard on the device.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

spanning-treeetherchannel guar d misconfig

Example:

Device (config) # spanning-tree
etherchannel guard misconfig

Enables EtherChannel guard.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

What to do next

You can use the show interfaces statuserr-disabled privileged EXEC command to show which device ports
are disabled because of an EtherChannel misconfiguration. On the remote device, you can enter the show
etherchannel summary command in privileged EXEC mode to verify the EtherChannel configuration.

After the configuration is corrected, enter the shutdown and no shutdown interface configuration commands
on the port-channel interfaces that were misconfigured.

(Optional) Enabling Root Guard

Root guard that is enabled on an interface applies to all the VLANs to which the interface belongs. Do not
enable the root guard on interfaces to be used by the UplinkFast feature. With UplinkFast, the backup interfaces
(in the blocked state) replace the root port in the case of a failure. However, if root guard is also enabled, all
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the backup interfaces used by the UplinkFast feature are placed in the root-inconsistent state (blocked) and
are prevented from reaching the forwarding state.

\)

Note  You cannot enable both root guard and loop guard at the same time.

You can enable this feature if your switch is running PVST+, Rapid PVST+, or MSTP.

Follow these steps to enable root guard on the switch.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface interface-id Specifies an interface to configure, and enters
interface configuration mode.
Example:
Device (config) # interface gigabitethernet]
1/1

Step 4 spanning-tree guard root Enables root guard on the interface.
Example: By default, root guard is disabled on all
Device (config-if)# spanning-tree guard interfaces.
root

Step 5 end Returns to privileged EXEC mode.
Example:

Device (config-if) # end

(Optional) Enabling Loop Guard

You can use loop guard to prevent alternate or root ports from becoming designated ports because of a failure
that leads to a unidirectional link. This feature is most effective when it is configured on the entire switched
network. Loop guard operates only on interfaces that are considered point-to-point by the spanning tree.

\)

Note  You cannot enable both loop guard and root guard at the same time.

You can enable this feature if your device is running PVST+, Rapid PVST+, or MSTP.
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Follow these steps to enable loop guard on the device.

Procedure

Monitoring the Spanning-Tree Status .

Command or Action

Purpose

Step 1

Enter one of the following commands:

« show spanning-tree active
+ show spanning-tree mst

Example:
Device# show spanning-tree active
or

Device# show spanning-tree mst

Verifies which interfaces are alternate or root
ports.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

spanning-tree loopguard default

Example:

Device (config)# spanning-tree loopguard
default

Enables loop guard.
By default, loop guard is disabled.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Monitoring the Spanning-Tree Status

Table 21: Commands for Monitoring the Spanning-Tree Status

Command

Purpose

show spanning-tree active

Displays spanning-tree information on active
interfaces only.

show spanning-tree detail

Displays a detailed summary of interface information.

show spanning-tree interface interface-id

Displays spanning-tree information for the specified
interface.

show spanning-tree mst interface interface-id Displays MST information for the specified interface.

show spanning-tree summary [totals] Displays a summary of interface states or displays the

total lines of the spanning-tree state section.
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Command Purpose
show spanning-tree mst interface interface-id Displays spanning-tree PortFast information for the
portfast specified interface.
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Configuring EtherChannels

* Restrictions for EtherChannels, on page 183
* Information About EtherChannels, on page 184
* How to Configure EtherChannels, on page 196

* Monitoring EtherChannel, Port Aggregation Protocol, and Link Aggregation Control Protocol Status,
on page 213

* Configuration Examples for EtherChannels, on page 214

Restrictions for EtherChannels

The following are restrictions for EtherChannels:

* All ports in an EtherChannel must be assigned to the same VLAN or they must be configured as trunk
port.

» The LACP 1:1 redundancy feature is supported on port channel interfaces only.

Unsupported EtherChannel features:
* You cannot configure a voice VLAN on a port channel or a member interface.
* You cannot convert an interface to an ether channel if dotlad is configured on the interface.
* You cannot configure nonegotiate and dynamic commands on a port channel.
* You cannot configure pruning VLAN if MVRP feature is already configured on the device.
* You cannot configure network policy commands on a routed or trunk port and on an ether channel.
* You can configure the rep segment command only on switch port mode trunk.

* You cannot configure switchport priority extend trust command and switchport priorit extend cos
3 command on an etherchannel.

* You cannot configure platform qos low-latency command on an interface port-channel 10.
* You cannot use Layer 2 configurations on a Layer 3 port.
» When there are any misconfigurations detected in a port mode or VLAN mask, the ports are suspended.

* On EtherChannel member port selection is software based in Layer 2 and Layer 3 multicast route. This
means that all multicast traffic under a group will be routed via the same physical port of the EtherChannel.
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As a result, the distribution of multicast traffic load balance over etherchannels might not evenly spread
across member ports.

Information About EtherChannels

The following sections provide information about EtherChannels and the various modes to configure
EtherChannels.

EtherChannel Overview

EtherChannel provides fault-tolerant high-speed links between switches, routers, and servers. You can use
the EtherChannel to increase the bandwidth between the wiring closets and the data center, and you can deploy
it anywhere in the network where bottlenecks are likely to occur. EtherChannel provides automatic recovery
for the loss of a link by redistributing the load across the remaining links. If a link fails, EtherChannel redirects
traffic from the failed link to the remaining links in the channel without intervention.

An EtherChannel consists of individual Ethernet links that are bundled into a single logical link, and each
EtherChannel can consist of up to eight compatibly configured Ethernet ports.
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Figure 20: Typical EtherChannel Configuration
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Channel Groups and Port-Channel Interfaces

An EtherChannel comprises a channel group and a port-channel interface. The channel group binds physical
ports to the port-channel interface. Configuration changes applied to the port-channel interface apply to all
the physical ports bound together in the channel group.
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Figure 21: Relationship Between Physical Ports, a Channel Group, and a Port-Channel Interface
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The channel-group command binds the physical port and the port-channel interface together. Each
EtherChannel has a port-channel logical interface numbered from 1 to 48. This port-channel interface number
corresponds to the one specified with the channel-group interface configuration command.

» With Layer 2 ports, use the channel-group interface configuration command to dynamically create the
port-channel interface.

You also can use the interface port-channel port-channel-number global configuration command to
manually create the port-channel interface, but then you must use the channel-group
channel-group-number command to bind the logical interface to a physical port. The
channel-group-number can be the same as the port-channel-number, or you can use a new number. If
you use a new number, the channel-group command dynamically creates a new port channel.

 With Layer 3 ports, you should manually create the logical interface by using the inter face port-channel
global configuration command followed by the no switchport interface configuration command. You
then manually assign an interface to the EtherChannel by using the channel-group interface configuration
command.

Port Aggregation Protocol

The Port Aggregation Protocol (PAgP) is a Cisco-proprietary protocol that can be run only on Cisco devices
and on those devices that are licensed by vendors to support PAgP. PAgP facilitates the automatic creation
of EtherChannels by exchanging PAgP packets between Ethernet ports.

By using PAgP, the switch learns the identity of partners capable of supporting PAgP and the capabilities of
each port. It then dynamically groups similarly configured ports into a single logical link (channel or aggregate
port). Similarly configured ports are grouped based on hardware, administrative, and port parameter constraints.
For example, PAgP groups the ports with the same speed, duplex mode, native VLAN, VLAN range, and
trunking status and type. After grouping the links into an EtherChannel, PAgP adds the group to the spanning
tree as a single device port.
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Port Aggregation Protocol Modes

Silent Mode

PAgP modes specify whether a port can send PAgP packets, which start PAgP negotiations, or only respond
to PAgP packets received.

Table 22: EtherChannel PAgP Modes

Mode Description

auto Places a port into a passive negotiating state, in which the port responds to PAgP packets
it receives but does not start PAgP packet negotiation. This setting minimizes the
transmission of PAgP packets.

desirable Places a port into an active negotiating state, in which the port starts negotiations with other
ports by sending PAgP packets.

Switch ports exchange PAgP packets only with partner ports that are configured in the auto or desirable
modes. Ports that are configured in the on mode do not exchange PAgP packets.

Both the auto and desir able modes enable ports to negotiate with partner ports to form an EtherChannel based
on criteria such as port speed. and for Layer 2 EtherChannels, based on trunk state and VLAN numbers.

Ports can form an EtherChannel when they are in different PAgP modes as long as the modes are compatible.
For example:

* A port in the desirable mode can form an EtherChannel with another port that is in the desirable or auto
mode.

* A port in the auto mode can form an EtherChannel with another port in the desirable mode.

A port in the auto mode cannot form an EtherChannel with another port that is also in the auto mode because
neither port starts PAgP negotiation.

If your switch is connected to a partner that is PAgP-capable, you can configure the switch port for nonsilent
operation by using the non-silent keyword. If you do not specify non-silent with the auto or desirable mode,
silent mode is assumed.

Use the silent mode when the switch is connected to a device that is not PAgP-capable and seldom, if ever,
sends packets. An example of a silent partner is a file server or a packet analyzer that is not generating traffic.
In this case, running PAgP on a physical port that is connected to a silent partner prevents that switch port
from ever becoming operational. However, the silent setting allows PAgP to operate, to attach the port to a
channel group, and to use the port for transmission.

Port Aggregation Protocol Learn Method and Priority

Network devices are classified as PAgP physical learners or aggregate-port learners. A device is a physical
learner if it learns addresses by physical ports and directs transmissions based on that knowledge. A device
is an aggregate-port learner if it learns addresses by aggregate (logical) ports. The learn method must be
configured the same at both ends of the link.

When a device and its partner are both aggregate-port learners, they learn the address on the logical port-channel.
The device sends packets to the source by using any of the ports in the EtherChannel. With aggregate-port
learning, it is not important on which physical port the packet arrives.
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PAgP cannot automatically detect when the partner device is a physical learner and when the local device is
an aggregate-port learner. Therefore, you must manually set the learning method on the local device to learn
addresses by physical ports. You also must set the load-distribution method to source-based distribution, so
that any given source MAC address is always sent on the same physical port.

You also can configure a single port within the group for all transmissions and use other ports for hot-standby.
The unused ports in the group can be swapped into operation in just a few seconds if the selected single port
loses hardware-signal detection. You can configure which port is always selected for packet transmission by
changing its priority with the pagp port-priority interface configuration command. The higher the priority,

the more likely that the port will be selected.

N

Note

The device supports address learning only on aggregate ports even though the physical-port keyword is
provided in the CLI. The pagp learn-method command and the pagp port-priority command have no effect
on the device hardware, but they are required for PAgP interoperability with devices that only support address
learning by physical ports.

When the link partner of the device is a physical learner, we recommend that you configure the device as a
physical-port learner by using the pagp learn-method physical-port interface configuration command. Set
the load-distribution method based on the source MAC address by using the port-channel load-balance
src-mac global configuration command. The device then sends packets to the physical learner using the same
port in the EtherChannel from which it learned the source address. Only use the pagp lear n-method command
in this situation.

Port Aggregation Protocol Interaction with Other Features

The Dynamic Trunking Protocol (DTP) and the Cisco Discovery Protocol (CDP) send and receive packets
over the physical ports in the EtherChannel. Trunk ports send and receive PAgP protocol data units (PDUs)
on the lowest numbered VLAN.

In Layer 2 EtherChannels, the first port in the channel that comes up provides its MAC address to the
EtherChannel. If this port is removed from the bundle, one of the remaining ports in the bundle provides its
MAC address to the EtherChannel. For Layer 3 EtherChannels, the MAC address is allocated by the active
device as soon as the interface is created (through the interface por t-channel global configuration command).

PAgP sends and receives PAgP PDUs only from ports that are up and have PAgP enabled for the auto or
desirable mode.

Link Aggregation Control Protocol

The LACP is defined in IEEE 802.3ad and enables Cisco devices to manage Ethernet channels between devices
that conform to the IEEE 802.3ad protocol. LACP facilitates the automatic creation of EtherChannels by
exchanging LACP packets between Ethernet ports.

By using LACP, the switch learns the identity of partners capable of supporting LACP and the capabilities
of each port. It then dynamically groups similarly configured ports into a single logical link (channel or
aggregate port). Similarly configured ports are grouped based on hardware, administrative, and port parameter
constraints. For example, LACP groups the ports with the same speed, duplex mode, native VLAN, VLAN
range, and trunking status and type. After grouping the links into an EtherChannel, LACP adds the group to
the spanning tree as a single device port.
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The independent mode behavior of ports in a port channel is changed. By default, standalone mode is enabled.
When no response is received from an LACP peer, ports in the port channel are moved to suspended state.

Link Aggregation Control Protocol Modes
LACP modes specify whether a port can send LACP packets or only receive LACP packets.

Table 23: EtherChannel LACP Modes

Mode Description

active Places a port into an active negotiating state in which the port starts negotiations with
other ports by sending LACP packets.

passive Places a port into a passive negotiating state in which the port responds to LACP packets
that it receives, but does not start LACP packet negotiation. This setting minimizes the
transmission of LACP packets.

Both the active and passive L ACP modes enable ports to negotiate with partner ports to an EtherChannel
based on criteria such as port speed, and for Layer 2 EtherChannels, based on trunk state and VLAN numbers.

Ports can form an EtherChannel when they are in different LACP modes as long as the modes are compatible.
For example:

* A port in the active mode can form an EtherChannel with another port that is in the active or passive
mode.

* A port in the passive mode cannot form an EtherChannel with another port that is also in the passive
mode because neither port starts LACP negotiation.

Link Aggregation Control Protocol Standalone Mode on Ethernet Channel

When one end of an EtherChannel has more members than the other, the unmatched ports enter the standalone
state. The standalone mode is also called the independent mode. In the standalone mode the port is not bundled
in an EtherChannel. The port functions as a standalone data port and it can send and receive BPDUs and data
traffic.

In a topology that is not protected from Layer 2 loops by the spanning tree protocol (STP), a port in the
standalone state can cause significant network errors. You can enter the port-channel standalone-disable
command in the interface configuration mode to put ports into the suspended state instead of the standalone
state.

The standalone mode is particularly relevant when a port (A) in a Layer 2 LACP EtherChannel is connected
to an unresponsive port (B) on the peer. When LACP standalone is disabled on the EtherChannel, all traffic
arriving on A is blocked (the default behavior on a switch). In some scenarios, you might want to allow
management traffic on such ports. You can do this by enabling LACP standalone (or independent) mode. To
enable the standalone mode on a Layer 2 LACP Etherchannel, use the no port-channel standalone disable
command in the interface configuration mode. To disable the Standalone mode and revert to the default use
the port-channel standalone disable command in the interface configuration mode.

\}

Note L ACP standalone mode is disabled by default.
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You can configure the LACP standalone mode on a Layer 3 EtherChannel. To configure the standalone mode
use the no port-channel standalone disable command in the interface configuration mode. To disable the
Standalone mode and revert to the default use the port-channel standalonedisable command in the interface
configuration mode.

Link Aggregation Control Protocol and Link Redundancy

LACP port-channel operation, bandwidth availability, and link redundancy can be further refined with the
LACP port-channel min-links and the LACP max-bundle features.

The LACP port-channel min-links feature:

* Configures the minimum number of ports that must be linked up and bundled in the LACP port channel.
* Prevents a low-bandwidth LACP port channel from becoming active.

* Causes an LACP port channel to become inactive if there are too few active members ports to supply
the required minimum bandwidth.

The LACP max-bundle feature:

* Defines an upper limit on the number of bundled ports in an LACP port channel.

* Allows hot-standby ports with fewer bundled ports. For example, in an LACP port channel with five
ports, you can specify a max-bundle of three, and the two remaining ports are designated as hot-standby
ports.

Link Aggregation Control Protocol Interaction with Other Features

The DTP and the CDP send and receive packets over the physical ports in the EtherChannel. Trunk ports send
and receive LACP PDUs on the lowest numbered VLAN.

In Layer 2 EtherChannels, the first port in the channel that comes up provides its MAC address to the
EtherChannel. If this port is removed from the bundle, one of the remaining ports in the bundle provides its
MAC address to the EtherChannel. For Layer 3 EtherChannels, the MAC address is allocated by the active
device as soon as the interface is created through the interface port-channel global configuration command.

LACP sends and receives LACP PDUs only from ports that are up and have LACP enabled for the active or
passive mode.

Link Aggregation Control Protocol Interaction with Other Features 1:1 Redundancy

The LACP 1:1 Redundancy feature supports an EtherChannel configuration with one active link, and fast
switchover to a hot-standby link. The link that is connected to the port with the lower port priority number
(and therefore, of a higher priority) will be the active link, and the other link will be in a hot-standby state. If
the active link goes down, LACP performs a fast switchover to the hot-standby link to keep the EtherChannel
up. When the failed link becomes operational again, LACP performs another fast switchover to revert to the
original active link.

To allow the higher priority port to stabilize when it becomes active again after a higher-priority to lower-priority
switchover, the LACP 1:1 Hot Standby Dampening feature configures a timer that delays switchover back to
the higher priority port after higher priority port becomes active.
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EtherChannel On Mode

EtherChannel on mode can be used to manually configure an EtherChannel. The on mode forces a port to
join an EtherChannel without negotiations. The on mode can be useful if the remote device does not support
PAgP or LACP. In the on mode, a usable EtherChannel exists only when the devices at both ends of the link
are configured in the on mode.

Ports that are configured in the on mode in the same channel group must have compatible port characteristics,
such as speed and duplex. Ports that are not compatible are suspended, even though they are configured in
the on mode.

A

Caution  You should use care when using the on mode. This is a manual configuration, and ports on both ends of the

EtherChannel must have the same configuration. If the group is misconfigured, packet loss or spanning-tree
loops can occur.

Load-Balancing and Forwarding Methods

EtherChannel balances the traffic load across the links in a channel by reducing part of the binary pattern that
is formed from the addresses in the frame to a numerical value that selects one of the links in the channel.
You can specify one of several different load-balancing modes, including load distribution based on MAC
addresses, IP addresses, source addresses, destination addresses, or both source and destination addresses.
The selected mode applies to all EtherChannels configured on the device.

\}

Note Layer 3 Equal-cost multi path (ECMP) load balancing is based on source IP address, destination IP address,
source port, destination port, and layer 4 protocol. Fragmented packets will be treated on two different links
based on the algorithm that is calculated using these parameters. Any changes in one of these parameters
result in load balancing.

MAC Address Forwarding

With source-MAC address forwarding, when packets are forwarded to an EtherChannel, they are distributed
across the ports in the channel based on the source-MAC address of the incoming packet. Therefore, to provide
load-balancing, packets from different hosts use different ports in the channel, but packets from the same host
use the same port in the channel.

With destination-MAC address forwarding, when packets are forwarded to an EtherChannel, they are distributed
across the ports in the channel based on the destination host’s MAC address of the incoming packet. Therefore,
packets to the same destination are forwarded over the same port, and packets to a different destination are
sent on a different port in the channel.

With source-and-destination MAC address forwarding, when packets are forwarded to an EtherChannel, they
are distributed across the ports in the channel based on both the source and destination MAC addresses. This
forwarding method, a combination source-MAC and destination-MAC address forwarding methods of load
distribution, can be used if it is not clear whether source-MAC or destination-MAC address forwarding is
better suited on a particular device. With source-and-destination MAC-address forwarding, packets sent from
host A to host B, host A to host C, and host C to host B could all use different ports in the channel.
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IP Address Forwarding

With source-IP address-based forwarding, packets are distributed across the ports in the EtherChannel based
on the source-IP address of the incoming packet. To provide load balancing, packets from different IP addresses
use different ports in the channel, and packets from the same IP address use the same port in the channel.

With destination-IP address-based forwarding, packets are distributed across the ports in the EtherChannel
based on the destination-IP address of the incoming packet. To provide load balancing, packets from the same
IP source address that is sent to different IP destination addresses could be sent on different ports in the
channel. Packets sent from different source IP addresses to the same destination IP address are always sent
on the same port in the channel.

With source-and-destination IP address-based forwarding, packets are distributed across the ports in the
EtherChannel based on both the source and destination IP addresses of the incoming packet. This forwarding
method, a combination of source-IP and destination-IP address-based forwarding, can be used if it is not clear
whether source-IP or destination-IP address-based forwarding is better suited on a particular device. In this
method, packets sent from the IP address A to IP address B, from IP address A to IP address C, and from IP
address C to IP address B could all use different ports in the channel.

Load-Balancing Advantages

Different load-balancing methods have different advantages, and the choice of a particular load-balancing
method should be based on the position of the device in the network and the kind of traffic that needs to be
load-distributed.

Figure 22: Load Distribution and Forwarding Methods

In the following figure, an EtherChannel of four workstations communicates with a router. Because the router
is a single MAC-address device, source-based forwarding on the switch EtherChannel ensures that the switch
uses all available bandwidth to the router. The router is configured for destination-based forwarding because
the large number of workstations ensures that the traffic is evenly distributed from the router EtherChannel.
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Use the option that provides the greatest variety in your configuration. For example, if the traffic on a channel
is going only to a single MAC address, using the destination-MAC address always chooses the same link in
the channel. Using source addresses or IP addresses might result in better load-balancing.

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



Layer2 |
. Default EtherChannel Configuration

Default EtherChannel Configuration
The default EtherChannel configuration is described in this table.

Table 24: Default EtherChannel Configuration

Feature Default Setting
Channel groups None assigned.
Port-channel logical None defined.
interface
PAgP mode No default.
PAgP learn method Aggregate-port learning on all ports.
PAgP priority 128 on all ports.
LACP mode No default.
LACP learn method Aggregate-port learning on all ports.
LACEP port priority 32768 on all ports.
LACP system priority 32768.
LACP system ID LACP system priority and MAC address.
Load-balancing Load distribution on the switch is based on the source-MAC address of the
incoming packet.
The source-MAC address is Src-mac.

EtherChannel Configuration Guidelines

If improperly configured, some EtherChannel ports are automatically disabled to avoid network loops and
other problems. Follow these guidelines to avoid configuration problems:

* A maximum of 48 EtherChannels are supported on a switch.
* Configure all ports in an EtherChannel to operate at the same speeds and duplex modes.

* Enable all ports in an EtherChannel. A port in an EtherChannel that is disabled by using the shutdown
interface configuration command is treated as a link failure, and its traffic is transferred to one of the
remaining ports in the EtherChannel.

» When a group is first created, all ports follow the parameters set for the first port to be added to the group.
If you change the configuration of one of these parameters, you must also make the changes to all ports
in the group:

* Allowed-VLAN list
* Spanning-tree path cost for each VLAN
* Spanning-tree port priority for each VLAN
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* Spanning-tree Port Fast setting

* Do not configure a port to be a member of more than one EtherChannel group.

* Do not configure an EtherChannel in both the PAgP and LACP modes. EtherChannel groups running
PAgP and LACP can coexist on the same switch. Individual EtherChannel groups can run either PAgP
or LACP, but they cannot interoperate.

* Do not configure a port that is an active or a not-yet-active member of an EtherChannel as an IEEE 802.1x
port. If you try to enable IEEE 802.1x on an EtherChannel port, an error message appears, and IEEE
802.1x is not enabled.

* If EtherChannels are configured on device interfaces, remove the EtherChannel configuration from the
interfaces before globally enabling IEEE 802.1x on a device by using the dot1x system-auth-control
global configuration command.

Layer 2 EtherChannel Configuration Guidelines

When configuring Layer 2 EtherChannels, follow these guidelines:

* Assign all ports in the EtherChannel to the same VLAN, or configure them as trunks. Ports with different
native VLANs cannot form an EtherChannel.

 An EtherChannel supports the same allowed range of VLANS on all the ports in a trunking Layer 2
EtherChannel. If the allowed range of VLANS is not the same, the ports do not form an EtherChannel
even when PAgP is set to the auto or desirable mode.

* Ports with different spanning-tree path costs can form an EtherChannel if they are otherwise compatibly
configured. Setting different spanning-tree path costs does not, by itself, make ports incompatible for
the formation of an EtherChannel.

Layer 3 EtherChannel Configuration Guidelines

For Layer 3 EtherChannels, assign the Layer 3 address to the port-channel logical interface, not to the physical
ports in the channel.

Auto-LAG

The auto-LAG feature provides the ability to auto create EtherChannels on ports that are connected to a switch.
By default, auto-LAG is disabled globally and is enabled on all port interfaces. The auto-LAG applies to a
switch only when it is enabled globally.

On enabling auto-LAG globally, the following scenarios are possible:

* All port interfaces participate in creation of auto EtherChannels provided the partner port interfaces have
EtherChannel configured on them. For more information, see the " The supported auto-LAG configurations
between the actor and partner devices' table below.

* Ports that are already part of manual EtherChannels cannot participate in creation of auto EtherChannels.

* When auto-LAG is disabled on a port interface that is already a part of an auto created EtherChannel,
the port interface unbundles from the auto EtherChannel.

The following table shows the supported auto-LAG configurations between the actor and partner devices:
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Table 25: The supported auto-LAG configurations between the actor and partner devices

Actor/Partner Active Passive Auto
Active Yes Yes Yes
Passive Yes No Yes
Auto Yes Yes Yes

On disabling auto-LAG globally, all auto created Etherchannels become manual EtherChannels.

You cannot add any configurations in an existing auto created EtherChannel. To add, you should first convert
it into a manual EtherChannel by executing the port-channel<channel-number>per sistent.

)

Note  Auto-LAG uses the LACP protocol to create auto EtherChannel. Only one EtherChannel can be automatically
created with the unique partner devices.

Auto-LAG Configuration Guidelines
Follow these guidelines when configuring the auto-LAG feature.

* When auto-LAG is enabled globally and on the port interface, and if you do not want the port interface
to become a member of the auto EtherChannel, disable the auto-LAG on the port interface.

* A port interface will not bundle to an auto EtherChannel when it is already a member of a manual
EtherChannel. To allow it to bundle with the auto EtherChannel, first unbundle the manual EtherChannel
on the port interface.

* When auto-LAG is enabled and auto EtherChannel is created, you can create multiple EtherChannels
manually with the same partner device. But by default, the port tries to create auto EtherChannel with
the partner device.

* The auto-LAG is supported only on Layer 2 EtherChannel. It is not supported on Layer 3 interface and
Layer 3 EtherChannel.

How to Configure EtherChannels

After you configure an EtherChannel, configuration changes applied to the port-channel interface apply to all
the physical ports assigned to the port-channel interface, and configuration changes that are applied to the
physical port affect only the port where you apply the configuration.

The following sections provide various configuration information for EtherChannels:

Configuring Layer 2 EtherChannels

Configure Layer 2 EtherChannels by assigning ports to a channel group with the channel-group command
in interface configuration mode. This command automatically creates the port-channel logical interface.
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Configuring Layer 2 EtherChannels .

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface
gigabitethernetl/1

Specifies a physical port, and enters interface
configuration mode.

Valid interfaces are physical ports.

For a PAgP EtherChannel, you can configure
up to eight ports of the same type and speed for
the same group.

For a LACP EtherChannel, you can configure
up to 16 Ethernet ports of the same type. Up to
eight ports can be active, and up to eight ports
can be in standby mode.

Step 4

switchport mode {access | trunk}

Example:

Device (config-if) # switchport mode access|

Assigns all ports as static-access ports in the
same VLAN, or configure them as trunks.

If you configure the port as a static-access port,
assign it to only one VLAN. The range is 1 to
4094.

Step 5

switchport access vlan vian-id

Example:

Device (config-if) # switchport access vlan
22

(Optional) If you configure the port as a
static-access port, assign it to only one VLAN.
The range is 1 to 4094.

Step 6

channel-group channel-group-number mode
{auto [non-silent] | desirable [non-silent ] |
on} | {active | passive}

Example:

Device (config-if) # channel-group 5 mode
auto

Assigns the port to a channel group, and
specifies the PAgP or the LACP mode.

For mode, select one of these keywords:

 auto —Enables PAgP only if a PAgP
device is detected. It places the port into a
passive negotiating state, in which the port
responds to PAgP packets it receives but
does not start PAgP packet negotiation.

+ desirable—Unconditionally enables PAgP.
It places the port into an active negotiating
state, in which the port starts negotiations
with other ports by sending PAgP packets.
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Command or Action Purpose

» on —Forces the port to channel without
PAgP or LACP. In the on mode, an
EtherChannel exists only when a port
group in the on mode is connected to
another port group in the on mode.

non-silent —(Optional) If your device is
connected to a partner that is
PAgP-capable, configures the device port
for nonsilent operation when the port is in
the auto or desirable mode. If you do not
specify non-silent, silent is assumed. The
silent setting is for connections to file
servers or packet analyzers. This setting
allows PAgP to operate, to attach the port
to a channel group, and to use the port for
transmission.

active—Enables LACP only if a LACP
device is detected. It places the port into
an active negotiating state in which the
port starts negotiations with other ports by
sending LACP packets.

passive —Enables LACP on the port and
places it into a passive negotiating state in
which the port responds to LACP packets
that it receives, but does not start LACP
packet negotiation.

Step 7 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

Configuring Layer 3 EtherChannels

Follow these steps to assign an Ethernet port to a Layer 3 EtherChannel. This procedure is required.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable
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Command or Action Purpose
Step 2 configure terminal Enters global configuration mode.
Example:
Device# configure terminal
Step 3 interface interface-id Specifies a physical port, and enters interface
configuration mode.
Example:
Device (config) # interface gigabitethernet] Valid interfaces include physical ports.

11 For a PAgP EtherChannel, you can configure
up to eight ports of the same type and speed for
the same group.

For a LACP EtherChannel, you can configure
up to 16 Ethernet ports of the same type. Up to
eight ports can be active, and up to eight ports
can be in standby mode.
Step 4 no ip address Ensures that there is no IP address assigned to
Example: the physical port.
Device (config-if) # no ip address
Step 5 no switchport Puts the port into Layer 3 mode.
Example:
Device (config-if) # no switchport
Step 6 channel-group channel-group-number mode | Assigns the port to a channel group, and

{auto [non-silent] | desrable [
non-silent] | on} | { active |
passive }

Example:

Device (config-if) # channel-group 5 mode
auto

specifies the PAgP or the LACP mode.
For mode, select one of these keywords:

» auto—Enables PAgP only if a PAgP
device is detected. It places the port into a
passive negotiating state, in which the port
responds to PAgP packets it receives but
does not start PAgP packet negotiation.

desirable—Unconditionally enables
PAgP. It places the port into an active
negotiating state, in which the port starts
negotiations with other ports by sending
PAgP packets.

on—TForces the port to channel without
PAgP or LACP. In the on mode, an
EtherChannel exists only when a port
group in the on mode is connected to
another port group in the on mode.

non-silent—(Optional) If your device is
connected to a partner that is PAgP
capable, configures the device port for
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Command or Action

Purpose

nonsilent operation when the port is in the
auto or desirable mode. If you do not
specify non-silent, silent is assumed. The
silent setting is for connections to file
servers or packet analyzers. This setting
allows PAgP to operate, to attach the port
to a channel group, and to use the port for
transmission.

active—Enables LACP only if a LACP
device is detected. It places the port into
an active negotiating state in which the
port starts negotiations with other ports by
sending LACP packets.

passive —Enables LACP on the port and
places it into a passive negotiating state in
which the port responds to LACP packets
that it receives, but does not start LACP
packet negotiation.

Step 7 end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

(Optional) Configuring EtherChannel Load-Balancing

You can configure EtherChannel load-balancing to use one of several different forwarding methods.

To configure EtherChannel Load-balancing, perform this procedure:

Procedure

Command or Action

Purpose

Step 1 enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2 configure terminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3 port-channel load-balance {dst-ip |

dst-mac | dst-mixed-ip-port | dst-port
| extended | src-dst-ip | src-dst-mac
| src-dst-mixed-ip-port | src-dst-port
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Command or Action Purpose

| src-ip | sre-mac | sre-mixed-ip-port * dst-ip—Specifies destination-host IP

| src-port } address.

Example: + dst-mac—Specifies the destination-host

Device (config) # port-channel load-balance| MAC address of the incoming packet.
src-mac

* dst-mixed-ip-port—Specifies the host IP
address and TCP/UDP port.

* dst-port—Specifies the destination
TCP/UDP port.

* src-dst-ip—Specifies the source and
destination host IP address.

* src-dst-mac—Specifies the source and
destination host MAC address.

* src-dst-mixed-ip-port—Specifies the
source and destination host IP address and
TCP/UDP port.

* src-dst-por t—Specifies the source and
destination TCP/UDP port.

« extended—Specifies extended load
balance methods--combinations of source
and destination methods beyond those
available with the standard command.

* src-ip—Specifies the source host IP
address.

* src-mac—Specifies the source MAC
address of the incoming packet.

* src-mixed-ip-por t—Specifies the source
host IP address and TCP/UDP port.

* src-port—Specifies the source TCP/UDP
port.

Step 4 end Returns to privileged EXEC mode.

Example:

Device (config) # end

(Optional) Configuring EtherChannel Extended Load-Balancing

Configure EtherChannel extended load-balancing when you want to use a combination of load-balancing
methods.

To configure EtherChannel extended load-balancing, perform this procedure:
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Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

port-channel load-balanceextended {dst-ip

| dst-macdst-port | ipv6-label |
I3-proto | srcip | src-mac |
src-port }

Example:

Device (config) # port-channel load-balance|
extended dst-ip dst-mac src-ip

Configures an EtherChannel extended
load-balancing method.

The default is src-mac.
Select one of these load-distribution methods:

* dst-ip—Specifies destination-host IP
address.

* dst-mac—Specifies the destination-host
MAC address of the incoming packet.

* dst-port—Specifies the destination
TCP/UDP port.

* ipv6-label—Specifies the IPv6 flow label.
* |3-proto—Specifies the Layer 3 protocol.

* src-ip—Specifies the source host IP
address.

» src-mac—Specifies the source MAC
address of the incoming packet.

* src-port—Specifies the source TCP/UDP
port.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

(Optional) Configuring the Port Aggregation Protocol Learn Method and Priority

To configure the PAgP learn method and priority, perform this procedure:
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Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface interface-id Specifies the port for transmission, and enters
interface configuration mode.
Example:
Device (config) # interface gigabitethernet]
1/1
Step 4 pagp learn-method physical-port Selects the PAgP learning method.
Example: By default, aggregation-port learning is
Device (config-if) # pagp learn-method selected, which means the device sends packets
physical port to the source by using any of the ports in the
EtherChannel. With aggregate-port learning, it
is not important on which physical port the
packet arrives.
Selects physical-port to connect with another
device that is a physical learner.
Make sure to configure the port-channel
load-balance global configuration command
to src-mac.
The learning method must be configured the
same at both ends of the link.
Step 5 pagp port-priority priority Assigns a priority so that the selected port is
chosen for packet transmission.
Example:

Device (config-if) # pagp port-priority | [ Or priority, the range is 0 to 255. The default
200 is 128. The higher the priority, the more likely
that the port will be used for PAgP transmission.

Step 6 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

Configuring Link Aggregation Control Protocol Hot-Standby Ports

When LACP is enabled, the software, by default, tries to configure the maximum number of LACP-compatible
ports in a channel, up to a maximum of 16 ports. Only eight LACP links can be active at one time; the remaining

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



Layer2 |

. (Optional) Configuring the Link Aggregation Control Protocol Max Bundle

eight links are placed in hot-standby mode. If one of the active links becomes inactive, a link that is in the
hot-standby mode becomes active in its place.

You can override the default behavior by specifying the maximum number of active ports in a channel, in
which case, the remaining ports become hot-standby ports. For example, if you specify a maximum of five
ports in a channel, up to 11 ports become hot-standby ports.

If you configure more than eight links for an EtherChannel group, the software automatically decides which
of the hot-standby ports to make active based on the LACP priority. To every link between systems that
operate LACP, the software assigns a unique priority that is made up of these elements (in priority order):

* LACP system priority

* System ID (the device MAC address)
* LACP port priority

* Port number

In priority comparisons, numerically lower values have higher priority. The priority decides which ports
should be put in standby mode when there is a hardware limitation that prevents all compatible ports from
aggregating.

Determining which ports are active and which are hot standby is a two-step procedure. First the system with
a numerically lower system priority and system ID is placed in charge of the decision. Next, that system
decides which ports are active and which are hot standby, based on its values for port priority and port number.
The port priority and port number values for the other system are not used.

You can change the default values of the LACP system priority and the LACP port priority to affect how the
software selects active and standby links.

(Optional) Configuring the Link Aggregation Control Protocol Max Bundle

Procedure

When you specify the maximum number of bundled LACP ports allowed in a port channel, the remaining
ports in the port channel are designated as hot-standby ports.

Beginning in privileged EXEC mode, follow these steps to configure the maximum number of LACP ports
in a port channel.

Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface port-channel channel-number Enters interface configuration mode for a port

Example: channel.

For channel-number, the range is 1 to 48.
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Command or Action Purpose
Device (config)# interface port-channel
2
Step 4 lacp max-bundle max-bundle-number Specifies the maximum number of LACP ports
in the port-channel bundle.
Example:
Device (config-if)# lacp max-bundle 3 The range is 1 to 8
Step 5 end Returns to privileged EXEC mode.
Example:
Device (config-if)# end

Configuring Link Aggregation Control Protocol Port-Channel Standalone Disable

To disable the standalone EtherChannel member port state on a port channel, perform this task on the port
channel interface:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface port-channel channel-group Selects a port channel interface to configure.

Example:

Device (config)# interface port-channel
channel-group

Step 4 port-channel standalone-disable Disables the standalone mode on the

port-channel interface.
Example:

Device (config-if)# port-channel
standalone-disable

Step 5 end Exits configuration mode.

Example:

Device (config-if)# end

Step 6 show etherchannel Verifies the configuration.

Example:

Device# show etherchannel channel-group
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Command or Action

Purpose

port-channel

Device# show etherchannel channel-group

detail

Configuring Link Aggregation Control Protocol Standalone Mode on EtherChannel

To configure LACP Standalone or Independent mode on an EtherChannel, perform the following procedure:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode. Enter your
password, if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface port-channel channel-number

Example:

Device (config) # interface port-channel
1

Enters interface configuration mode for a port
channel.

Step 4

no port-channel standalone-disable

Example:

Device (config-if) #no port-channel
standalone-disable

Enables the LACP standalone or independent
mode.

Step 5

end

Example:

Device (config-if) #end

Returns to privileged EXEC mode.

Configuring the Link Aggregation Control Protocol Port Channel Min-Links

You can specify the minimum number of active ports that must be in the link-up state and bundled in an
EtherChannel for the port channel interface to transition to the link-up state. Using EtherChannel min-links,
you can prevent low-bandwidth LACP EtherChannels from becoming active. Port channel min-links also
cause LACP EtherChannels to become inactive if they have too few active member ports to supply the required
minimum bandwidth.

To configure the minimum number of links that are required for a port channel. Perform the following tasks.
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Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface port-channel channel-number Enters interface configuration mode for a
ort-channel.
Example: P
Device (config) # interface port-channel For channel-number, the range is 1 to 48.
2
Step 4 port-channel min-links min-links-number Specifies the minimum number of member ports
Examole: that must be in the link-up state and bundled in
ple: the EtherChannel for the port channel interface
Device (config-if) # port-channel min-links| to transition to the link-up state.
3
For min-links-number, the range is 2 to 8.
Step 5 end Returns to privileged EXEC mode.
Example:

Device (config) # end

(Optional) Configuring the Link Aggregation Control Protocol System Priority

You can configure the system priority for all the EtherChannels that are enabled for LACP by using the lacp
system-priority command in global configuration mode. You cannot configure a system priority for each
LACP-configured channel. By changing this value from the default, you can affect how the software selects
active and standby links.

You can use the show etherchannel summary command in privileged EXEC mode to see which ports are
in the hot-standby mode (denoted with an H port-state flag).

Follow these steps to configure the LACP system priority.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable
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Command or Action

Purpose

Step 2 configure terminal Enters global configuration mode.
Example:
Device# configure terminal

Step 3 lacp system-priority priority Configures the LACP system priority.
Example: The range is 1 to 65535. The default is 32768.
g;gé ge (config)# lacp system-priority The l.ower the value, the higher the system

priority.

Step 4 end Returns to privileged EXEC mode.

Example:

Device (config) # end

(Optional) Configuring the Link Aggregation Control Protocol Port Priority

By default, all ports use the same port priority. If the local system has a lower value for the system priority
and the system ID than the remote system, you can affect which of the hot-standby links become active first
by changing the port priority of LACP EtherChannel ports to a lower value than the default. The hot-standby
ports that have lower port numbers become active in the channel first. You can use the show etherchannel
summary privileged EXEC command to see which ports are in the hot-standby mode (denoted with an H
port-state flag).

)

Note IfLACP is not able to aggregate all the ports that are compatible (for example, the remote system might have
more restrictive hardware limitations), all the ports that cannot be actively included in the EtherChannel are

put in the hot-standby state and are used only if one of the channeled ports fails.

Follow these steps to configure the LACP port priority.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3
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Command or Action Purpose
Device (config) # interface gigabitethernet]
1/1

Step 4 lacp port-priority priority Configures the LACP port priority.

Example: The range is 1 to 65535. The default is 32768.

Device (config-if)# lacp port-priority | 1he lower the value, the more likely that the

32000 port will be used for LACP transmission.
Step 5 end Returns to privileged EXEC mode.

Example:

Device (config-if)# end

Configuring Link Aggregation Control Protocol 1:1 Redundancy

\)

Note * LACP 1:1 redundancy must be enabled at both ends of the LACP EtherChannel.

* For the LACP 1:1 Redundancy feature to work, the lacp max-bundle 1 command must be configured
along with the lacp fast-switchover command.

* For the LACP 1:1 Hot Standby Dampening feature to work, the lacp max-bundle 1 and lacp
fast-switchover commands must be configured before the lacp fast-switchover dampening command
is configured.

To configure LACP 1:1 redundancy, perform this procedure:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password, if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface port-channel group_number Selects an LACP port channel interface and
enters interface configuration mode.
Example:
Device (config) # interface port-channel
40
Step 4 lacp fast-switchover Enables the LACP 1:1 Redundancy feature on
the EtherChannel.
Example:

Device (config-if)# lacp fast-switchover
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Command or Action

Purpose

Step 5

lacp max-bundle 1

Example:

Device (config-if)# lacp max-bundle 1

Sets the maximum number of active member
ports to be one. The only value that is supported
with LACP 1:1 redundancy is 1.

Step 6

lacp fast-switchover dampening seconds

Example:

Device (config-if)# lacp fast-switchover
dampening 60

(Optional) Enables the LACP 1:1 Hot Standby
Dampening feature for this EtherChannel. The
range for the time parameter is from 30 to 180
seconds.

Step 7

end

Example:

Device (config-if) # end

Exits interface configuration mode and returns
to privileged EXEC mode.

Configuring Link Aggregation Control Protocol 1:1 Redundancy Fast Rate Timer

You can change the LACP timer rate to modify the duration of the LACP timeout. Use the lacp rate command
to set the rate at which LACP control packets are received by an LACP-supported interface. You can change
the timeout rate from the default rate (30 seconds) to the fast rate (1 second). This command is supported only
on LACP-enabled interfaces.

To configure LACP 1:1 redundancy fast rate timer, perform this procedure:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface gigabitether netdot/port

Example:

Device (config) # interface gigabitEthernet]
1/1

Configures an interface and enters interface
configuration mode.

Step 4

lacp rate {normal | fast}

Example:

Device (config-if)# lacp rate fast

Configures the rate at which LACP control
packets are received by an LACP-supported
interface.

To reset the timeout rate to its default, use the
no lacp rate command.
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Command or Action

Purpose

Step 5

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 6

show lacp internal

Example:

Device# show lacp internal
Device# show lacp counters

Verifies your configuration.

Configuring Auto-LAG Globally

To configure Auto-LAG globally, perform this procedure:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

[no] port-channel auto

Example:

Device (config) # port-channel auto

Enables the auto-LAG feature on a switch
globally. Use the no form of this command to
disable the auto-LAG feature on the switch
globally.

Note
By default, the auto-LAG feature is enabled
on the port.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 5

show etherchannel auto

Example:

Device# show etherchannel auto

Displays that EtherChannel is created
automatically.
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Configuring Auto-LAG on a Port Interface

To configure Auto-LAG on a port interface, perform this procedure:

Procedure
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Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Specifies the port interface to be enabled for
auto-LAG, and enters interface configuration
mode.

Step 4

[no] channel-group auto

Example:

Device (config-if)# channel-group auto

(Optional) Enables auto-LAG feature on
individual port interface. Use the no form of
this command to disable the auto-LAG feature
on individual port interface.

Note
By default, the auto-LAG feature is enabled
on the port.

Step 5

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

Step 6

show etherchannel auto

Example:

Device# show etherchannel auto

Displays that EtherChannel is created
automatically.

Configuring Persistence with Auto-LAG

You use the persistence command to convert the auto created EtherChannel into a manual one and allow you
to add configuration on the existing EtherChannel.

To configure persistence with Auto-LAG, perform this procedure:
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Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 port-channel channel-number persistent Converts the auto created EtherChannel into a
manual one and allows you to add configuration

Example: on the EtherChannel.

Device# port-channel 1 persistent

Step 3 show etherchannel summary Displays the EtherChannel information.

Example:

Device# show etherchannel summary

Monitoring EtherChannel, Port Aggregation Protocol, and Link
Aggregation Control Protocol Status

You can display EtherChannel, PAgP, and LACP status using the commands listed in this table.

Table 26: Commands for Monitoring EtherChannel, PAgP, and LACP Status

Command Description

clear lacp { channel-group-number counters |Clears LACP channel-group information and traffic
| counters} counters.

clear pagp { channel-group-number counters |Clears PAgP channel-group information and traffic
| counters} counters.

show etherchannel [ channel-group-number { |Displays EtherChannel information in a brief, detailed,

detail | load-balance | port | port-channel |and one-line summary form. Also displays the

| protocol | summary }] [detail | load-balance or frame-distribution scheme, port,
load-balance | port | port-channe | port-channel, protocol, and Auto-LAG information.
protocol | auto | summary ]

show pagp [ channel-group-number ] { counters| Displays PAgP information such as traffic
| internal | neighbor } information, the internal PAgP configuration, and
neighbor information.

show pagp [ channel-group-number | dual-active |Displays the dual-active detection status.

show lacp [ channel-group-number ] { counters | | Displays LACP information such as traffic
internal | neighbor |sys-id} information, the internal LACP configuration, and
neighbor information.
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Command Description

show running-config Verifies your configuration entries.

show etherchannel load-balance Displays the load balance or frame distribution scheme
among ports in the port channel.

Configuration Examples for EtherChannels

The following sections provide various configuration examples for EtherChannels:

Example: Configuring Layer 2 EtherChannels

This example shows how to configure an EtherChannel on a single switch . It assigns two ports as static-access
ports in VLAN 10 to channel 5 with the PAgP mode desirable:

Device# configure terminal

Device (config) # interface range gigabitethernet2/0/1 -2
Device (config-if-range)# switchport mode access

Device (config-if-range)# switchport access vlan 10

(
( )
Device (config-if-range)
Device (config-if-range)

# channel-group 5 mode desirable non-silent
# end

This example shows how to configure an EtherChannel on a single switch . It assigns two ports as static-access
ports in VLAN 10 to channel 5 with the LACP mode active:

Device# configure terminal

Device (config) # interface range gigabitethernet2/0/1 -2
Device (config-if-range)# switchport mode access

Device (config-if-range)# switchport access vlan 10

(
( )
Device (config-if-range)
Device (config-if-range)

channel-group 5 mode active

#
# end

PoE or LACP negotiation errors may occur if you configure two ports from switch to the access point (AP).
This scenario can be avoided if the port channel configuration is on the switch side. For more details, see the
following example:

Device (config)# interface Port-channell

Device (config-if) # switchport access vlan 20
Device (config-if)# switchport mode access
(
(
(

Device (config-if

)
Device (config-if)
)
Device (config-if)

)

# switchport nonegotiate
# no port-channel standalone-disable
# spanning-tree portfast

Note

If the port reports LACP errors on port flap, you should include the following command as well: no errdisable
detect cause pagp-flap

Example: Configuring Layer 3 EtherChannels

This example shows how to configure a Layer 3 EtherChannel. It assigns two ports to channel 5 with the
LACP mode active:
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Example: Configuring Link Aggregation Control Protocol Hot-Standby Ports .

Device# configure terminal

Device (config) # interface range gigabitethernet2/0/1 -2
Device (config-if-range)# no ip address

Device (config-if-range)# no switchport

Device (config-if-range)# channel-group 5 mode active
Device (config-if-range)# end

Example: Configuring Link Aggregation Control Protocol Hot-Standby Ports

This example shows how to configure an EtherChannel (port channel 2) that will be active when there are at
least three active ports, will comprise up to seven active ports and the remaining ports (up to nine) as hot-standby
ports:

Device# configure terminal

Device (config) # interface port-channel 2
Device (config-if) # port-channel min-links 3
Device (config-if)# lacp max-bundle 7

Example: Configuring Link Aggregation Control Protocol 1:1 Redundancy

This example shows how to configure the LACP 1:1 Redundancy feature on the EtherChannel:

Device> enable

Device# configure terminal

Device (config)# interface port-channel 40

Device (config-if)# lacp fast-switchover

Device (config-if)# lacp max-bundle 1

Device (config-if)# lacp fast-switchover dampening 60
Device (config-if)# end

This is a sample output from the show lacp internal command:

Device# show lacp 1 internal
Flags: S - Device is requesting Slow LACPDUs
F - Device is requesting Fast LACPDUs
A - Device is in Active mode
P - Device is in Passive mode

Channel group 1,[146 s left to exit dampening state]

LACP port Admin Oper Port Port
Port Flags State Priority Key Key Number State
GE1l/1 FA hot-sby 30000%* 0x1 0x1 0x103 0x7
GEl/2 SA bndl 32768 0x1 0x1 0x102 0x3D

Example: Configuring Standalone Mode on EtherChannel

This example shows how to configure the Standalone mode or Independent mode on an Port channel:

Device (config)# interface port-channel 1
Device (config-if)# no port-channel standalone-disable
Device (config-if)# end

This example shows how to verify the configuration of the Standalone mode on a Port Channel interface:

Device# show running-config interface port-channel 1
Building configuration...
Current configuration:
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. Example: Configuring Auto LAG

interface Port-channell

no ip address

no switchport

no port-channel standalone-disable
end

Example: Configuring Auto LAG

This example shows how to configure Auto-LAG on a switch

Device> enable

Device# configure terminal

Device (config) # port-channel auto
Device (config-if)# end

Device# show etherchannel auto

This example shows the summary of EtherChannel that was created automatically.

Device# show etherchannel auto

Flags: D - down P - bundled in port-channel
I - stand-alone s - suspended
H - Hot-standby (LACP only)
R - Layer3 S - Layer2
U - in use f - failed to allocate aggregator
M - not in use, minimum links not met
u - unsuitable for bundling
w - waiting to be aggregated
d - default port
A - formed by Auto LAG

Number of channel-groups in use: 1

Number of aggregators: 1

Group Port-channel Protocol Ports

—————— e e et et e e T
1 Pol (SUA) LACP Gil/1(P) Gil/2(P) Gil/3(P)

This example shows the summary of auto EtherChannel after executing the port-channel 1 persistent
command.

Device# port-channel 1 persistent

Device# show etherchannel summary
Switch# show etherchannel summary

Flags: D - down P - bundled in port-channel
I - stand-alone s - suspended
H - Hot-standby (LACP only)
R - Layer3 S - Layer2
U - in use f - failed to allocate aggregator
M - not in use, minimum links not met
u - unsuitable for bundling
w - waiting to be aggregated
d - default port
A - formed by Auto LAG

Number of channel-groups in use: 1

Number of aggregators: 1

Group Port-channel Protocol Ports

—————— e et e it
1 Pol (SU) LACP Gil/1(P) Gil/2(P) Gil/3(P)
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Configuring UniDirectional Link Detection

* Restrictions for Configuring UniDirectional Link Detection, on page 217
* Information About UniDirectional Link Detection, on page 217
* How to Configure UniDirectional Link Detection, on page 220
* Monitoring and Maintaining UniDirectional Link Detection, on page 223

Restrictions for Configuring UniDirectional Link Detection

The following are restrictions for configuring UniDirectional Link Detection (UDLD):

» A UDLD-capable port can’t detect a unidirectional link if it’s connected to a UDLD-incapable port of
another device.

» When configuring the mode (normal or aggressive), make sure that the same mode is configured on both
sides of the link.

* Alert option for UDLD ports are not supported.

A

Caution  Loop guard works only on point-to-point links. We recommend that each end of the link has a directly connected
device that is running STP.

Information About UniDirectional Link Detection

UniDirectional Link Detection (UDLD) is a Layer 2 protocol that enables devices that are connected through
fiber-optic or twisted-pair Ethernet cables to monitor the physical configuration of the cables and detect when
a unidirectional link exists. All connected devices must support UDLD for the protocol to successfully identify
and disable unidirectional links. When UDLD detects a unidirectional link, it disables the affected port and
alerts you. Unidirectional links can cause a variety of problems, including spanning-tree topology loops.

Modes of Operation

UDLD supports two modes of operation: normal (the default) and aggressive. In normal mode, UDLD can
detect unidirectional links due to misconnected ports on fiber-optic connections. In aggressive mode, UDLD
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can also detect unidirectional links due to one-way traffic on fiber-optic and twisted-pair links and to
misconnected ports on fiber-optic links.

In normal and aggressive modes, UDLD works with the Layer 1 mechanisms to learn the physical status of
alink. At Layer 1, autonegotiation takes care of physical signaling and fault detection. UDLD performs tasks
that autonegotiation cannot perform, such as detecting the identities of neighbors and shutting down
misconnected ports. When you enable both autonegotiation and UDLD, the Layer 1 and Layer 2 detections
work together to prevent physical and logical unidirectional connections and the malfunctioning of other
protocols.

A unidirectional link occurs whenever traffic sent by a local device is received by its neighbor but traffic from
the neighbor is not received by the local device.

In normal mode, UDLD detects a unidirectional link when fiber strands in a fiber-optic port are misconnected
and the Layer 1 mechanisms do not detect this misconnection. If the ports are connected correctly but the
traffic is one way, UDLD does not detect the unidirectional link because the Layer 1 mechanism, which is
supposed to detect this condition, does not do so. In this case, the logical link is considered undetermined,
and UDLD does not disable the port.

When UDLD is in normal mode, if one of the fiber strands in a pair is disconnected, as long as autonegotiation
is active, the link does not stay up because the Layer | mechanisms detects a physical problem with the link.
In this case, UDLD does not take any action and the logical link is considered undetermined.

Aggressive Mode

In aggressive mode, UDLD detects a unidirectional link by using the previous detection methods. UDLD in
aggressive mode can also detect a unidirectional link on a point-to-point link on which no failure between the
two devices is allowed. It can also detect a unidirectional link when one of these problems exists:

* On fiber-optic or twisted-pair links, one of the ports cannot send or receive traffic.
* On fiber-optic or twisted-pair links, one of the ports is down while the other is up.

* One of the fiber strands in the cable is disconnected.

In these cases, UDLD disables the affected port.

In a point-to-point link, UDLD hello packets can be considered as a heart beat whose presence guarantees the
health of the link. Conversely, the loss of the heart beat means that the link must be shut down if it is not
possible to reestablish a bidirectional link.

If both fiber strands in a cable are working normally from a Layer 1 perspective, UDLD in aggressive mode
detects whether those fiber strands are connected correctly and whether traffic is flowing bidirectionally
between the correct neighbors. This check cannot be performed by autonegotiation because autonegotiation
operates at Layer 1.

Methods to Detect Unidirectional Links

UDLD operates by using two methods:

* Neighbor database maintenance

* Event-driven detection and echoing
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Neighbor Database Maintenance

UDLD learns about other UDLD-capable neighbors by periodically sending a hello packet (also called an
advertisement or probe) on every active port to keep each device informed about its neighbors.

When the device receives a hello message, it caches the information until the age time (hold time or time-to-live)
expires. If the device receives a new hello message before an older cache entry ages, the device replaces the
older entry with the new one.

Whenever a port is disabled and UDLD is running, whenever UDLD is disabled on a port, or whenever the
device is reset, UDLD clears all existing cache entries for the ports that are affected by the configuration
change. UDLD sends at least one message to inform the neighbors to flush the part of their caches affected
by the status change. The message is intended to keep the caches synchronized.

)

Note An interface does not support multiple UDLD neighbors. If an ingress UDLD protocol data unit (PDU) has
multiple device IDs in echo type, length and value (TLV), the interface enters the error-disabled state.

Event-Driven Detection and Echoing

UDLD relies on echoing as its detection operation. Whenever a UDLD device learns about a new neighbor
or receives a resynchronization request from an out-of-sync neighbor, it restarts the detection window on its
side of the connection and sends echo messages in reply. Because this behavior is the same on all UDLD
neighbors, the sender of the echoes expects to receive an echo in reply.

If the detection window ends and no valid reply message are received, the link might shut down, depending
on the UDLD mode. When UDLD is in normal mode, the link might be considered undetermined and might
not be shut down. When UDLD is in aggressive mode, the link is considered unidirectional, and the port is
disabled.

UniDirectional Link Detection Reset Options
If an interface becomes disabled by UDLD, you can use one of the following options to reset UDLD:

* The udld reset interface configuration command.

* The shutdown interface configuration command followed by the no shutdown interface configuration
command restarts the disabled port.

* The no udld {aggressive| enable} global configuration command followed by the udld {aggressive |
enable} global configuration command reenables the disabled ports.

* The no udld port interface configuration command followed by the udld port [aggressive] interface
configuration command reenables the disabled fiber-optic port.

* The errdisablerecovery cause udld global configuration command enables the timer to automatically
recover from the UDLD error-disabled state, and the errdisable recovery interval interval global
configuration command specifies the time to recover from the UDLD error-disabled state.

The udld port disable command disables UDLD on fiber-optic LAN ports.

\}

Note This command is only supported on fiber-optic LAN ports.
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Default UniDirectional Link Detection Configuration

Table 27: Default UDLD Configuration

Feature Default Setting

UDLD global enable state Globally disabled

UDLD per-port enable state for fiber-optic media | Disabled on all Ethernet fiber-optic ports

UDLD per-port enable state for twisted-pair (copper) | Disabled on all Ethernet 10/100 and 1000BASE-TX
media ports

UDLD aggressive mode Disabled

How to Configure UniDirectional Link Detection

The following sections provide information about configuring UDLD:

Enabling UniDirectional Link Detection Globally

Follow these steps to enable UDLD in the aggressive or normal mode and to set the configurable message
timer on all fiber-optic ports on the device.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 udld {aggressive | enable | message time Specifies the UDLD mode of operation:

ge-timer-interval} * aggressive—Enables UDLD in aggressive

Example: mode on all fiber-optic ports.

Device (config) # udld enable message time|

10 » enable—Enables UDLD in normal mode

on all fiber-optic ports on the device.
UDLD is disabled by default.

An individual interface configuration
overrides the setting of the udld enable
global configuration command.
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Enabling UniDirectional Link Detection on an Interface .

Command or Action

Purpose

* messagetime
message-timer-interval—Configures the
period of time between UDLD probe
messages on ports that are in the
advertisement phase and are detected to
be bidirectional. The range is from 1 to 90
seconds; the default value is 15.

Note

This command affects fiber-optic ports
only. Use the udld interface configuration
command to enable UDLD on other port

types.

Use the no form of this command, to disable
UDLD.

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Enabling UniDirectional Link Detection on an Interface

Follow these steps either to enable UDLD in the aggressive or normal mode or to disable UDLD on a pott.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Specifies the port to be enabled for UDLD, and
enters interface configuration mode.

Step 4

udld port [aggressive]

Example:

Device (config-if)# udld port aggressive

UDLD is disabled by default.

+ udld port—Enables UDLD in normal
mode on the specified port.
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Command or Action

Purpose

« udld port aggressive—(Optional) Enables
UDLD in aggressive mode on the specified
port.

Note

Use the no udld port interface configuration
command to disable UDLD on a specified
fiber-optic port.

Step 5

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

Disabling UniDirectional Link Detection on Fiber-Optic LAN Interfaces

To disable UDLD on Fiber-optic LAN interfaces, perform this procedure:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface type number

Example:

Device (config) # interface
gigabitethernet 1/1

Configures an interface and enters interface
configuration mode.

Step 4

udld port disable

Example:
Device (config-if) # udld port disable

Disables UDLD on a fiber-optic LAN port.

* The udld port disable command is only
supported on fiber-optic LAN ports.

* The no udld port disable command
reverts to the udld enable global
configuration command setting.

Step 5

. Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1

end

Example:

Exits interface configuration mode and returns
to privileged EXEC mode.
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Command or Action Purpose

Device (config-if)# end

Monitoring and Maintaining UniDirectional Link Detection

Command Purpose
show udld [interface-id | neighbors] Displays the UDLD status for the specified port or
for all ports.
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Configuring Layer 2 Protocol Tunneling

* Prerequisites for Layer 2 Protocol Tunneling, on page 225

* Information About Layer 2 Protocol Tunneling, on page 225

* How to Configure Layer 2 Protocol Tunneling, on page 229

* How to Configure Layer 2 Protocol Tunneling for EtherChannels, on page 231
* Configuration Examples for Layer 2 Protocol Tunneling, on page 236

* Monitoring Tunneling Status, on page 238

Prerequisites for Layer 2 Protocol Tunneling

The following sections list prerequisites and considerations for configuring Layer 2 protocol tunneling.

To configure Layer 2 point-to-point tunneling to facilitate the automatic creation of EtherChannels, you need
to configure both the SP (service-provider) edge switch and the customer device.

Information About Layer 2 Protocol Tunneling

The following sections provide information about Layer 2 protocol tunneling:

Layer 2 Protocol Tunneling Overview

Customers at different sites that are connected across a service-provider network need to use various Layer
2 protocols to scale their topologies to include all remote sites, as well as the local sites. STP must run properly,
and every VLAN should build a proper spanning tree that includes the local site and all remote sites across
the service-provider network. Cisco Discovery Protocol (CDP) must discover neighboring Cisco devices from
local and remote sites. VLAN Trunking Protocol (VTP) must provide consistent VLAN configuration
throughout all sites in the customer network.

When protocol tunneling is enabled, edge device on the inbound side of the service-provider network
encapsulate Layer 2 protocol packets with a special MAC address and send them across the service-provider
network. Core devices in the network do not process these packets but forward them as normal packets. Layer
2 protocol data units (PDUs) for CDP, STP, or VTP cross the service-provider network and are delivered to
customer devices on the outbound side of the service-provider network. Identical packets are received by all
customer ports on the same VLANSs with these results:
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« Users on each of a customer’s sites can properly run STP, and every VLAN can build a correct spanning
tree based on parameters from all sites and not just from the local site.

* CDP discovers and shows information about the other Cisco devices that are connected through the
service-provider network.

* VTP provides consistent VLAN configuration throughout the customer network, propagating to all
devices through the service provider.

Layer 2 protocol tunneling can be used independently or can enhance IEEE 802.1Q tunneling. If protocol
tunneling is not enabled on IEEE 802.1Q tunneling ports, remote devices at the receiving end of the
service-provider network do not receive the PDUs and cannot properly run STP, CDP, and VTP. When
protocol tunneling is enabled, Layer 2 protocols within each customer’s network are totally separate from
those running within the service-provider network. Customer devices on different sites that send traffic through
the service-provider network with IEEE 802.1Q tunneling achieve complete knowledge of the customer’s
VLAN. If IEEE 802.1Q tunneling is not used, you can still enable Layer 2 protocol tunneling by connecting
to the customer device through access ports and by enabling tunneling on the service-provider access port.

For example, in the following figure (Layer 2 Protocol Tunneling), Customer X has four switches in the same
VLAN, that are connected through the service-provider network. If the network does not tunnel PDUs, switches
on the far ends of the network cannot properly run STP, CDP, and VTP. For example, STP for a VLAN on

a switch in Customer X, Site 1, will build a spanning tree on the switches at that site without considering
convergence parameters based on Customer X’s switch in Site 2. This could result in the topology that is
shown in the Layer 2 Network Topology without Proper Convergence figure.

Figure 23: Layer 2 Protocol Tunneling
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Figure 24: Layer 2 Network Topology Without Proper Convergence

virtual network 4% )
VLANs 1to0 100 /

Ll L
|/ Customer X \1
\l\‘-_|

Layer 2 Protocol Tunneling on Ports

You can enable Layer 2 protocol tunneling (by protocol) on the ports that are connected to the customer in
the edge devices of the service-provider network. The service-provider edge devices connected to the customer
device perform the tunneling process. Edge device tunnel ports are connected to customer IEEE 802.1Q trunk
ports. Edge device access ports are connected to customer access ports. The edge devices connected to the
customer device perform the tunneling process.

You can enable Layer 2 protocol tunneling on ports that are configured as access ports or tunnel ports or trunk
ports. You cannot enable Layer 2 protocol tunneling on ports that are configured in either switchport mode
dynamic auto mode (the default mode) or switchport mode dynamic desirable mode.

The device supports Layer 2 protocol tunneling for CDP, STP, and VTP. For emulated point-to-point network
topologies, it also supports PAgP, LACP, LLDP, and UDLD protocols.

\)

Note PAgP, LACP, and UDLD protocol tunneling are only intended to emulate a point-to-point topology. An

erroneous configuration that sends tunneled packets to many ports could lead to a network failure.

When the Layer 2 PDUSs that entered the service-provider inbound edge device through a Layer 2
protocol-enabled port exit through the trunk port into the service-provider network, the device overwrites the
customer PDU-destination MAC address with a well-known Cisco proprietary multicast address
(01-00-0c-cd-cd-d0). If IEEE 802.1Q tunneling is enabled, packets are also double-tagged; the outer tag is
the customer metro tag, and the inner tag is the customer’s VLAN tag. The core devices ignore the inner tags
and forward the packet to all trunk ports in the same metro VLAN. The edge devices on the outbound side
restore the proper Layer 2 protocol and MAC address information and forward the packets to all tunnel or
access ports in the same metro VLAN. Therefore, the Layer 2 PDUs remain intact and are delivered across
the service-provider infrastructure to the other side of the customer network.

See the Layer 2 Protocol Tunneling figure in Layer 2 Protocol Tunneling Overview, with Customer X and
Customer Y in access VLANs 30 and 40, respectively. Asymmetric links connect the customers in Site 1 to
edge switches in the service-provider network. The Layer 2 PDUs (for example, BPDUs) coming into Switch
B from Customer Y in Site | are forwarded to the infrastructure as double-tagged packets with the well-known
MAC address as the destination MAC address. These double-tagged packets have the metro VLAN tag of
40, as well as an inner VLAN tag (for example, VLAN 100). When the double-tagged packets enter Switch
D, the outer VLAN tag 40 is removed, the well-known MAC address is replaced with the respective Layer 2
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protocol MAC address, and the packet is sent to Customer Y on Site 2 as a single-tagged frame in VLAN
100.

You can also enable Layer 2 protocol tunneling on access ports on the edge switch that is connected to access
or trunk ports on the customer switch. In this case, the encapsulation and decapsulation process are the same
as described in the previous paragraph, except that the packets are not double-tagged in the service-provider
network. The single tag is the customer-specific access VLAN tag.

Layer 2 Protocol Tunneling for EtherChannels

In an SP network, you can use Layer 2 protocol tunneling to enhance the creation of EtherChannels by
emulating a point-to-point network topology. When you enable protocol tunneling (PAgP or LACP) on the
SP switch, remote customer switches receive the PDUs and can negotiate the automatic creation of
EtherChannels.

For example, in the following figure (Layer 2 Protocol Tunneling for EtherChannels), Customer A has two
switches in the same VLAN that are connected through the SP network. When the network tunnels PDUs,
switches on the far ends of the network can negotiate the automatic creation of EtherChannels without needing
dedicated lines.

While configuring Layer 2 Protocol Tunneling on trunk ports, both the trunk ports on the SP edge device
should be configured with different native VLANS. The native VLAN of one trunk port should not be in the
list of allowed VLANS of the other trunk port to avoid loops.

Figure 25: Layer 2 Protocol Tunneling for EtherChannels
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Default Layer 2 Protocol Tunneling Configuration

The following table shows the default Layer 2 protocol tunneling configuration.

Table 28: Default Layer 2 Ethernet Interface VLAN Configuration

Feature Default Setting
Layer 2 protocol tunneling Disabled.
Shutdown threshold None set.
Drop threshold None set.
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How to Configure Layer 2 Protocol Tunneling

The following section provides configuration information on how to configure a layer 2 protocol tunnel:

Configuring Layer 2 Protocol Tunneling

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface
gigabitethernetl/1

Specifies the interface that is connected to the
phone, and enters interface configuration
mode.

Step 4

Use one of the following:

* switchport mode dot1g-tunnel
» switchport mode trunk

Example:

Device (config-if) # switchport mode
dotlg-tunnel

or

Device (config-if)# switchport mode trunk

Configures the interface as an IEEE 802.1Q
tunnel port or a trunk port.

Step 5

[2protocol-tunnel [ [Idp | point-to-point | stp
| vip]
Example:

Device (config-if)# 12protocol-tunnel
lldp

Enables protocol tunneling for the desired
protocol. If no keyword is entered, tunneling
is enabled for all four Layer 2 protocols.

Note

Use the no 12protocol-tunnel [ lldp |
point-to-point | stp | vtp] interface
configuration command to disable protocol
tunneling for one of the Layer 2 protocols or
for all three.

Step 6

[2protocol-tunnel shutdown-threshold [
packet_second_rate value| lldp

point-to-point | stp | vtp]

(Optional) Configures the threshold for
packets-per-second that are accepted for
encapsulation. The interface is disabled if the
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Command or Action

Purpose

Example:

Device (config-if)# l2protocol-tunnel
shutdown-threshold 100

configured threshold is exceeded. If no
protocol option is specified, the threshold
applies to each of the tunneled Layer 2
protocol types. The range is 1 to 4096. The
default is to have no threshold configured.

Note

If you also set a drop threshold on this
interface, the shutdown-threshold value must
be greater than or equal to the drop-threshold
value.

Note

Use the no 12protocol-tunnel
shutdown-threshold [

packet_second rate value| lldp|
point-to-point | stp | vtp] and the no
I2protocol-tunnel drop-threshold [
packet_second rate value| lldp|
point-to-point |stp | vtp] commands to return
the shutdown and drop thresholds to the
default settings.

Step 7 [2protocol-tunnel drop-threshold [
packet_second rate value|lldp |
point-to-point | stp | vtp]

Example:

Device (config-if)# l2protocol-tunnel
drop-threshold 100 1lldp

(Optional) Configures the threshold for
packets-per-second that are accepted for
encapsulation. The interface drops packets if
the configured threshold is exceeded. If no
protocol option is specified, the threshold
applies to each of the tunneled Layer 2
protocol types. The range is 1 to 4096. The
default is to have no threshold configured.

Note

If you also set a shutdown threshold on this
interface, the drop-threshold value must be
less than or equal to the shutdown-threshold
value.

Note

Use the no 12protocol-tunnel
shutdown-threshold [ lldp| point-to-point |
stp | vtp] and the no I2protocol-tunnel
drop-threshold [ stp | vtp] commands to
return the shutdown and drop thresholds to
the default settings.

Step 8 exit

Example:

Device (config-if)# exit

Returns to global configuration mode.
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Command or Action Purpose
Step 9 errdisablerecovery cause [2ptguard (Optional) Configures the recovery mechanism
from a Layer 2 maximume-rate error so that the
Example: . ; .
. . _ interface is reenabled and can try again.
De"lcel(;o“flg) j errdisable recovery Errdisable recovery is disabled by default;
cause l2ptguar when enabled, the default time interval is 300
seconds.
Step 10 spanning-tree bpdufilter enable Inserts a BPDU filter for spanning tree.
Example: Note

Device (config) # spanning-tree bpdufilter] While configuring Layer 2 Protocol Tunneling
enable on a trunk port, you must enable a BPDU filter
for spanning tree.

Step 11 end Returns to privileged EXEC mode.

Example:

Device (config) # end

Step 12 show |2protocol Displays the Layer 2 tunnel ports on the
device, including the protocols configured, the

Example: thresholds, and the counters.

Device# show l2protocol

Step 13 copy running-config startup-config (Optional) Saves your entries in the

Example: configuration file.

Device# copy running-config
startup-config

How to Configure Layer 2 Protocol Tunneling for EtherChannels

For EtherChannels, you need to configure both the SP (service-provider) edge devices and the customer
devices for Layer 2 protocol tunneling. The following sections provide configuration information on how to
configure the SP edge device and how to configure the customer device:

Configuring the SP Edge Switch

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable
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Command or Action

Purpose

Step 2

configure terminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config)# interface
gigabitethernetl/1

Specifies the interface that is connected to the
phone, and enters interface configuration
mode.

Step 4

switchport trunk native vlan vian-id

Example:

Device (config-if) # switchport trunk
native vlan 2

Configures the native VLAN.

Note

While configuring Layer 2 Protocol Tunneling
for EtherChannels on trunk ports, you must
configure different native VLANSs on both
trunk ports on the SP edge device.

Step 5

switchport trunk allowed vlan vian-id list

Example:

Device (config-if)# switchport trunk
allowed vlan 1,2,4-3003,3005-4094

Specifies the list of allowed VLANS.

Note

While configuring Layer 2 Protocol Tunneling
for EtherChannels on trunk ports, you must
ensure that the native VLAN of one trunk port
of the SP edge device should not be in the list
of allowed VLANS of the other trunk port to
avoid loops.

Step 6

Use one of the following:

* switchport mode dot1g-tunnel
* switchport mode trunk

Example:

Device (config-if) # switchport mode
dotlg-tunnel

or

Device (config-if) # switchport mode trunk|

Configures the interface as an IEEE 802.1Q
tunnel port or as a trunk port.

Step 7

[2protocol-tunnel point-to-point [pagp | lacp
| udld]
Example:

Device (config-if)# l2protocol-tunnel
point-to-point pagp

. Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1

(Optional) Enables point-to-point protocol
tunneling for the desired protocol. If no
keyword is entered, tunneling is enabled for
all three protocols.

Note

To avoid a network failure, make sure that the
network is a point-to-point topology before
you enable tunneling for PAgP, LACP, or
UDLD packets.

Note
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Command or Action

Purpose

Use the nol2protocol-tunne [point-to-point
[pagp | lacp | udld]] interface configuration
command to disable point-to-point protocol
tunneling for one of the Layer 2 protocols or
for all three.

Step 8

I2protocol-tunnel shutdown-threshold
[point-to-point [pagp | lacp | udld]] value

Example:

Device (config-if)# l2protocol-tunnel
shutdown-threshold point-to-point pagp
100

(Optional) Configures the threshold for
packets-per-second that are accepted for
encapsulation. The interface is disabled if the
configured threshold is exceeded. If no
protocol option is specified, the threshold
applies to each of the tunneled Layer 2
protocol types. The range is 1 to 4096. The
default is to have no threshold configured.

Note

If you also set a drop threshold on this
interface, the shutdown-threshold value must
be greater than or equal to the drop-threshold
value.

Note

Use the no I12protocol-tunnel
shutdown-threshold [point-to-point [pagp
| lacp | udld]] and the no I2protocol-tunnel
drop-threshold [[point-to-point [pagp | lacp
| udld]] commands to return the shutdown
and drop thresholds to the default settings.

Step 9

I2protocol-tunnel drop-threshold
[point-to-point [pagp | lacp | udid]] value
Example:

Device (config-if)# l2protocol-tunnel
drop-threshold point-to-point pagp 500

(Optional) Configures the threshold for
packets-per-second that are accepted for
encapsulation. The interface drops packets if
the configured threshold is exceeded. If no
protocol option is specified, the threshold
applies to each of the tunneled Layer 2
protocol types. The range is 1 to 4096. The
default is to have no threshold configured.

Note

If you also set a shutdown threshold on this
interface, the drop-threshold value must be
less than or equal to the shutdown-threshold
value.

Step 10

no cdp enable

Example:

Device (config-if) # no cdp enable

Disables CDP on the interface.
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Command or Action

Purpose

Step 11

spanning-tree bpdu filter enable

Example:

Device (config-if)# spanning-tree bpdu
filter enable

Enables BPDU filtering on the interface.

Step 12

exit
Example:

Device (config-if) # exit

Returns to global configuration mode.

Step 13

errdisablerecovery cause 12ptguard

Example:

Device (config) # errdisable recovery
cause 1l2ptguard

(Optional) Configures the recovery mechanism
from a Layer 2 maximume-rate error so that the
interface is reenabled and can try again.
Errdisable recovery is disabled by default;
when enabled, the default time interval is 300
seconds.

Step 14

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 15

show I2protocol

Example:

Device# show l2protocol

Displays the Layer 2 tunnel ports on the
device, including the protocols configured, the
thresholds, and the counters.

Step 16

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuring the Customer Device

Before you begin

For EtherChannels, you need to configure both the SP edge device and the customer device for Layer 2
protocol tunneling.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.
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Command or Action

Purpose

Step 2

configure terminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config)# interface
gigabitethernetl/1

Specifies the interface that is connected to the
phone, and enters interface configuration
mode.

Step 4

switchport trunk encapsulation dot1q

Example:

Device (config-if) # switchport trunk
encapsulation dotlqg

Sets the trunking encapsulation format to IEEE
802.1Q.

Step 5

switchport modetrunk

Example:

Device (config-if)# switchport mode trunk|

Enables trunking on the interface.

Step 6

udld port

Example:
Device (config-if) # udld port

Enables UDLD in normal mode on the
interface.

Step 7

channel-group channel-group-number mode
desirable
Example:

Device (config-if) # channel-group 25 mode|
desirable

Assigns the interface to a channel group, and
specifies desirable for the PAgP mode.

Step 8

exit
Example:

Device (config-if) # exit

Returns to global configuration mode.

Step 9

interface port-channel port-channel number

Example:

Device (config) # interface port-channel
port-channel 25

Enters port-channel interface mode.

Step 10

shutdown

Example:

Device (config) # shutdown

Shuts down the interface.

Step 11

no shutdown

Example:

Device (config) # no shutdown

Enables the interface.
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Command or Action

Purpose

Step 12

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 13

show [2protocol

Example:

Device# show l2protocol

Displays the Layer 2 tunnel ports on the
device, including the protocols configured, the
thresholds, and the counters.

Step 14

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Note

Use the no switchport mode trunk, the no
udld enable, and the no channel group
channel-group-number mode desirable
interface configuration commands to return
the interface to the default settings.

Configuration Examples for Layer 2 Protocol Tunneling

The following sections provide various configuration examples for layer 2 protocol tunneling:

Example: Configuring Layer 2 Protocol Tunneling

The following example shows how to configure Layer 2 protocol tunneling for Cisco Discovery Protocol,
STP, and VTP and to verify the configuration.

Device (config) # interface gigabitethernetl/1
Device (config-if)# l2protocol-tunnel cdp
Device (config-if)# l2protocol-tunnel stp

Device (config-if

(
(
(
Device (
(
(
(

Device (config-if

)

config-if)

Device (config-if)
)

)

12protocol-tunnel vtp

exit

Device (config) # end
Device# show l2protocol

#
# l2protocol-tunnel shutdown-threshold 1500
# l2protocol-tunnel drop-threshold 1000

#

Port Protocol Shutdown Drop Encapsulation Decapsulation Drop
Threshold Threshold Counter Counter Counter
Gil/1 cdp 1500 1000 2288 2282 0
stp 1500 1000 116 13 O

vtp 1500 1000 3 67 O

-———- 000
-———- 000
0
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Examples: Configuring the SP Edge and Customer Switches

This example shows how to configure the SP edge switch 1 and edge switch 2.

SP edge switch 1 configuration:

Device (config) # interface gigabitethernetl/1

Device (config-if) #
Device (config-if) #
Device (config-if) #
Device (config-if) #
Device (config-if) #
Device (config-if) #

switchport access vlan 17
switchport mode dotlqg-tunnel
12protocol-tunnel point-to-point
1l2protocol-tunnel point-to-point
12protocol-tunnel drop-threshold
exit

Device (config) # interface gigabitethernetl/2

Device (config-if) #
Device (config-if)
Device (config-if)
Device (config-if)
Device (config-if) #

#
#
#

switchport access vlan 18
switchport mode dotlq-tunnel
1l2protocol-tunnel point-to-point
12protocol-tunnel point-to-point
l2protocol-tunnel drop-threshold
exit

Device (config) # interface gigabitethernetl/3
Device (config-if)# switchport trunk encapsulation isl

(
(
(
(
(
(
(
(
Device (config-if) #
(
(
(
(
(
(
(
(

Device (config-if) #

switchport mode trunk

SP edge switch 2 configuration:

Device (config) # interface gigabitethernetl/1

Device (config-if) #
Device (config-if) #
Device (config-if)
Device (config-if)
Device (config-if)
Device (config-if) #

#
#
#

switchport access vlan 19
switchport mode dotlqg-tunnel
12protocol-tunnel point-to-point
12protocol-tunnel point-to-point
12protocol-tunnel drop-threshold
exit

Device (config) # interface gigabitethernetl/2

Device (config-if) #
Device (config-if) #
Device (config-if) #
Device (config-if) #

switchport access vlan 20
switchport mode dotlq-tunnel
l12protocol-tunnel point-to-point
12protocol-tunnel point-to-point
12protocol-tunnel drop-threshold

pagp
udld
point-to-point pagp 1000

pagp
udld
point-to-point pagp 1000

pagp
udld
point-to-point pagp 1000

pagp
udld
point-to-point pagp 1000

(
(
(
(
(
(
(
(
Device (config-if) #
(
(
(
(
Device (config-if)# exit
Device (config) # interface gigabitethernetl/3
Device (config-if)# switchport trunk encapsulation isl
Device (config-if)# switchport mode trunk

This example shows how to configure the customer switch at Site 1. Interfaces 1, 2, 3, and 4 are set for [IEEE
802.1Q trunking, UDLD is enabled, EtherChannel group 1 is enabled, and the port channel is shut down and
then enabled to activate the EtherChannel configuration.

Device (config) # interface gigabitethernetl/1

Device (config-if)# switchport trunk encapsulation dotlqg
Device (config-if)# switchport mode trunk

Device (config-if)# udld enable

Device (config-if) # channel-group 1 mode desirable
Device (config-if)# exit

Device (config) # interface gigabitethernetl/2

Device (config-if) # switchport trunk encapsulation dotlg
Device (config-if)# switchport mode trunk

Device (config-if)# udld enable
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Device (config-if) # channel-group 1 mode desirable
Device (config-if)# exit
Device (config) # interface gigabitethernetl/3

Device
Device (config-if)# switchport mode trunk
Device (config-if)# udld enable
Device
Device (config-if)# exit
Device (config)# interface gigabitethernetl/4
Device
Device (config-if)# switchport mode trunk
Device (config-if) # udld enable
Device
Device (config-if)# exit

config) # interface port-channel 1
config-if) # shutdown

config-if) # no shutdown

config-if)# exit

Device
Device
Device
Device

Monitoring Tunneling Status

config-if) # switchport trunk encapsulation dotlg

config-if)# channel-group 1 mode desirable

config-if)# switchport trunk encapsulation dotlqg

config-if)# channel-group 1 mode desirable

The following table describes the commands used to monitor tunneling status.

Table 29: Commands for Monitoring Tunneling

Command

Purpose

clear [2protocol-tunnel counters

Clears the protocol counters on Layer 2 protocol
tunneling ports.

show dot1g-tunnel

Displays IEEE 802.1Q tunnel ports on the device.

show dot1g-tunnel interface interface-id

Verifies if a specific interface is a tunnel port.

show [2protocol-tunnel

Displays information about Layer 2 protocol tunneling
ports.

show errdisablerecovery

Verifies if the recovery timer from a Layer 2
protocol-tunnel error disable state is enabled.

show I2protocol-tunnel interface interface-id

Displays information about a specific Layer 2 protocol
tunneling port.

show 12protocol-tunnel summary

Displays only Layer 2 protocol summary information.

show vlan dot1q tag native

Displays the status of native VLAN tagging on the
device.
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Configuring IEEE 802.1Q Tunneling

* Information About IEEE 802.1Q Tunneling, on page 239

* How to Configure IEEE 802.1Q Tunneling, on page 244

* Monitoring Tunneling Status, on page 245

» Example: Configuring an IEEE 802.1Q Tunneling Port, on page 246

Information About IEEE 802.1Q Tunneling

The IEEE 802.1Q Tunneling feature is designed for service providers who carry traffic of multiple customers
across their networks and are required to maintain the VLAN and Layer 2 protocol configurations of each
customer without impacting the traffic of other customers.

IEEE 802.1Q Tunnel Ports in a Service Provider Network

Business customers of service providers often have specific requirements for VLAN IDs and the number of
VLAN:S to be supported. The VLAN ranges required by different customers in the same service-provider
network might overlap, and traffic of customers through the infrastructure might be mixed. Assigning a unique
range of VLAN IDs to each customer would restrict customer configurations and could easily exceed the
VLAN limit (4096) of the IEEE 802.1Q specification.

Using the IEEE 802.1Q tunneling feature, service providers can use a single VLAN to support customers who
have multiple VLANs. Customer VLAN IDs are preserved, and traffic from different customers is segregated
within the service-provider network, even when they appear to be in the same VLAN. Using IEEE 802.1Q
tunneling expands VLAN space by using a VLAN-in-VLAN hierarchy and retagging the tagged packets. A
port configured to support IEEE 802.1Q tunneling is called a tunnel port. When you configure tunneling, you
assign a tunnel port to a VLAN ID that is dedicated to tunneling. Each customer requires a separate
service-provider VLAN ID, but that VLAN ID supports all of the customer’s VLANS.

Customer traffic tagged in the normal way with appropriate VLAN IDs comes from an IEEE 802.1Q trunk
port on the customer device and into a tunnel port on the service-provider edge device. The link between the
customer device and the edge device is asymmetric because one end is configured as an IEEE 802.1Q trunk
port, and the other end is configured as a tunnel port. You assign the tunnel port interface to an access VLAN
ID that is unique to each customer.
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Figure 26: IEEE 802.1Q Tunnel Ports in a Service-Provider Network
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Packets coming from the customer trunk port into the tunnel port on the service-provider edge device are
normally IEEE 802.1Q-tagged with the appropriate VLAN ID. The tagged packets remain intact inside the
device and when they exit the trunk port into the service-provider network, they are encapsulated with another
layer of an IEEE 802.1Q) tag (called the metro tag) that contains the VLAN ID that is unique to the customer.
The original customer IEEE 802.1Q tag is preserved in the encapsulated packet. Therefore, packets entering
the service-provider network are double-tagged, with the outer (metro) tag containing the customer’s access
VLAN ID, and the inner VLAN ID being that of the incoming traffic.

When the double-tagged packet enters another trunk port in a service-provider core device, the outer tag is
stripped as the device processes the packet. When the packet exits another trunk port on the same core device,
the same metro tag is again added to the packet.

Figure 27: Original (Normal), IEEE 802.1Q, and Double-Tagged Ethernet Packet Formats

This figure shows the tag structures of the double-tagged packets.
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When the packet enters the trunk port of the service-provider egress device, the outer tag is again stripped as
the device internally processes the packet. However, the metro tag is not added when the packet is sent out
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the tunnel port on the edge devce into the customer network. The packet is sent as a normal IEEE 802.1Q-tagged
frame to preserve the original VLAN numbers in the customer network.

In the above network figure, Customer A was assigned VLAN 30, and Customer B was assigned VLAN 40.
Packets entering the edge device tunnel ports with IEEE 802.1Q tags are double-tagged when they enter the
service-provider network, with the outer tag containing VLAN ID 30 or 40, appropriately, and the inner tag
containing the original VLAN number, for example, VLAN 100. Even if both Customers A and B have VLAN
100 in their networks, the traffic remains segregated within the service-provider network because the outer
tag is different. Each customer controls its own VLAN numbering space, which is independent of the VLAN
numbering space used by other customers and the VLAN numbering space used by the service-provider
network.

At the outbound tunnel port, the original VLAN numbers on the customer’s network are recovered. It is
possible to have multiple levels of tunneling and tagging, but the device supports only one level in this release.

If traffic coming from a customer network is not tagged (native VLAN frames), these packets are bridged or
routed as normal packets. All packets entering the service-provider network through a tunnel port on an edge
device are treated as untagged packets, whether they are untagged or already tagged with IEEE 802.1Q headers.
The packets are encapsulated with the metro tag VLAN ID (set to the access VLAN of the tunnel port) when
they are sent through the service-provider network on an IEEE 802.1Q trunk port. The priority field on the
metro tag is set to the interface class of service (CoS) priority configured on the tunnel port. (The default is
zero if none is configured.)

On switches, because 802.1Q tunneling is configured on a per-port basis, it does not matter whether the switch
is a standalone device or a member switch. All configuration is done on the active switch.

Native VLANs

When configuring IEEE 802.1Q tunneling on an edge device, you must use IEEE 802.1Q trunk ports for
sending packets into the service-provider network. However, packets going through the core of the
service-provider network can be carried through IEEE 802.1Q trunks, ISL trunks, or nontrunking links. When
IEEE 802.1Q trunks are used in these core devices, the native VLANS of the IEEE 802.1Q trunks must not
match any native VLAN of the nontrunking (tunneling) port on the same device because traffic on the native
VLAN would not be tagged on the IEEE 802.1Q sending trunk port.

In the following network figure, VLAN 40 is configured as the native VLAN for the IEEE 802.1Q trunk port
from Customer X at the ingress edge switch in the service-provider network (Switch B). Switch A of Customer
X sends a tagged packet on VLAN 30 to the ingress tunnel port of Switch B in the service-provider network,
which belongs to access VLAN 40. Because the access VLAN of the tunnel port (VLAN 40) is the same as
the native VLAN of the edge switch trunk port (VLAN 40), the metro tag is not added to tagged packets
received from the tunnel port. The packet carries only the VLAN 30 tag through the service-provider network
to the trunk port of the egress-edge switch (Switch C) and is misdirected through the egress switch tunnel
port to Customer Y.
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Figure 28: Potential Problems with IEEE 802.1Q Tunneling and Native VLANs
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These are some ways to solve this problem:

« Use the vlan dot1q tag native global configuration command to configure the edge switches so that all
packets going out an IEEE 802.1Q trunk, including the native VLAN, are tagged. If the switch is
configured to tag native VLAN packets on all IEEE 802.1Q trunks, the switch drops untagged packets,
and sends and receives only tagged packets.

* Ensure that the native VLAN ID on the edge switches trunk port is not within the customer VLAN range.
For example, if the trunk port carries traffic of VLANs 100 to 200, assign the native VLAN a number
outside that range.

System MTU

The default system MTU for traffic on the device is 1500 bytes.

You can configure 10-Gigabit and Gigabit Ethernet ports to support frames larger than 1500 bytes by using
the system mtu bytes global configuration command.

The system MTU and system jumbo MTU values do not include the IEEE 802.1Q header. Because the IEEE
802.1Q tunneling feature increases the frame size by 4 bytes when the metro tag is added, you must configure
all devices in the service-provider network to be able to process maximum frames by adding 4 bytes to the
system MTU size.

For example, the device supports a maximum frame size of 1496 bytes with this configuration: The device
has a system MTU value of 1500 bytes, and the switchport mode dot1q tunnel interface configuration
command is configured on a 10-Gigabit or Gigabit Ethernet device port.
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IEEE 802.1Q Tunneling and Other Features

Although IEEE 802.1Q tunneling works well for Layer 2 packet switching, there are incompatibilities between
some Layer 2 features and Layer 3 switching.

N

* A tunnel port cannot be a routed port.

* [P routing is not supported on a VLAN that includes IEEE 802.1Q tunnel ports. Packets that are received
from a tunnel port are forwarded based only on Layer 2 information. If routing is enabled on a switch
virtual interface (SVI) that includes tunnel ports, untagged IP packets received from the tunnel port are
recognized and routed by the switch. Customers can access the Internet through its native VLAN. If this
access is not needed, you should not configure SVIs on VLANS that include tunnel ports.

» Fallback bridging is not supported on tunnel ports. Because all IEEE 802.1Q-tagged packets that are
received from a tunnel port are treated as non-IP packets, if fallback bridging is enabled on VLANSs that
have tunnel ports that are configured, IP packets would be improperly bridged across VLANSs. Therefore,
you must not enable fallback bridging on VLANSs with tunnel ports.

* Tunnel ports do not support IP access control lists (ACLs).

* Layer 3 quality of service (QoS) ACLs and other QoS features related to Layer 3 information are not
supported on tunnel ports. MAC-based QoS is supported on tunnel ports.

* EtherChannel port groups are compatible with tunnel ports as long as the IEEE 802.1Q configuration is
consistent within an EtherChannel port group.

* Port Aggregation Protocol (PAgP), Link Aggregation Control Protocol (LACP), and UniDirectional Link
Detection (UDLD) are supported on IEEE 802.1Q tunnel ports.

* Dynamic Trunking Protocol (DTP) is not compatible with IEEE 802.1Q tunneling because you must
manually configure asymmetric links with tunnel ports and trunk ports.

* VLAN Trunking Protocol (VTP) does not work between devices that are connected by an asymmetrical
link or devices that communicate through a tunnel.

* Loopback detection is supported on IEEE 802.1Q tunnel ports.

* When a port is configured as an IEEE 802.1Q tunnel port, spanning-tree bridge protocol data unit (BPDU)
filtering is automatically enabled on the interface. Cisco Discovery Protocol (CDP) is automatically
disabled on the interface.

Note

When you are configuring IEEE 802.1Q tunneling, the BPDU filtering
configuration information is not displayed as spanning-tree BPDU filter is
automatically enabled. You can verify the BPDU filter information using the
show spanning tree interface command.

* When an [EEE 802.1Q tunnel port is configured as SPAN source, span filter must be applied for SVLAN
to avoid packet loss.

* IGMP/MLD packet forwarding can be enabled on IEEE 802.1Q tunnels. This can be done by disabling
IGMP/MLD snooping on the service provider network.
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Default IEEE 802.1Q Tunneling Configuration

By default, IEEE 802.1Q tunneling is disabled because the default switchport mode is dynamic auto. Tagging
of IEEE 802.1Q native VLAN packets on all IEEE 802.1Q trunk ports is also disabled.

How to Configure IEEE 802.1Q Tunneling

Layer2 |

Follow these steps to configure a port as an IEEE 802.1Q tunnel port:

Before you begin

» Always use an asymmetrical link between the customer device and the edge device, with the customer
device port configured as an IEEE 802.1Q trunk port and the edge device port configured as a tunnel

port.

* Assign tunnel ports only to VLANS that are used for tunneling.

* Observe configuration requirements for native VLANs and for and maximum transmission units (MTUs).

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface
gigabitethernetl/1

Enters interface configuration mode for the
interface to be configured as a tunnel port. This
should be the edge port in the service-provider
network that connects to the customer device.
Valid interfaces include physical interfaces
and port-channel logical interfaces (port
channels 1 to 48).

Step 4

switchport accessvlan vian-id

Example:

Device (config-if)# switchport access
vlan 2

Specifies the default VLAN, which is used if
the interface stops trunking. This VLAN ID is
specific to the particular customer.

Step 5
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switchport mode dot1g-tunnel

Example:

Device (config-if) # switchport mode
dotlg-tunnel

Sets the interface as an IEEE 802.1Q tunnel
port.

Note
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Command or Action

Purpose

Use the no switchport mode dot1g-tunnel
interface configuration command to return the
port to the default state of dynamic desirable.

Step 6

exit
Example:

Device (config-if) # exit

Returns to global configuration mode.

Step 7

vlan dot1q tag native

Example:

Device (config) # vlan dotlqg tag native

(Optional) Sets the device to enable tagging
of native VLAN packets on all IEEE 802.1Q
trunk ports. When not set, and a customer
VLAN ID is the same as the native VLAN, the
trunk port does not apply a metro tag, and
packets could be sent to the wrong destination.

Note

Use the no vlan dot1q tag native global
configuration command to disable tagging of
native VLAN packets.

Step 8

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 9

Use one of the following:

* show dot1g-tunnel
« show running-config interface

Example:

Device# show dotlqg-tunnel
or

Device# show running-config interface

Displays the ports that are configured for IEEE
802.1Q tunneling.

Displays the ports that are in tunnel mode.

Step 10

show vlan dot1q tag native

Example:

Device# show vlan dotlqg native

Displays IEEE 802.1Q native VLAN tagging
status.

Step 11

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Monitoring Tunneling Status

The following table describes the commands used to monitor tunneling status.

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



Layer2 |
. Example: Configuring an IEEE 802.1Q Tunneling Port

Table 30: Commands for Monitoring Tunneling

Command Purpose

show dot1g-tunnel Displays IEEE 802.1Q tunnel ports on the device.

show dot1g-tunnel interface interface-id Verifies if a specific interface is a tunnel port.

show vlan dot1q tag native Displays the status of native VLAN tagging on the
device.

Example: Configuring an IEEE 802.1Q Tunneling Port

The following example shows how to configure an interface as a tunnel port, enable tagging of native VLAN
packets, and verify the configuration.

Device (config) # interface gigabitethernet 1/1

Device (config-if)# switchport access vlan 22

% Access VLAN does not exist. Creating vlan 22

Device (config-if)# switchport mode dotlqg-tunnel

Device (config-if)# exit

Device (config) # wvlan dotlq tag native

Device (config) # end

Device# show dotlg-tunnel interface gigabitethernetl/1
Port

Device# show vlan dotlg tag native
dotlg native vlan tagging is enabled
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Configuring VLAN Mapping

* Prerequisites for VLAN Mapping, on page 247

* Prerequisites for One to One VLAN Mapping, on page 247
* Restrictions for VLAN Mapping, on page 248

* Restrictions for One to One VLAN Mapping, on page 248
» About VLAN Mapping, on page 248

* Configuration Guidelines for VLAN Mapping, on page 251
* How to Configure VLAN Mapping, on page 252

Prerequisites for VLAN Mapping

* By default, no VLAN mapping is configured.

* To process control traffic consistently, either enable Layer 2 protocol tunneling (recommended), as
follows:

!
Device (config)# interface GigabitEthernetl/1
config-if)# switchport mode access
config-if)# l2protocol-tunnel stp

config-if) # end

Device
Device
Device

or insert a BPDU filter for spanning tree, as follows:

!

Device (config) # interface GigabitEthernetl/1
Device (config-if)# switchport mode trunk

Device (config-if)# switchport vlan mapping 10 20
Device (config-if)# spanning-tree bpdufilter enable
Device (config-if)# end

Prerequisites for One to One VLAN Mapping

* One-to-One VLAN mapping can be configured only on trunk ports and not on dynamic trunk.
* One-to-One VLAN mapping should be identical on both ports.

* S-VLAN should be created and present in the allowed VLAN list of the trunk port where One-to-One
VLAN mapping is configured.
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Restrictions for VLAN Mapping

* If VLAN mapping is enabled on an EtherChannel, the configuration does not apply to all member ports
of the EtherChannel bundle but applies only to the EtherChannel interface.

* If VLAN mapping is enabled on an EtherChannel and a conflicting mapping translation is enabled on a
member port, the port is removed from the EtherChannel.

» If a port belonging to an EtherChannel is configured with a VLAN mapping and the EtherChannel is
configured with a conflicting VLAN mapping, the port is removed from the EtherChannel.

* The member port of an EtherChannel is removed from the EtherChannel bundle if the mode of the port
is changed to anything other than ‘trunk’ mode.

* Default native VLANS, user-configured native VLANS, and reserved VLANSs cannot be used for VLAN
mapping.

* The S-VLAN used for VLAN mapping cannot be a part of any other Layer 3 configurations, EVPN, or
LISP.

* PVLAN support is not available when VLAN mapping is configured.

Restrictions for One to One VLAN Mapping

* When One-to-One VLAN mapping is configured, multiple C-VLANSs cannot be mapped to the same
S-VLAN

» Merging of C-VLAN and S-VLAN spanning-tree topology is not supported in case of one-to-one vlan
mapping.

About VLAN Mapping

In a typical deployment of VLAN mapping, you want service provider to provide a transparent switching
infrastructure that includes customers’ switches at the remote location as a part of local site. This allows
customers to use the same VLAN ID space and run Layer 2 control protocols seamlessly across the provider
network. In such scenarios, we recommend that service providers do not impose their VLAN IDs on their
customers.

One way to establish translated VLAN IDs (S-VLANSs) is to map customer VLAN to Service Provider VLAN
on trunk ports that are connected to a customer network. Packets entering the port are mapped to service
provider VLAN (S-VLAN) based on the port number and the packet’s original customer VLAN-ID (C-VLAN).

Service providers’ internal assignments might conflict with a customer’s VLAN. To isolate customer traffic,
a service provider decides to map a specific VLAN into another one while the traffic is in its cloud.

Deployment Example

In the figure, the service provider provides Layer 2 VPN service to two different customers, A and B. The
service provider separates the data and control traffic between the two customers and from the providers’ own
control traffic. The service provider network must also be transparent to the customer edge devices.
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Figure 29: Example of a Service Provider with Layer 2 VPN Service
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All forwarding operations on IE3500 series switch are performed using S-VLAN and not C-VLAN information

because the VLAN ID is mapped to the S-VLAN on ingress.

)

Note When you configure features on a port for VLAN mapping, you always use the S-VLAN rather than C-VLAN.

On an interface configured for VLAN mapping, the specified C-VLAN packets are mapped to the specified
S-VLAN when they enter the port. Symmetrical mapping to the customer C-VLAN occurs when packets exit

the port.

The switch supports these types of VLAN mapping on trunk ports:

* One-to-one VLAN mapping.
* Selective QinQ.

* QinQ on a trunk port.
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Figure 30: Mapping Customer VLANs to Service-Provider VLANs
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Figure shows a topology where a customer uses the same VLANSs in multiple sites on different sides of a
service-provider network. The C-VLAN IDs is mapped to service-provider VLAN IDs for packet travel across
the service-provider backbone. The C-VLAN IDs are retrieved at the other side of the service-provider
backbone for use in the other customer site. Configure the same set of VLAN mappings at a customer-connected

port on each side of the service-provider network.

One-to-One VLAN Mapping

One-to-one VLAN mapping occurs at the ingress and egress of the port and maps the customer C-VLAN ID
in the 802.1Q tag to the service-provider S-VLAN ID. You can also specify that packets with all other Vlan

IDs are forwarded.

Selective Q-in-Q

Selective QinQ maps the specified customer VLANs entering the UNI to the specified S-VLAN ID. The
S-VLAN ID is added to the incoming unmodified C-VLAN and the packet travels the service provider network
double-tagged. At the egress, the S-VLAN ID is removed and the customer VLAN-ID is retained on the
packet. By default, packets that do not match the specified customer VLANs are dropped.

0Q-in-Q on a Trunk Port

QinQ on a trunk port maps all the customer VLANSs entering the UNI to the specified S-VLAN ID. Similar
to Selective QinQ, the packet is double-tagged and at the egress, the S-VLAN ID is removed.
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Configuration Guidelines for VLAN Mapping
Y

Note * By default, no VLAN mapping is configured.

* Maximum number of VLAN mapping configurations supported is 512 system wide.

Guidelines include the following:

» If the VLAN mapping is enabled on an EtherChannel, the configuration does not apply to all member
ports of the EtherChannel bundle and applies only to the EtherChannel interface.

* If the VLAN mapping is enabled on an EtherChannel and a conflicting mapping/translation is enabled
on a member port, then the port is removed from the EtherChannel.

* If a port belonging to an EtherChannel is configured with a VLAN mapping and the EtherChannel is
configured with a conflicting VLAN mapping, then the port is removed from the EtherChannel.

» The member port of an EtherChannel is removed from the EtherChannel bundle if the mode of the port
is changed to anything other than ‘trunk’ mode.

» To process control traffic consistently, either enable Layer 2 protocol tunneling (recommended), as
follows:
!
Device (config) # interface GigabitEthernetl/1
Device (config-if)# switchport mode trunk
Device (config-if) #switchport vlan mapping 20 300
Device (config-if)# 12protocol-tunnel stp
Device (config-if)# end

or insert a BPDU filter for spanning tree, as follows:

|

Device (config) # interface GigabitEthernetl/1
Device (config-if)# switchport mode trunk

Device (config-if)# switchport vlan mapping 10 20
Device (config-if)# spanning-tree bpdufilter enable
Device (config-if)# end

* Default native VLAN:S, user-configured native VLANSs, and reserved VLANS (range 1002-1005) cannot
be used for VLAN mapping.

* The S-VLAN used for VLAN mapping cannot be a part of any other Layer 3 configurations like EVPN
or LISP.

* PVLAN support is not available when VLAN mapping is configured.

Configuration Guidelines for One-to-One VLAN Mapping

* One-to-One VLAN mapping can be configured only on trunk ports and not on dynamic trunk.

* One-to-One VLAN mapping should be identical on both ports.
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* S-VLAN should be created and present in the allowed VLAN list of the trunk port where One-to-One
VLAN mapping is configured.

* When One-to-One VLAN mapping is configured, multiple C-VLANS cannot be mapped to the same
S-VLAN.

* Merging of C-VLAN and S-VLAN spanning-tree topology is not supported in case of one-to-one VLAN
mapping.

Configuration Guidelines for Selective Q-in-Q

* S-VLAN should be created and present in the allowed VLAN list of the trunk port where Selective Q-in-Q
is configured.

» When Selective Q-in-Q is configured, the device supports Layer 2 protocol tunneling for CDP, STP,
LLDP, and VTP. For emulated point-to-point network topologies, it also supports PAgP, LACP, and
UDLD protocols.

* IP routing is not supported on Selective Q-in-Q enabled ports.

* IPSG is not supported on Selective Q-in-Q enabled ports.

Configuration Guidelines for Q-in-Q on a Trunk Port

* S-VLAN should be created and present in the allowed VLAN list of the trunk port where Q-in-Q on a
trunk port is configured.

* When Q-in-Q on a trunk port is configured, the device supports Layer 2 protocol tunneling for CDP,
STP, LLDP, and VTP. For emulated point-to-point network topologies, it also supports PAgP, LACP,
and UDLD protocols.

* Ingress and egress SPAN, and RSPAN are supported on trunk ports with QinQ enabled.

* When QinQ is enabled, the SPAN filtering can be enabled to monitor only the traffic on the mapped
VLAN, i.e. S-VLANS.

* IGMP snooping is not supported on the C-VLAN.

How to Configure VLAN Mapping
The following sections provide information about configuring VLAN mapping:
One-to-One VLAN Mapping
A\

Note VLAN Mapping is supported only with the networ k-essentials license level.

To configure one-to-one VLAN mapping to map a customer VLAN ID to a service-provider VLAN ID,
perform this task:
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Procedure

One-to-One VLAN Mapping .

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface
gigabitethernetl/1

Enters interface configuration mode for the
interface that is connected to the
service-provider network. You can enter a
physical interface or an EtherChannel port
channel.

Step 4

switchport modetrunk

Example:

Device (config-if) # switchport mode trunk]

Configures the interface as a trunk port.

Step 5

switchport vlan mapping vian-id
trandated-id
Example:

Device (config-if) # switchport vlan
mapping 2 102

Enters the VLAN IDs to be mapped:

* vlan-id —the customer VLAN ID
(C-VLAN) entering the switch from the
customer network. The range is from 1
to 4094.

» translated-id —the assigned
service-provider VLAN ID (S-VLAN).
The range is from 1 to 4094.

Step 6

exit
Example:

Device (config-if) # exit

Returns to global configuration mode.

Step 7

spanning-tree bpdufilter enable

Example:

Device (config) # spanning-tree bpdufilter
enable

Inserts a BPDU filter for spanning tree.

Note

To process control traffic consistently, either
enable Layer 2 protocol tunneling
(recommended) or insert a BPDU filter for
spanning tree.

Step 8

end

Example:

Device (config)# end

Returns to privileged EXEC mode.
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Command or Action Purpose
Step 9 show vlan mapping Verifies the configuration.
Example:
Device# show vlan mapping
Step 10 copy running-config startup-config (Optional) Saves your entries in the
configuration file.
Example:
Device# copy running-config
startup-config
Example

Use no switchport vlan mapping command to remove the VLAN mapping information. Entering
no switchport vlan mapping all command deletes all mapping configurations.

This example shows how to map VLAN IDs 2 to 6 in the customer network to VLANs 101 to 105
in the service-provider network (Figure 3-5). You configure the same VLAN mapping commands
for a port in Switch A and Switch B; the traffic on all other VLAN IDs is forwarded as normal traffic.

Device> enable
Device# configure terminal
Device (config) # interface gigabiethernetl/1
Device (config-if)# switchport vlan mapping 2
Device (config-if)# switchport vlan mapping 3
(config-if)# switchport vlan mapping 4
Device (config-if)# switchport vlan mapping 5
( )
( )

101
102
103
104
105

Device

Device (config-if switchport vlan mapping 6

#
#
#
Device (config-if) #

exit
In the previous example, at the ingress of the service-provider network, VLAN IDs 2 to 6 in the
customer network are mapped to VLANSs 101 to 105, in the service provider network. At the egress

of the service provider network, VLANs 101 to 105 in the service provider network are mapped to
VLAN IDs 2 to 6, in the customer network.

)

Note Packets with VLAN IDs other than the ones with configured VLAN Mapping are forwarded as

normal traffic.

Use show vlan mapping command to view information about configured vlans.

Device> enable

Device# configure terminal
Device (config) # show vlan mapping

Total no of vlan mappings configured: 1
Interface Po5:
VLANs on wire

Translated VLAN Operation
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Selective Q-in-Q on a Trunk Port

To configure VLAN mapping for selective Q-in-Q on a trunk port, perform this task:

\}

Selective Q-in-Q on a Trunk Port .

Note  You cannot configure one-to-one mapping and selective Q-in-Q on the same interface.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configure terminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

inter face interface-id

Example:

Device (config)# interface
gigabitethernetl/1

Enters interface configuration mode for the
interface that is connected to the
service-provider network. You can enter a
physical interface or an EtherChannel port
channel.

Step 4

switchport modetrunk

Example:

Device (config-if)# switchport mode trunk|

Configures the interface as a trunk port.

Step 5

switchport vlan mapping vian-id
dot1g-tunnel outer vian-id
Example:

Device (config-if)# switchport vlan
mapping 16 dotlg-tunnel 64

Enters the VLAN IDs to be mapped:

* vlan-id —the customer VLAN ID
(C-VLAN) entering the switch from the
customer network. The range is from 1

to 4094. You can enter a string of
VLAN-IDs.

* outer-vlan-id —The outer VLAN ID
(S-VLAN) of the service provider
network. The range is from 1 to 4094.

Use the no form of this command to remove
the VLAN mapping configuration. Entering
the no switchport vlan mapping all command
deletes all mapping configurations.

Step 6

switchport vlan mapping default
dot1g-tunnel vian-id

Example:

Specifies that all unmapped packets on the port
are forwarded with the specified S-VLAN.
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Command or Action

Purpose

Device (config-if)# switchport vlan
mapping default dotlg-tunnel 22

By default, packets that do not match the
mapped VLAN:S, are dropped.

Untagged traffic are forwarded without
dropping.

Step 7

exit
Example:

Device (config-if) # exit

Returns to global configuration mode.

Step 8

spanning-tree bpdufilter enable

Example:

Device (config) # spanning-tree bpdufilter|
enable

Inserts a BPDU filter for spanning tree.

Note

To process control traffic consistently, either
enable Layer 2 protocol tunneling
(recommended) or insert a BPDU filter for
spanning tree.

Step 9

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 10

show interfaces interface-id vlan mapping

Example:

Device# show interfaces
gigabitethernetl/1l vlan mapping

Verifies the configuration.

Step 11

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Example

This example shows how to configure selective QinQ mapping on the port so that traffic with a
C-VLAN ID of 2 to 5 enters the switch with an S-VLAN ID of 100. By default, the traffic of any
other VLAN ID is dropped.

Device (config) # interface GigabitEthernetl/1
Device (config-if) # switchport vlan mapping 2-5 dotlg-tunnel 100
Device (config-if)# exit

This example shows how to configure selective QinQ mapping on the port so that traffic with a
C-VLAN ID of 2 to 5 enters the switch with an S-VLAN ID of 100. The traffic of any other VLAN
ID is forwarded with the S-VLAN ID of 200.

Device (config) # interface GigabiEthernetl/1

(
Device (
Device (
(

Device (config-if)# exit
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Device# show vlan mapping
Total no of vlan mappings configured: 5
Interface gil/1:

VLANs on wire

Translated VLAN

0Q-in-Q on a Trunk Port

To configure VLAN mapping for Q-in-Q on a trunk port, perform this task:

Procedure

Q-in-Q on a Trunk Port .

Operation

selective QinQ
default QinQ

Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Device# configure terminal
Step 3 interface interface-id Enters interface configuration mode for the
interface that is connected to the
Example: . .
. . _ service-provider network. You can enter a
Device (config) # interface physical interface or an EtherChannel port
gigabitethernetl/1
channel.
Step 4 switchport modetrunk Configures the interface as a trunk port.
Example:
Device (config-if) # switchport mode trunk|
Step 5 switchport vlan mapping default Specifies that all unmapped C-VLAN packets
dot1g-tunnel vian-id on the port are forwarded with the specified
S-VLAN.
Example:
Device (config-if)# switchport vlan
mapping default dotlg-tunnel 16
Step 6 exit Returns to global configuration mode.
Example:
Device (config-if)# exit
Step 7 spanning-tree bpdufilter enable Inserts a BPDU filter for spanning tree.

Example:

Device (config) # spanning-tree bpdufilter
enable

Note
To process control traffic consistently, either
enable Layer 2 protocol tunneling
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Command or Action Purpose

(recommended) or insert a BPDU filter for
spanning tree.

Step 8 end Returns to privileged EXEC mode.

Example:

Device (config) # end

Step 9 show interfaces interface-id vlan mapping | Verifies the configuration.

Example:

Device# show interfaces
gigabitethernetl/1 vlan mapping

Step 10 copy running-config startup-config (Optional) Saves your entries in the

Example: configuration file.

Device# copy running-config
startup-config

Example

This example shows how to configure QinQ mapping on the port so that traffic of any VLAN ID is
forwarded with the S-VLAN ID of 200.

Device (config) # interface gigabiethernetl/1
Device (config-if) # switchport vlan mapping default dotlg-tunnel 200
Device (config-if)# exit
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Configuring VTP

The following sections provide information about Configuring VTP:

* Prerequisites for VTP, on page 259

* Restrictions for VTP, on page 260

* Information About VTP, on page 260

* How to Configure VTP, on page 267

* Monitoring VTP, on page 276

* Configuration Examples for VTP, on page 276
* Where to Go Next, on page 277

Prerequisites for VTP

Before you create VLANSs, you must decide whether to use the VLAN Trunking Protocol (VTP) in your
network. Using VTP, you can make configuration changes centrally on one or more devices and have those
changes automatically communicated to all the other devices in the network. Without VTP, you cannot send
information about VLANSs to other devices.

VTP is designed to work in an environment where updates are made on a single device and are sent through
VTP to other devices in the domain. It does not work well in a situation where multiple updates to the VLAN
database occur simultaneously on devices in the same domain, which would result in an inconsistency in the
VLAN database.

You can enable or disable VTP per port by entering the [no] vtp interface configuration command. When
you disable VTP on trunking ports, all VTP instances for that port are disabled. You cannot set VTP to off
for the MST database and on for the VLAN database on the same port.

When you globally set VTP mode to off, it applies to all the trunking ports in the system. However, you can
specify on or off on a per-VTP instance basis. For example, you can configure the device as a VTP server for
the VLAN database but with VTP off for the MST database.

Because trunk ports send and receive VTP advertisements, you must ensure that at least one trunk port is
configured on the device and that this trunk port is connected to the trunk port of another device. Otherwise,
the device cannot receive any VTP advertisements.
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Restrictions for VTP

The following are restrictions for a VTP:

A

Caution Before adding a VTP client device to a VTP domain, always verify that its VTP configuration revision number
is lower than the configuration revision number of the other devices in the VTP domain. Devices in a VTP
domain always use the VLAN configuration of the device with the highest VTP configuration revision number.
If you add a device that has a revision number higher than the revision number in the VTP domain, it can
erase all VLAN information from the VTP server and VTP domain.

Information About VTP

The following sections provide information about VTP and VTP configuration:

VTP

VTP is a Layer 2 messaging protocol that maintains VLAN configuration consistency by managing the
addition, deletion, and renaming of VLANS on a network-wide basis. VTP minimizes misconfigurations and
configuration inconsistencies that can cause several problems, such as duplicate VLAN names, incorrect
VLAN-type specifications, and security violations.

VTP Domain

A VTP domain (also called a VLAN management domain) consists of one device or several interconnected
devices under the same administrative responsibility sharing the same VTP domain name. A device can be
in only one VTP domain. You make global VLAN configuration changes for the domain.

By default, the device is in the VTP no-management-domain state until it receives an advertisement for a
domain over a trunk link (a link that carries the traffic of multiple VLANS) or until you configure a domain
name. You can create or modify VLANs on a VTP server without specifying the domain name. However,
when the management domain name is not specified VLAN information is not propagated over the network.

If the device receives a VTP advertisement over a trunk link, it inherits the management domain name and
the VTP configuration revision number. The device then ignores advertisements with a different domain name
or an earlier configuration revision number.

When you make a change to the VLAN configuration on a VTP server, the change is propagated to all devices
in the VTP domain. VTP advertisements are sent over all IEEE trunk connections, including IEEE 802.1Q.
VTP dynamically maps VLANs with unique names and internal index associates across multiple LAN types.
Mapping eliminates excessive device administration required from network administrators.

If you configure a device for VTP transparent mode, you can create and modify VLANS, but the changes are
not sent to other devices in the domain, and they affect only the individual device. However, configuration
changes made when the device is in this mode are saved in the device running configuration and can be saved
to the device startup configuration file.
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VTP Modes

Table 31: VTP Modes

VTP Mode

Description

VTP server

In VTP server mode, you can create, modify, and delete VLANs, and
specify other configuration parameters (such as the VTP version) for
the entire VTP domain. VTP servers advertise their VLAN configurations
to other devices in the same VTP domain and synchronize their VLAN
configurations with other devices based on advertisements received over
trunk links.

VTP server is the default mode.

In VTP server mode, VLAN configurations are saved in NVRAM. If
the device detects a failure while writing a configuration to NVRAM,
VTP mode automatically changes from server mode to client mode. If
this happens, the device cannot be returned to VTP server mode until
the NVRAM is functioning.

VTP client

A VTP client functions like a VTP server and transmits and receives
VTP updates on its trunks, but you cannot create, change, or delete
VLANSs on a VTP client. VLANSs are configured on another device in
the domain that is in server mode.

In VTP versions 1 and 2 in VTP client mode, VLAN configurations are
not saved in NVRAM. In VTP version 3, VLAN configurations are
saved in NVRAM in client mode.

VTP transparent

VTP transparent devices do not participate in VTP. A VTP transparent
device does not advertise its VLAN configuration and does not
synchronize its VLAN configuration based on received advertisements.
However, in VTP version 2 or version 3, transparent devices do forward
VTP advertisements that they receive from other devices through their
trunk interfaces. You can create, modify, and delete VLANSs on a device
in VTP transparent mode.

In VTP versions 1 and 2, the device must be in VTP transparent mode
when you create private VLANs and when they are configured, you
should not change the VTP mode from transparent to client or server
mode. VTP version 3 also supports private VLANSs in client and server
modes. When private VLANS are configured, do not change the VTP
mode from transparent to client or server mode.

When the device is in VTP transparent mode, the VTP and VLAN
configurations are saved in NVRAM, but they are not advertised to
other devices. In this mode, VTP mode and domain name are saved in
the device running configuration, and you can save this information in
the device startup configuration file by using the copy running-config
startup-config privileged EXEC command.

VTP Modes [J|]
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VTP Mode Description

VTP off A device in VTP off mode functions in the same manner as a VTP
transparent device, except that it does not forward VTP advertisements
on trunks.

VTP Advertisements

Each device in the VTP domain sends periodic global configuration advertisements from each trunk port to
a reserved multicast address. Neighboring devices receive these advertisements and update their VTP and
VLAN configurations as necessary.

VTP advertisements distribute this global domain information:
* VTP domain name
* VTP configuration revision number
* Update identity and update timestamp
» MDS5 digest VLAN configuration, including maximum transmission unit (MTU) size for each VLAN

* Frame format

VTP advertisements distribute this VLAN information for each configured VLAN:
* VLAN IDs (including IEEE 802.1Q)
* VLAN name
* VLAN type
* VLAN state

* Additional VLAN configuration information specific to the VLAN type

In VTP version 3, VTP advertisements also include the primary server ID, an instance number, and a start
index.

VTP Version 2

If you use VTP in your network, you must decide which version of VTP to use. By default, VTP operates in
version 1.

VTP version 2 supports these features that are not supported in version 1:

* Token Ring support—VTP version 2 supports Token Ring Bridge Relay Function (TrBRF) and Token
Ring Concentrator Relay Function (TrCRF) VLANSs.

* Unrecognized Type-Length-Value (TLV) support—A VTP server or client propagates configuration
changes to its other trunks, even for TLVs it is not able to parse. The unrecognized TLV is saved in
NVRAM when the device is operating in VTP server mode.

* Version-Dependent Transparent Mode—In VTP version 1, a VTP transparent device inspects VTP
messages for the domain name and version and forwards a message only if the version and domain name
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match. Although VTP version 2 supports only one domain, a VTP version 2 transparent device forwards
a message only when the domain name matches.

* Consistency Checks—In VTP version 2, VLAN consistency checks (such as VLAN names and values)
are performed only when you enter new information through the CLI or SNMP. Consistency checks are
not performed when new information is obtained from a VTP message or when information is read from
NVRAM. If the MD5 digest on a received VTP message is correct, its information is accepted.

VTP Version 3

VTP version 3 supports these features that are not supported in version 1 or version 2:

* Enhanced authentication—You can configure the authentication as hidden or secret. When hidden, the
secret key from the password string is saved in the VLAN database file, but it does not appear in plain
text in the configuration. Instead, the key associated with the password is saved in hexadecimal format
in the running configuration. You must reenter the password if you enter a takeover command in the
domain. When you enter the secret keyword, you can directly configure the password secret key.

* Support for extended range VLAN (VLANs 1006 to 4094) database propagation—VTP versions 1 and
2 propagate only VLANSs 1 to 1005.
)

Note VTP pruning still applies only to VLANSs 1 to 1005, and VLANs 1002 to 1005
are still reserved and cannot be modified.

* Private VLAN support.

* Support for any database in a domain—In addition to propagating VTP information, version 3 can
propagate Multiple Spanning Tree (MST) protocol database information. A separate instance of the VTP
protocol runs for each application that uses VTP.

* VTP primary server and VTP secondary servers—A VTP primary server updates the database information
and sends updates that are honored by all devices in the system. A VTP secondary server can only back
up the updated VTP configurations received from the primary server to its NVRAM.

By default, all devices come up as secondary servers. You can enter the vtp primary privileged EXEC
command to specify a primary server. Primary server status is only needed for database updates when
the administrator issues a takeover message in the domain. You can have a working VTP domain without
any primary servers. Primary server status is lost if the device reloads, after a switchover, or domain
parameters change, even when a password is configured on the device.

VTP Pruning

VTP pruning increases network available bandwidth by restricting flooded traffic to those trunk links that the
traffic must use to reach the destination devices. Without VTP pruning, a device floods broadcast, multicast,
and unknown unicast traffic across all trunk links within a VTP domain even though receiving devices might
discard them. VTP pruning is disabled by default.

VTP pruning blocks unneeded flooded traffic to VLANS on trunk ports that are included in the pruning-eligible
list. Only VLANS included in the pruning-eligible list can be pruned. By default, VLANS 2 through 1001 are
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pruning eligible device trunk ports. If the VLANSs are configured as pruning-ineligible, the flooding continues.
VTP pruning is supported in all VTP versions.

Figure 31: Flooding Traffic without VTP Pruning
VTP pruning is disabled in the switched network. Port 1 on Device A and Port 2 on Device D are assigned

to the Red VLAN. If a broadcast is sent from the host connected to Device A, Device A floods the broadcast
and every device in the network receives it, even though Devices C, E, and F have no ports in the Red VLAN.

Switch E

Switch F Switch C
Figure 32: Optimized Flooded Traffic VTP Pruning

VTP pruning is enabled in the switched network. The broadcast traffic from Device A is not forwarded to
Devices C, E, and F because traffic for the Red VLAN has been pruned on the links shown (Port 5 on Device
B and Port 4 on Device D).

Switch E /' Flooded traffic |
B prunad.

Switch F Switch € SwichA %, 2

With VTP versions 1 and 2, when you enable pruning on the VTP server, it is enabled for the entire VTP
domain. In VTP version 3, you must manually enable pruning on each device in the domain. Making VLANs
pruning-eligible or pruning-ineligible affects pruning eligibility for those VLANS on that trunk only (not on
all devices in the VTP domain).

VTP pruning takes effect several seconds after you enable it. VTP pruning does not prune traffic from VLANs
that are pruning-ineligible. VLAN 1 and VLANs 1002 to 1005 are always pruning-ineligible; traffic from
these VLANSs cannot be pruned. Extended-range VLANs (VLAN IDs higher than 1005) are also
pruning-ineligible.

VTP Configuration Guidelines

This section provides information about VTP configuration guidelines:
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VTP Configuration Requirements

VTP Settings

When you configure VTP, you must configure a trunk port so that the device can send and receive VTP
advertisements to and from other devices in the domain.

VTP versions 1 and 2 do not support private VLANs. VTP version 3 does support private VLANs. If you
configure private VLANS, the device must be in VTP transparent mode. When private VLANSs are configured
on the device, do not change the VTP mode from transparent to client or server mode.

The VTP information is saved in the VTP VLAN database. When VTP mode is transparent, the VTP domain
name and mode are also saved in the device running configuration file, and you can save it in the device
startup configuration file by entering the copy running-config startup-config privileged EXEC command.
You must use this command if you want to save VTP mode as transparent, even if the device resets.

When you save VTP information in the device startup configuration file and reboot the device, the device
configuration is selected as follows:

* [fthe VTP mode is transparent in the startup configuration and the VLAN database and the VTP domain
name from the VLAN database matches that in the startup configuration file, the VLAN database is
ignored (cleared), and the VTP and VLAN configurations in the startup configuration file are used. The
VLAN database revision number remains unchanged in the VLAN database.

* If the VTP mode or domain name in the startup configuration do not match the VLAN database, the
domain name and VTP mode and configuration for VLAN IDs 1 to 1005 use the VLAN database
information.

Domain Names for Configuring VTP

When configuring VTP for the first time, you must always assign a domain name. You must configure all
devices in the VTP domain with the same domain name. Devices in VTP transparent mode do not exchange
VTP messages with other devices, and you do not need to configure a VTP domain name for them.

\)

Note

If the NVRAM and DRAM storage is sufficient, all devices in a VTP domain should be in VTP server mode.

A

Caution

least one device in the VTP domain for VTP server mode.

Do not configure a VTP domain if all devices are operating in VTP client mode. If you configure the domain,
it is impossible to make changes to the VLAN configuration of that domain. Make sure that you configure at

Passwords for the VTP Domain

You can configure a password for the VTP domain, but it is not required. If you do configure a domain
password, all domain devices must share the same password and you must configure the password on each
device in the management domain. Devices without a password or with the wrong password reject VTP
advertisements.
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If you configure a VTP password for a domain, a device that is booted without a VTP configuration does not
accept VTP advertisements until you configure it with the correct password. After the configuration, the device
accepts the next VTP advertisement that uses the same password and domain name in the advertisement.

If you are adding a new device to an existing network with VTP capability, the new device learns the domain
name only after the applicable password has been configured on it.

A

Caution When you configure a VTP domain password, the management domain does not function properly if you do
not assign a management domain password to each device in the domain.

VTP Version

Follow these guidelines when deciding which VTP version to implement:

* All devices in a VTP domain must have the same domain name, but they do not need to run the same
VTP version.

* A VTP version 2-capable device can operate in the same VTP domain as a device running VTP version
1 if version 2 is disabled on the version 2-capable device (version 2 is disabled by default).

* If a device running VTP version 1, but capable of running VTP version 2, receives VTP version 3
advertisements, it automatically moves to VTP version 2.

» If a device running VTP version 3 is connected to a device running VTP version 1, the VTP version |
device moves to VTP version 2, and the VTP version 3 device sends scaled-down versions of the VTP
packets so that the VTP version 2 device can update its database.

* A device running VTP version 3 cannot move to version 1 or 2 if it has extended VLANSs.

* Do not enable VTP version 2 on a device unless all of the devices in the same VTP domain are
version-2-capable. When you enable version 2 on a device, all of the version-2-capable devices in the
domain enable version 2. If there is a version 1-only device, it does not exchange VTP information with
device that have version 2 enabled.

* Cisco recommends placing VTP version | and 2 device at the edge of the network because they do not
forward VTP version 3 advertisements.

» If there are TrBRF and TrCRF Token Ring networks in your environment, you must enable VTP version
2 or version 3 for Token Ring VLAN switching to function properly. To run Token Ring and Token
Ring-Net, disable VTP version 2.

* For VTP version 1 and version 2, the device must be in VTP transparent mode when you create
extended-range VLANSs. VTP version 3 also supports creating extended-range VLANS in client or server
mode.

* When a VTP version 3 device trunk port receives messages from a VTP version 2 device, it sends a
scaled-down version of the VLAN database on that particular trunk in VTP version 2 format. A VTP
version 3 device does not send VTP version 2-formatted packets on a trunk unless it first receives VTP
version 2 packets on that trunk port.

* When a VTP version 3 device detects a VTP version 2 device on a trunk port, it continues to send VTP
version 3 packets, in addition to VTP version 2 packets, to allow both kinds of neighbors to coexist on
the same trunk.
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* A VTP version 3 device does not accept configuration information from a VTP version 2 or version 1
device.

» Two VTP version 3 regions can only communicate in transparent mode over a VTP version 1 or version
2 region.

* Devices that are only VTP version 1 capable cannot interoperate with VTP version 3 devices.

How to Configure VTP

The following sections provide information about Configuring VTP:

Configuring VTP Mode

You can configure VTP mode as one of these:

* VTP server mode—In VTP server mode, you can change the VLAN configuration and have it propagated
throughout the network.

* VTP client mode—In VTP client mode, you cannot change its VLAN configuration. The client device
receives VTP updates from a VTP server in the VTP domain and then modifies its configuration
accordingly.

* VTP transparent mode—In VTP transparent mode, VTP is disabled on the device. The device does not
send VTP updates and does not act on VTP updates received from other devices. However, a VTP
transparent device running VTP version 2 does forward received VTP advertisements on its trunk links.

* VTP off mode—VTP off mode is the same as VTP transparent mode except that VTP advertisements
are not forwarded.

When you configure a domain name, it cannot be removed; you can only reassign a device to a different

domain.
Procedure

Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:
Device# configure terminal
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Command or Action

Purpose

Step 3

vtp domain domain-name

Example:

Device (config) # vtp domain eng_group

Configures the VTP administrative-domain
name. The name can be 1 to 32 characters. All
devices operating in VTP server or client mode
under the same administrative responsibility
must be configured with the same domain name.

This command is optional for modes other than
server mode. VTP server mode requires a
domain name. If the device has a trunk
connection to a VTP domain, the device learns
the domain name from the VTP server in the
domain.

You should configure the VTP domain before
configuring other VTP parameters.

Step 4

vtp mode {client | server | transparent | off}
{vlan | mst | unknown}

Example:

Device (config) # vtp mode server

Configures the device for VTP mode (client,
server, transparent, or off).

+ vlan—The VLAN database is the default
if none are configured.

* mst—The multiple spanning tree (MST)
database.

+ unknown—An unknown database type.

Step 5

vtp password password

Example:

Device (config) # vtp password mypassword

(Optional) Sets the password for the VTP
domain. The password can be 8 to 64 characters.
If you configure a VTP password, the VTP
domain does not function properly if you do not
assign the same password to each device in the
domain.

Step 6

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 7

show vtp status

Example:

Device# show vtp status

Verifies your entries in the VTP Operating
Mode and the VTP Domain Name fields of the
display.

Step 8

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves the configuration in the startup
configuration file.

Only VTP mode and domain name are saved
in the device running configuration and can be
copied to the startup configuration file.
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Configuring a VTP Version 3 Password

You can configure a VTP version 3 password on the device.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 vtp version 3 Enables VTP version 3 on the device. The

default is VTP version 1.
Example:

Device (config) # vtp version 3

Step 4 vtp password password [hidden | secret] (Optional) Sets the password for the VTP
domain. The password can be 8 to 64 characters.

Example:
* (Optional) hidden: Saves the secret key
Device (config) # vtp password mypassword generated from the password string in the
hidden nvram:vlan.dat file. If you configure
a takeover by configuring a VTP primary
server, you are prompted to reenter the
password.

* (Optional) secret: Directly configures the
password. The secret password must
contain 32 hexadecimal characters.

Step 5 end Returns to privileged EXEC mode.
Example:

Device (config) # end

Step 6 show vtp password Verifies whether the VTP password is

Example: configured or not.

Device# show vtp password
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Command or Action Purpose

Step 7 copy running-config startup-config (Optional) Saves your entries in the

Example: configuration file.

Device# copy running-config
startup-config

Configuring a VTP Version 3 Primary Server

When you configure a VTP server as a VTP primary server, the takeover operation starts.

Procedure

Command or Action Purpose

Step 1 vtp version 3 Enables VTP version 3 on the device. The

default is VTP version 1.
Example:

Device (config) # vtp version 3

Step 2 vtp primary [vlan | mst] [force] Changes the operational state of a device from
a secondary server (the default) to a primary
server and advertises the configuration to the
domain. If the device password is configured
as hidden, you are prompted to reenter the
password.

* (Optional) vlan—Selects the VLAN
database as the takeover feature. This is
the default.

Example:

Device# vtp primary vlan force

* (Optional) mst—Selects the multiple
spanning tree (MST) database as the
takeover feature.

* (Optional) force—Overwrites the
configuration of any conflicting servers.
If you do not enter for ce, you are prompted
for confirmation before the takeover.

Enabling the VTP Version

VTP version 2 and version 3 are disabled by default.

* When you enable VTP version 2 on a device , every VTP version 2-capable device in the VTP domain
enables version 2. To enable VTP version 3, you must manually configure it on each device.
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» With VTP versions 1 and 2, you can configure the version only on devices in VTP server or transparent
mode. If a device is running VTP version 3, you can change to version 2 when the device is in client
mode if no extended VLANS exist, no private VLANSs exist, and no hidden password was configured.

A

Caution VTP version 1 and VTP version 2 are not interoperable on devices in the same
VTP domain. Do not enable VTP version 2 unless every device in the VTP domain
supports version 2.

* In TrCRF and TrBRF Token Ring environments, you must enable VTP version 2 or VTP version 3 for
Token Ring VLAN switching to function properly. For Token Ring and Token Ring-Net media, disable
VTP version 2.

A\

Caution In VTP version 3, both the primary and secondary servers can exist on an instance
in the domain.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 vtp version {1]2] 3} Enables the VTP version on the device. The

default is VTP version 1.
Example:

Device (config)# vtp version 2

Step 4 end Returns to privileged EXEC mode.

Example:

Device (config) # end

Step 5 show vtp status Verifies that the configured VTP version is
enabled.

Example:
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Command or Action

Purpose

Device# show vtp status

Step 6

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Enabling VTP Pruning

Before you begin

VTP pruning is not designed to function in VTP transparent mode. If one or more devices in the network are
in VTP transparent mode, you should do one of these actions:

* Turn off VTP pruning in the entire network.

* Turn off VTP pruning by making all VLANSs on the trunk of the device upstream to the VTP transparent
device pruning ineligible.

To configure VTP pruning on an interface, use the switchport trunk pruning vlan interface configuration

command. VTP pruning operates when an interface is trunking. You can set VLAN pruning-eligibility, whether
or not VTP pruning is enabled for the VTP domain, whether or not any given VLAN exists, and whether or
not the interface is currently trunking.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

vtp pruning

Example:

Device (config) # vtp pruning

Enables pruning in the VTP administrative
domain.

By default, pruning is disabled. You need to
enable pruning on only one device in VTP
server mode.
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Command or Action

Purpose

Step 4

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 5

show vtp status

Example:

Device# show vtp status

Verifies your entries in the VTP Pruning Mode
field of the display.

Configuring VTP on a Per-Port Basis

With VTP version 3, you can enable or disable VTP on a per-port basis. You can enable VTP only on ports
that are in trunk mode. Incoming and outgoing VTP traffic are blocked, not forwarded.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Identifies an interface, and enters interface
configuration mode.

Step 4

vip

Example:

Device (config-if)# vtp

Enables VTP on the specified port.
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Command or Action Purpose
Step 5 end Returns to privileged EXEC mode.
Example:

Device (config) # end

Step 6 show running-config interface interface-id | Verifies the change to the port.

Example:

Device# show running-config interface
gigabitethernet 1/1

Step 7 show vtp status Verifies the configuration.

Example:

Device# show vtp status

Adding a VTP Client to a VTP Domain

Procedure

Follow these steps to verify and reset the VTP configuration revision number on a device before adding it to
a VTP domain.

Before you begin

Before adding a VTP client to a VTP domain, always verify that its VTP configuration revision number is
lower than the configuration revision number of the other devices in the VTP domain. Devices in a VTP
domain always use the VLAN configuration of the device with the highest VTP configuration revision number.
With VTP versions 1 and 2, adding a device that has a revision number higher than the revision number in
the VTP domain can erase all VLAN information from the VTP server and VTP domain. With VTP version
3, the VLAN information is not erased.

You can use the vtp modetransparent global configuration command to disable VTP on the device and then
to change its VLAN information without affecting the other devices in the VTP domain.

Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 show vtp status Checks the VTP configuration revision
number.

Example:
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Command or Action

Purpose

Device# show vtp status

If the number is 0, add the device to the VTP
domain.

If the number is greater than 0, follow these
substeps:

» Write down the domain name.

» Write down the configuration revision
number.

* Continue with the next steps to reset the
device configuration revision number.

Step 3 configureterminal Enters global configuration mode.
Example:
Device# configure terminal
Step 4 vtp domain domain-name Changes the domain name from the original
one displayed in Step 1 to a new name.
Example: play P W
Device (config) # vtp domain domainl23
Step 5 end Returns to privileged EXEC mode. The VLAN
information on the device is updated and the
Example: . .. .
configuration revision number is reset to 0.
Device (config) # end
Step 6 show vtp status Verifies that the configuration revision number
has been reset to 0.
Example:
Device# show vtp status
Step 7 configure terminal Enters global configuration mode.
Example:
Device# configure terminal
Step 8 vtp domain domain-name Enters the original domain name on the device.

Example:

Device (config) # vtp domain domain012
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Command or Action

Purpose

Step 9 end

Example:

Device (config) # end

Returns to privileged EXEC mode. The VLAN
information on the device is updated.

Step 10 show vtp status

Example:

Device# show vtp status

(Optional) Verifies that the domain name is
the same as in Step 1 and that the configuration
revision number is 0.

Monitoring VTP

This section describes commands used to display and monitor the VTP configuration.

You monitor VTP by displaying VTP configuration information: the domain name, the current VTP revision,
and the number of VLANS. You can also display statistics about the advertisements sent and received by the

device.

Table 32: VTP Monitoring Commands

Command

Purpose

show vtp counters

Displays counters about VTP messages that have been
sent and received.

show vtp devices [conflict]

Displays information about all VTP version 3 devices
in the domain. Conflicts are VTP version 3 devices
with conflicting primary servers. The show vtp
devicescommand does not display information when
the device is in transparent or off mode.

show vtp interface [interface-id]

Displays VTP status and configuration for all
interfaces or the specified interface.

show vtp password

Displays whether the VTP password is configured or
not.

show vtp status

Displays the VTP device configuration information.

Configuration Examples for VTP

The following section shows a VTP configuration example:
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Example: Configuring a Device as the Primary Server

This example shows how to configure a device as the primary server for the VLAN database (the default)
when a hidden or secret password was configured:

Device# vtp primary vlan

Enter VTP password: mypassword

This switch is becoming Primary server for vlan feature in the VTP domain
VTP Database Conf Switch ID Primary Server Revision System Name

VLANDB Yes 00d0.00b8.1400=00d40.00b8.1400 1 stp7

Do you want to continue (y/n) [n]? y

Where to Go Next

After configuring VTP, you can configure the following:
* VLANs
* VLAN trunking
* Voice VLANs
* Private VLANs
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Configuring VLANs

* Prerequisites for VLANSs, on page 279

* Restrictions for VLANS, on page 279

* Information About VLANS, on page 280
* How to Configure VLANS, on page 283
* Monitoring VLANS, on page 290

Prerequisites for VLANs

The following are prerequisites and considerations for configuring VLANS:

* Before you create VLANS, you must decide whether to use VLAN Trunking Protocol (VTP) to maintain
global VLAN configuration for your network.

* A VLAN should be present in the device to be able to add it to the VLAN group.

Restrictions for VLANs

The following are restrictions for VLANSs:

* The number of Spanning Tree Protocol (STP) virtual ports in the per-VLAN spanning-tree (PVST) or
rapid PVST mode is based on the number of trunks, multiplied by the number of active VLANS, plus
the number of access ports.

STP virtual ports = trunks * active VLANSs on trunk + number of non-trunk ports.
Consider the following examples:

« If a switch has 40 trunk ports (100 active VLANs on each trunk) and 8 access ports, the number of
STP virtual ports on this switch would be: 40 * 100 + 8 = 4,008.

« [f a switch has 8 trunk ports (200 active VLANs on each trunk) and 40 access ports, the number of
STP virtual ports on this switch would be: 8 * 200 + 40 = 1,640

* The device supports IEEE 802.1Q trunking methods for sending VLAN traffic over Ethernet ports.

* The interface VLAN already has an MAC address assigned by default. You can override the interface
VLAN MAC address by using the mac-address command. If this command is configured on a single
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SVI or router port that requires Layer 3 injected packets, all other SVIs or routed ports on the device also
must be configured with the same first four most significant bits (4MSB) of the MAC address. For
example, if you set the MAC address of any SVI to xxxx.yyyy.zzzz, set the MAC address of all other
SVIs to start with xxxx.yyyy. If Layer 3 injected packets are not used, this restriction does not apply.

* Once a range of interfaces has been bundled, any VLAN interface configuration change must be done
only on a port channel. Otherwise, the interfaces will get suspended.

Information About VLANs

The following sections provides information about VLANS:

Logical Networks

A VLAN is a switched network that is logically segmented by function, project team, or application, without
regard to the physical locations of the users. VLANS have the same attributes as physical LANs, but you can
group end stations even if they are not physically located on the same LAN segment. Any device port can
belong to a VLAN, and unicast, broadcast, and multicast packets are forwarded and flooded only to end
stations in the VLAN. Each VLAN is considered a logical network, and packets destined for stations that do
not belong to the VLAN must be forwarded through a router or a device supporting fallback bridging. Because
a VLAN is considered a separate logical network, it contains its own bridge Management Information Base
(MIB) information and can support its own implementation of spanning tree.

Figure 33: VLANSs as Logically Defined Networks
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VLANS are often associated with IP subnetworks. For example, all the end stations in a particular IP subnet
belong to the same VLAN. Interface VLAN membership on the device is assigned manually on an

interface-by-interface basis. When you assign device interfaces to VLANSs by using this method, it is known
as interface-based, or static, VLAN membership.

Traffic between VLANSs must be routed.
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The device can route traffic between VLANS by using device virtual interfaces (SVIs). An SVI must be
explicitly configured and assigned an IP address to route traffic between VLANS.

Supported VLANs

The device supports VLANs in VTP client, server, and transparent modes. VLANS are identified by a number
from 1 to 4094. VLAN 1 is the default VLAN and is created during system initialization.

* You can configure up to 1024 VLANSs in a loop-free topology.

* You can configure up to 128 VLANSs, when STP is enabled.

* You can configure up to 512 vlans in ring or loop based topology, when STP is disabled.

)

Note

1002 to 1005 are available for user configuration.

VLAN IDs 1002 through 1005 are reserved for Token Ring and FDDI VLANSs. All of the VLANs except

VLAN Port Membership Modes

You configure a port to belong to a VLAN by assigning a membership mode that specifies the kind of traffic
the port carries and the number of VLANSs to which it can belong.

When a port belongs to a VLAN, the device learns and manages the addresses associated with the port on a

per-VLAN basis.

Table 33: Port Membership Modes and Characteristics

Membership Mode

VLAN Membership Characteristics

VTP Characteristics

Static-access

A static-access port can belong to
one VLAN and is manually
assigned to that VLAN.

VTP is not required. If you do not
want VTP to globally propagate
information, set the VTP mode to
transparent. To participate in VTP,
there must be at least one trunk port
on the device connected to a trunk
port of a second device.

Trunk (IEEE 802.1Q) :

* IEEE 802.1Q—
Industry-standard trunking
encapsulation.

A trunk port is a member of all
VLANSs by default, including
extended-range VLANS, but
membership can be limited by
configuring the allowed-VLAN list.
You can also modify the
pruning-eligible list to block
flooded traffic to VLANS on trunk
ports that are included in the list.

VTP is recommended but not
required. VTP maintains VLAN
configuration consistency by
managing the addition, deletion,
and renaming of VLANSs on a
network-wide basis. VTP
exchanges VLAN configuration
messages with other devices over
trunk links.
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Membership Mode VLAN Membership Characteristics | VTP Characteristics

Voice VLAN A voice VLAN port is an access | VTP is not required; it has no effect
port attached to a Cisco IP Phone, |on a voice VLAN.

configured to use one VLAN for
voice traffic and another VLAN for
data traffic from a device attached
to the phone.

VLAN Configuration Files

Configurations for VLAN IDs 1 to 1005 are written to the vlan.dat file (VLAN database), and you can display
them by entering the show vlan privileged EXEC command. The vlan.dat file is stored in flash memory. If
the VTP mode is transparent, they are also saved in the device running configuration file.

You use the interface configuration mode to define the port membership mode and to add and remove ports
from VLANS. The results of these commands are written to the running-configuration file, and you can display
the file by entering the show running-config privileged EXEC command.

When you save VLAN and VTP information (including extended-range VLAN configuration information)
in the startup configuration file and reboot the device, the device configuration is selected as follows:

» [fthe VTP mode is transparent in the startup configuration, and the VLAN database and the VTP domain
name from the VLAN database matches that in the startup configuration file, the VLAN database is
ignored (cleared), and the VTP and VLAN configurations in the startup configuration file are used. The
VLAN database revision number remains unchanged in the VLAN database.

* If the VTP mode or domain name in the startup configuration does not match the VLAN database, the
domain name and VTP mode and configuration for the VLAN IDs 1 to 1005 use the VLAN database
information.

* In VTP versions 1 and 2, if VTP mode is server, the domain name and VLAN configuration for VLAN
IDs 1 to 1005 use the VLAN database information. VTP version 3 also supports VLANs 1006 to 4094.

\)

Note Ensure that you delete the vlan.dat file along with the configuration files before you reset the switch
configuration using write erase command. This ensures that the switch reboots correctly on a reset.

Normal-Range VLAN Configuration Guidelines

Normal-range VLANs are VLANs with IDs from 1 to 1005.
Follow these guidelines when creating and modifying normal-range VLANS in your network:

» Normal-range VLANS are identified with a number between 1 and 1001. VLAN numbers 1002 through
1005 are reserved for Token Ring and FDDI VLANS.

* VLAN configurations for VLANs 1 to 1005 are always saved in the VLAN database. If the VTP mode
is transparent, VTP and VLAN configurations are also saved in the device running configuration file.
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* If the device is in VTP server or VTP transparent mode, you can add, modify or remove configurations
for VLANs 2 to 1001 in the VLAN database. (VLAN IDs 1 and 1002 to 1005 are automatically created
and cannot be removed.)

* Before you can create a VLAN, the device must be in VTP server mode or VTP transparent mode. If the
device is a VTP server, you must define a VTP domain or VTP will not function.

* The device does not support Token Ring or FDDI media. The device does not forward FDDI, FDDI-Net,
TrCREF, or TrBREF traffic, but it does propagate the VLAN configuration through VTP.

* A fixed number of spanning tree instances are supported on the device (See the DataSheet for the latest
information).

If you have already used all available spanning-tree instances on a device, adding another VLAN anywhere
in the VTP domain creates a VLAN on that device that is not running spanning-tree. If you have the
default allowed list on the trunk ports of that device (which is to allow all VLANs), the new VLAN is
carried on all trunk ports. Depending on the topology of the network, this could create a loop in the new
VLAN that would not be broken, particularly if there are several adjacent devices that all have run out
of spanning-tree instances. You can prevent this possibility by setting allowed lists on the trunk ports of
devices that have used up their allocation of spanning-tree instances.

If the number of VLANS on the device exceeds the number of supported spanning-tree instances, we
recommend that you configure the IEEE 802.1s Multiple STP (MSTP) on your device to map multiple
VLANS to a single spanning-tree instance.

Extended-Range VLAN Configuration Guidelines

Extended-range VLANs are VLANSs with IDs from 1006 to 4094.
Follow these guidelines when creating extended-range VLANSs:

* VLAN IDs in the extended range are not saved in the VLAN database and are not recognized by VTP
unless the device is running VTP version 3.

* You cannot include extended-range VLANS in the pruning eligible range.

* For VTP version 1 or 2, you can set the VTP mode to transparent in global configuration mode. You
should save this configuration to the startup configuration so that the device boots up in VTP transparent
mode. Otherwise, you lose the extended-range VLAN configuration if the device resets. If you create
extended-range VLANSs in VTP version 3, you cannot convert to VTP version 1 or 2.

How to Configure VLANSs

The following sections provide information about configuring Normal-Range VLANs and Extended-Range
VLANS:

How to Configure Normal-Range VLANs

You can set these parameters when you create a new normal-range VLAN or modify an existing VLAN in
the VLAN database:

* VLANID
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* VLAN name
* VLAN type
* Ethernet
* Fiber Distributed Data Interface [FDDI]
* FDDI network entity title [NET]
* TrBRF or TrCRF
» Token Ring
» Token Ring-Net

* VLAN state (active or suspended)

* Security Association Identifier (SAID)

* Bridge identification number for TrBRF VLANs

* Ring number for FDDI and TrCRF VLANs

* Parent VLAN number for TrCRF VLANs

* Spanning Tree Protocol (STP) type for TrCRF VLANSs

* VLAN number to use when translating from one VLAN type to another

You can cause inconsistency in the VLAN database if you attempt to manually delete the vlan.dat file. If you
want to modify the VLAN configuration, follow the procedures in this section.

Creating or Modifying an Ethernet VLAN

Before you begin

With VTP version | and 2, if the device is in VTP transparent mode, you can assign VLAN IDs greater than
1006, but they are not added to the VLAN database.

The device supports only Ethernet interfaces. Because FDDI and Token Ring VL ANSs are not locally supported,
you only configure FDDI and Token Ring media-specific characteristics for VTP global advertisements to
other devices.

Although the device does not support Token Ring connections, a remote device with Token Ring connections
could be managed from one of the supported devices. Devices running VTP Version 2 advertise information
about these Token Ring VLANS:

* Token Ring TrBRF VLANs
* Token Ring TrCRF VLANSs
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Procedure

Creating or Modifying an Ethernet VLAN .

Command or Action

Purpose

Step 1

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 2

vlan vian-id

Example:

Device (config) # vlan 20

Enters a VLAN ID, and enters VLAN
configuration mode. Enter a new VLAN ID to
create a VLAN, or enter an existing VLAN ID
to modify that VLAN.

Note
The available VLAN ID range for this
command is 1 to 4094.

Step 3

name vian-name

Example:

Device (config-vlan) # name test20

(Optional) Enters a name for the VLAN. If no
name is entered for the VLAN, the default is to
append the vian-id value with leading zeros to
the word VLAN. For example, VLAN0004 is

a default VLAN name for VLAN 4.

Step 4

media { ethernet | fd-net | fddi | tokenring |
trn-net }

Example:

Device (config-vlan) # media ethernet

Configures the VLAN media type. Command
options include:

* ethernet—Sets the VLAN media type as
Ethernet.

« fd-net—Sets the VLAN media type as
FDDI net.

« fddi—Sets the VLAN media type as
FDDIL.

« tokenring—Sets the VLAN media type
as Token Ring.

* trn-net—Sets the VLAN media type as
Token Ring net.

Step 5

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 6

end

Example:

Returns to privileged EXEC mode.
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Command or Action Purpose

Device (config) # end

Step 7 show vlan {namevian-name| id vlian-id} Verifies your entries.
Example:
Device# show vlan name test20

or
Device# show vlan id 20

Deleting a VLAN

When you delete a VLAN from a device that is in VTP server mode, the VLAN is removed from the VLAN
database for all devices in the VTP domain. When you delete a VLAN from a device that is in VTP transparent
mode, the VLAN is deleted only on that specific device .

You cannot delete the default VLANS for the different media types: Ethernet VLAN 1 and FDDI or Token
Ring VLANSs 1002 to 1005.

A

Caution When you delete a VLAN, any ports assigned to that VLAN become inactive. They remain associated with
the VLAN (and thus inactive) until you assign them to a new VLAN.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 no vlan vian-id Removes the VLAN by entering the VLAN ID.

Example:

Device (config)# no vlan 4

Step 4 end Returns to privileged EXEC mode.

Example:
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Assigning Static-Access Ports to a VLAN .

Command or Action

Purpose

Device (config) # end

Step 5 show vlan brief Verifies the VLAN removal.
Example:
Device# show vlan brief

Step 6 copy running-config startup-config (Optional) Saves your entries in the

Example:

Device# copy running-config
startup-config

configuration file.

Assigning Static-Access Ports to a VLAN

Procedure

You can assign a static-access port to a VLAN without having VTP globally propagate VLAN configuration

information by disabling VTP (VTP transparent mode).

If you assign an interface to a VLAN that does not exist, the new VLAN is created. In case of interface
templates, make sure to create the VLAN explicitly before applying the command via templates.

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable
Step 2 configureterminal Enters global configuration mode
Example:
Device# configure terminal
Step 3 interface interface-id Enters the interface to be added to the VLAN.
Example:
Device (config) # interface
gigabitethernetl/1
Step 4 switchport mode access Defines the VLAN membership mode for the

Example:

port (Layer 2 access port).
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Command or Action

Purpose

Device (config-if) # switchport mode access|

Step 5

switchport access vlan vian-id

Example:

Device (config-if) # switchport access vlan
2

Assigns the port to a VLAN. Valid VLAN IDs
are 1 to 4094.

Step 6

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

Step 7

show running-config interface interface-id

Example:

Device# show running-config interface
gigabitethernetl/1

Verifies the VLAN membership mode of the
interface.

Step 8

show interfaces interface-id switchport

Example:

Device# show interfaces
gigabitethernetl/1l switchport

Verifies your entries in the Administrative Mode
and the Access Mode VLAN fields of the
display.

Step 9

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

How to Configure Extended-Range VLANs

Extended-range VLANS enable service providers to extend their infrastructure to a greater number of customers.
The extended-range VLAN IDs are allowed for any switchport commands that allow VLAN IDs.

With VTP version 1 or 2, extended-range VLAN configurations are not stored in the VLAN database, but

because VTP mode is transparent, they are stored in the device running configuration file, and you can save
the configuration in the startup configuration file. Extended-range VLANS created in VTP version 3 are stored
in the VLAN database.
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Creating an Extended-Range VLAN

Procedure

Creating an Extended-Range VLAN .

Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Device# configure terminal
Step 3 vlan vian-id Enters an extended-range VLAN ID and enters
Examole: VLAN configuration mode. The range is 1006
ple: to 4094,
Device (config)# wvlan 2000
Device (config-vlan) #
Step 4 remote-span (Optional) Configures the VLAN as the RSPAN
VLAN.
Example:
Device (config-vlan) # remote-span
Step 5 exit Returns to configuration mode.
Example:
Device (config-vlan) # exit
Device (config) #
Step 6 end Returns to privileged EXEC mode.
Example:
Device (config) # end
Step 7 show vlan id vian-id Verifies that the VLAN has been created.

Example:

Device# show vlan id 2000
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Command or Action

Purpose

Step 8 copy running-config startup-config (Optional) Saves your entries in the

Example:

startup-config

Device# copy running-config

configuration file.

Monitoring VLANs

Table 34: Privileged EXEC show Commands

Command

Purpose

show interfaces[vlan vian-id]

Displays characteristics for all interfaces or for the specified VLAN
configured on the device .

show vlan [ access-map name |
brief | dotlq { tag native } | filter
[ access-map | vlan ]| group [
group-name name ]| id vian-id |
ifindex | mtu | name name |
private-vlan remote-span |
summary |

Displays parameters for all VLANSs or the specified VLAN on the
device. The following command options are available:

« access-map—NDisplays the VLAN access-maps.
* brief—Displays VTP VLAN status in brief.

+ dotlg—NDisplays the dotlq parameters.

» filter—Displays VLAN filter information.

* group—Displays the VLAN group with its name and the
connected VLANS that are available.

* id—Displays VTP VLAN status by identification number.

« ifindex—Displays SNMP ifIndex.

* mtu—Displays VLAN MTU information.

* name—Displays the VTP VLAN information by specified name.
* private-vlan—Displays private VLAN information.

* remote-span-Displays the remote SPAN VLANS.

» summary—Displays a summary of VLAN information.
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Configuring Voice VLANSs

The following sections provide information about configuring Voice VLANS:

* Prerequisites for Voice VLANS, on page 291

* Restrictions for Voice VLANS, on page 291

* Information About Voice VLAN, on page 291
* How to Configure Voice VLANS, on page 294
* Monitoring Voice VLAN, on page 297

Prerequisites for Voice VLANs

The following are the prerequisites for voice VLANS:

* Voice VLAN configuration is only supported on device access ports; voice VLAN configuration is not
supported on trunk ports.
A\

Note Trunk ports can carry any number of voice VLANS, similar to regular VLANSs.
The configuration of voice VLANS is not supported on trunk ports.

* Before you enable voice VLAN, enable QoS on the device by entering the trust device cisco-phone
interface configuration command. If you use the auto QoS feature, these settings are automatically
configured.

* You must enable CDP on the device port connected to the Cisco IP Phone to send the configuration to
the phone. (CDP is globally enabled by default on all device interfaces.)

Restrictions for Voice VLANs

You cannot configure static secure MAC addresses in the voice VLAN.

Information About Voice VLAN

The following sections provide information about Voice VLAN:
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Voice VLANs

The voice VLAN feature enables access ports to carry IP voice traffic from an IP phone. When the device is
connected to a Cisco 7960 IP Phone, the phone sends voice traffic with Layer 3 IP precedence and Layer 2
class of service (CoS) values, which are both set to 5 by default. Because the sound quality of an IP phone
call can deteriorate if the data is unevenly sent, the device supports quality of service (QoS) based on IEEE
802.1p CoS. QoS uses classification and scheduling to send network traffic from the device in a predictable
manner.

The Cisco 7960 IP Phone is a configurable device, and you can configure it to forward traffic with an IEEE
802.1p priority. You can configure the device to trust or override the traffic priority assigned by a Cisco
IP Phone.

Cisco IP Phone Voice Traffic

You can configure an access port with an attached Cisco IP Phone to use one VLAN for voice traffic and
another VLAN for data traffic from a device attached to the phone. You can configure access ports on the
device to send Cisco Discovery Protocol (CDP) packets that instruct an attached phone to send voice traffic
to the device in any of these ways:

* In the voice VLAN tagged with a Layer 2 CoS priority value
* In the access VLAN tagged with a Layer 2 CoS priority value

* In the access VLAN, untagged (no Layer 2 CoS priority value)

)

Note In all configurations, the voice traffic carries a Layer 3 IP precedence value (the default is 5 for voice traffic
and 3 for voice control traffic).

Cisco IP Phone Data Traffic

The device can also process tagged data traffic (traffic in IEEE 802.1Q or IEEE 802.1p frame types) from the
device attached to the access port on the Cisco IP Phone. You can configure Layer 2 access ports on the device
to send CDP packets that instruct the attached phone to configure the phone access port in one of these modes:

* In trusted mode, all traffic received through the access port on the Cisco IP Phone passes through the
phone unchanged.

* In untrusted mode, all traffic in IEEE 802.1Q or IEEE 802.1p frames received through the access port
on the Cisco IP Phone receive a configured Layer 2 CoS value. The default Layer 2 CoS value is 0.
Untrusted mode is the default.

\}

Note Untagged traffic from the device attached to the Cisco IP Phone passes through the phone unchanged, regardless
of the trust state of the access port on the phone.
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Voice VLAN Configuration Guidelines

* Because a Cisco 7960 IP Phone also supports a connection to a PC or other device, a port connecting
the device to a Cisco IP Phone can carry mixed traffic. You can configure a port to decide how the Cisco
IP Phone carries voice traffic and data traffic.

* The voice VLAN should be present and active on the device for the IP phone to correctly communicate
on the voice VLAN. Use the show vlan privileged EXEC command to see if the VLAN is present (listed
in the display). If the VLAN is not listed, create the voice VLAN.

* The Port Fast feature is automatically enabled when voice VLAN is configured. When you disable voice
VLAN, the Port Fast feature is not automatically disabled.

* If the Cisco IP Phone and a device attached to the phone are in the same VLAN, they must be in the
same IP subnet. These conditions indicate that they are in the same VLAN:

* They both use IEEE 802.1p or untagged frames.

* The Cisco IP Phone uses IEEE 802.1p frames, and the device uses untagged frames.

* The Cisco IP Phone uses untagged frames, and the device uses IEEE 802.1p frames.

* The Cisco IP Phone uses IEEE 802.1Q frames, and the voice VLAN is the same as the access VLAN.
* The Cisco IP Phone and a device attached to the phone cannot communicate if they are in the same

VLAN and subnet but use different frame types because traffic in the same subnet is not routed (routing
would eliminate the frame type difference).

* Voice VLAN ports can also be these port types:
* Dynamic access port.

« [EEE 802.1x authenticated port.

N

Note Ifyou enable IEEE 802.1x on an access port on which a voice VLAN is configured
and to which a Cisco IP Phone is connected, the phone loses connectivity to the
device for up to 30 seconds.

* Protected port.
* A source or destination port for a SPAN or RSPAN session.

* Secure port.

N

Note When you enable port security on an interface that is also configured with a voice
VLAN, you must set the maximum allowed secure addresses on the port to two
plus the maximum number of secure addresses allowed on the access VLAN.
When the port is connected to a Cisco IP Phone, the phone requires up to two
MAC addresses. The phone address is learned on the voice VLAN and might
also be learned on the access VLAN. Connecting a PC to the phone requires
additional MAC addresses.
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How to Configure Voice VLANs

The following sections provide information about configuring Voice VLANS:

Configuring Cisco IP Phone Voice Traffic

You can configure a port connected to the Cisco IP Phone to send CDP packets to the phone to configure the
way in which the phone sends voice traffic. The phone can carry voice traffic in IEEE 802.1Q frames for a
specified voice VLAN with a Layer 2 CoS value. It can use IEEE 802.1p priority tagging to give voice traffic
a higher priority and forward all voice traffic through the native (access) VLAN. The Cisco IP Phone can also
send untagged voice traffic or use its own configuration to send voice traffic in the access VLAN. In all
configurations, the voice traffic carries a Layer 3 IP precedence value (the default is 5).

Procedure

Layer2 |

Command or Action

Purpose

Step 1

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 2

interface interface-id

Example:

Device (config) # interface
gigabitethernetl/1

Specifies the interface connected to the phone,
and enters interface configuration mode.

Step 3

trust device cisco-phone

Example:

Device (config-if)# trust device
cisco-phone

Configures the interface to trust incoming traffic
packets for the Cisco IP phone.

Step 4
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switchport voice vlan {vlan-id | dot1p | none
| untagged}

Example:

Device (config-if) # switchport voice vlan|
dotlp

Configures the voice VLAN.

* vian-id—Configures the phone to forward
all voice traffic through the specified
VLAN. By default, the Cisco IP Phone
forwards the voice traffic with an IEEE
802.1Q priority of 5. Valid VLAN IDs are
1 to 4094.

+ dot1p—Configures the device to accept
voice and data IEEE 802.1p priority frames
tagged with VLAN ID 0 (the native
VLAN). By default, the device drops all
voice and data traffic tagged with VLAN
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Configuring the Priority of Incoming Data Frames

You can connect a PC or other data device to a Cisco IP Phone port. To process tagged data traffic (in IEEE
802.1Q or IEEE 802.1p frames), you can configure the device to send CDP packets to instruct the phone how
to send data packets from the device attached to the access port on the Cisco IP Phone. The PC can generate
packets with an assigned CoS value. You can configure the phone to not change (trust) or to override (not
trust) the priority of frames arriving on the phone port from connected devices.

Configuring the Priority of Incoming Data Frames .

Command or Action

Purpose

0. If configured for 802.1p the Cisco IP
Phone forwards the traffic with an IEEE
802.1p priority of 5.

* none—Allows the phone to use its own
configuration to send untagged voice
traffic.

« untagged—Configures the phone to send
untagged voice traffic.

Step 5

end

Example:

Device (config-if) # end

Returns to privileged EXEC mode.

Step 6

Use one of the following:

« show interfaces interface-id switchport

+ show running-config interface
interface-id

Example:

Device# show interfaces
gigabitethernetl/1l switchport

or

Device# show running-config interface
gigabitethernetl/1

Verifies your voice VLAN entries or your QoS
and voice VLAN entries.

Step 7

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Follow these steps to set the priority of data traffic received from the non-voice port on the Cisco IP Phone:
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Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface interface-id Specifies the interface connected to the Cisco
IP Phone, and enters interface configuration
Example:
mode.

Device (config) # interface

gigabitethernetl/1
Step 4 switchport priority extend {cosvalue|trust} | Sets the priority of data traffic received from
the Cisco IP Phone access port:
Example:
+ cos value—Configures the phone to

Device (config-if)# switchport priority override the priority received from the PC

extend trust or the attached device with the specified
CoS value. The value is a number from 0
to 7, with 7 as the highest priority. The
default priority is cos 0.

* trust—Configures the phone access port
to trust the priority received from the PC
or the attached device.

Step 5 end Returns to privileged EXEC mode.
Example:

Device (config-if) # end

Step 6 show interfaces interface-id switchport Verifies your entries.

Example:

Device# show interfaces
gigabitethernetl/1 switchport
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Monitoring Voice VLAN .

Command or Action

Purpose

Step 7

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Monitoring Voice VLAN

To display voice VLAN configuration for an interface, use the show interfaces interface-id switchport
privileged EXEC command.
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Configuring VLAN Trunks

* Information About VLAN Trunks, on page 299
* Prerequisites for VLAN Trunks, on page 302

* Restrictions for VLAN Trunks, on page 302

* How to Configure VLAN Trunks, on page 303

Information About VLAN Trunks

The following sections provide information about VLAN Trunks:

Trunking Overview

A trunk is a point-to-point link between one or more Ethernet interfaces and another networking device such
as a router or a controller. Ethernet trunks carry the traffic of multiple VLANs over a single link, and you can
extend the VLANS across an entire network.

IEEE 802.1Q— Industry-standard trunking encapsulation is available on all Ethernet interfaces.

Trunking Modes

Ethernet trunk interfaces support different trunking modes. You can set an interface as trunking or nontrunking
or to negotiate trunking with the neighboring interface. To autonegotiate trunking, the interfaces must be in
the same VTP domain.

Trunk negotiation is managed by the Dynamic Trunking Protocol (DTP). However, some internetworking
devices might forward DTP frames improperly, which could cause misconfigurations.
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Layer 2 Interface Modes

Table 35: Layer 2 Interface Modes

Mode Function

switchport mode access Puts the interface (access port) into permanent nontrunking mode and
negotiates to convert the link into a nontrunk link. The interface becomes a
nontrunk interface regardless of whether or not the neighboring interface is
a trunk interface.

switchport mode dynamic | Makes the interface able to convert the link to a trunk link. The interface
auto becomes a trunk interface if the neighboring interface is set to trunk or
desirable mode. The default switchport mode for all Ethernet interfaces is
dynamic auto.

switchport mode dynamic | Makes the interface actively attempt to convert the link to a trunk link. The
desirable interface becomes a trunk interface if the neighboring interface is set to
trunk, desirable, or auto mode.

switchport mode trunk Puts the interface into permanent trunking mode and negotiates to convert
the neighboring link into a trunk link. The interface becomes a trunk interface
even if the neighboring interface is not a trunk interface.

switchport nonegotiate Prevents the interface from generating DTP frames. You can use this
command only when the interface switchport mode is access or trunk. You
must manually configure the neighboring interface as a trunk interface to
establish a trunk link.

switchport mode Configures the private VLAN mode.
private-vian

Allowed VLANs on a Trunk

By default, a trunk port sends traffic to and receives traffic from all VLANs. All VLAN IDs, 1 to 4094, are
allowed on each trunk. However, you can remove VLANSs from the allowed list, preventing traffic from those
VLANSs from passing over the trunk.

To reduce the risk of spanning-tree loops or storms, you can disable VLAN 1 on any individual VLAN trunk
port by removing VLAN 1 from the allowed list. When you remove VLAN 1 from a trunk port, the interface
continues to send and receive management traffic, for example, Cisco Discovery Protocol (CDP), Port
Aggregation Protocol (PAgP), Link Aggregation Control Protocol (LACP), DTP, and VTP in VLAN 1.

If a trunk port with VLAN 1 disabled is converted to a nontrunk port, it is added to the access VLAN. If the
access VLAN is set to 1, the port will be added to VLAN 1, regardless of the switchport trunk allowed
setting. The same is true for any VLAN that has been disabled on the port.

A trunk port can become a member of a VLAN if the VLAN is enabled, if VTP knows of the VLAN, and if
the VLAN is in the allowed list for the port. When VTP detects a newly enabled VLAN and the VLAN is in
the allowed list for a trunk port, the trunk port automatically becomes a member of the enabled VLAN. When
VTP detects a new VLAN and the VLAN is not in the allowed list for a trunk port, the trunk port does not
become a member of the new VLAN.
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Load Sharing on Trunk Ports

Load sharing divides the bandwidth supplied by parallel trunks connecting devices. To avoid loops, STP
normally blocks all but one parallel link between the devices. Using load sharing, you divide the traffic between
the links according to which VLAN the traffic belongs.

You configure load sharing on trunk ports by using STP port priorities or STP path costs. For load sharing
using STP port priorities, both load-sharing links must be connected to the same device. For load sharing
using STP path costs, each load-sharing link can be connected to the same device or to two different devices.

Network Load Sharing Using STP Priorities

When two ports on the same device form a loop, the device uses the STP port priority to decide which port
is enabled and which port is in a blocking state. You can set the priorities on a parallel trunk port so that the
port carries all the traffic for a given VLAN. The trunk port with the higher priority (lower values) fora VLAN
is forwarding traffic for that VLAN. The trunk port with the lower priority (higher values) for the same VLAN
remains in a blocking state for that VLAN. One trunk port sends or receives all traffic for the VLAN.

Network Load Sharing Using STP Path Cost

You can configure parallel trunks to share VLAN traffic by setting different path costs on a trunk and associating
the path costs with different sets of VLANS, blocking different ports for different VLANs. The VLANSs keep
the traffic separate and maintain redundancy in the event of a lost link.

Feature Interactions

Trunking interacts with other features in these ways:

* A trunk port cannot be a secure port.

* Trunk ports can be grouped into EtherChannel port groups, but all trunks in the group must have the
same configuration. When a group is first created, all ports follow the parameters set for the first port to
be added to the group. If you change the configuration of one of these parameters, the device propagates
the setting that you entered to all ports in the group:

* Allowed-VLAN list.
* STP port priority for each VLAN.
* STP Port Fast setting.
* Trunk status:
If one port in a port group ceases to be a trunk, all ports cease to be trunks.
* If you try to enable IEEE 802.1x on a trunk port, an error message appears, and IEEE 802.1x is not

enabled. If you try to change the mode of an IEEE 802.1x-enabled port to trunk, the port mode is not
changed.

* A port in dynamic mode can negotiate with its neighbor to become a trunk port. If you try to enable IEEE
802.1x on a dynamic port, an error message appears, and IEEE 802.1x is not enabled. If you try to change
the mode of an IEEE 802.1x-enabled port to dynamic, the port mode is not changed.
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Prerequisites for VLAN Trunks

The IEEE 802.1Q trunks impose these limitations on the trunking strategy for a network:

* In a network of Cisco devices connected through IEEE 802.1Q trunks, the devices maintain one
spanning-tree instance for each VLAN allowed on the trunks. Non-Cisco devices might support one
spanning-tree instance for all VLANS.

When you connect a Cisco device to a non-Cisco device through an IEEE 802.1Q trunk, the Cisco device
combines the spanning-tree instance of the VLAN of the trunk with the spanning-tree instance of the
non-Cisco IEEE 802.1Q device. However, spanning-tree information for each VLAN is maintained by
Cisco devices separated by a cloud of non-Cisco IEEE 802.1Q devices. The non-Cisco IEEE 802.1Q
cloud separating the Cisco device is treated as a single trunk link between the devices.

» Make sure the native VLAN for an IEEE 802.1Q trunk is the same on both ends of the trunk link. If the
native VLAN on one end of the trunk is different from the native VLAN on the other end, spanning-tree
loops might result.

* Disabling spanning tree on the native VLAN of an IEEE 802.1Q trunk without disabling spanning tree
on every VLAN in the network can potentially cause spanning-tree loops. We recommend that you leave
spanning tree enabled on the native VLAN of an IEEE 802.1Q trunk or disable spanning tree on every
VLAN in the network. Make sure your network is loop-free before disabling spanning tree.

Restrictions for VLAN Trunks

The following are restrictions for VLAN trunks:
* A trunk port cannot be a secure port.

* Trunk ports can be grouped into EtherChannel port groups, but all trunks in the group must have the
same configuration. When a group is first created, all ports follow the parameters set for the first port to
be added to the group. If you change the configuration of one of these parameters, the device propagates
the setting that you entered to all ports in the group:

* Allowed-VLAN list.
 STP port priority for each VLAN.
» STP Port Fast setting.
* Trunk status:
If one port in a port group ceases to be a trunk, all ports cease to be trunks.
* If you try to enable IEEE 802.1x on a trunk port, an error message appears, and IEEE 802.1x is not

enabled. If you try to change the mode of an IEEE 802.1x-enabled port to trunk, the port mode is not
changed.

* A port in dynamic mode can negotiate with its neighbor to become a trunk port. If you try to enable IEEE
802.1x on a dynamic port, an error message appears, and IEEE 802.1x is not enabled. If you try to change
the mode of an IEEE 802.1x-enabled port to dynamic, the port mode is not changed.

* Dynamic Trunking Protocol (DTP) is not supported on tunnel ports.

. Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1



| Layer2
How to Configure VLAN Trunks .

* The device does not support Layer 3 trunks; you cannot configure subinterfaces or use the encapsulation
keyword on Layer 3 interfaces. The device does support Layer 2 trunks and Layer 3 VLAN interfaces,
which provide equivalent capabilities.

* When native VLAN and management VLAN is configured with the same VLAN ID and a new VLAN
is added as trunk port, both the new VLAN and native VLAN shifts between active and suspend state
for a duration of 15 seconds. This duration is the time taken for STP to resolve all inconsistencies.

* The switchport trunk native vlan command is not supported.

How to Configure VLAN Trunks

To avoid trunking misconfigurations, configure interfaces connected to devices that do not support DTP to
not forward DTP frames, that is, to turn off DTP.

* If you do not intend to trunk across those links, use the switchport mode access interface configuration
command to disable trunking.

» To enable trunking to a device that does not support DTP, use the switchport modetrunk and switchport
nonegotiate interface configuration commands to cause the interface to become a trunk but to not generate
DTP frames.

Configuring an Ethernet Interface as a Trunk Port

This section provides information about configuring an Ethernet Interface as a trunk port:

Configuring a Trunk Port

Because trunk ports send and receive VTP advertisements, to use VTP you must ensure that at least one trunk
port is configured on the device and that this trunk port is connected to the trunk port of a second device.
Otherwise, the device cannot receive any VTP advertisements.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal
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Command or Action

Purpose

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Specifies the port to be configured for trunking,
and enters interface configuration mode.

Step 4

switchport mode {dynamic {auto| desirable}
| trunk}

Example:

Device (config-if) # switchport mode
dynamic desirable

Configures the interface as a Layer 2 trunk
(required only if the interface is a Layer 2 access
port or tunnel port or to specify the trunking
mode).

« dynamic auto—Sets the interface to a
trunk link if the neighboring interface is
set to trunk or desirable mode. This is the
default.

« dynamic desir able—Sets the interface to
a trunk link if the neighboring interface is
set to trunk, desirable, or auto mode.

* trunk—Sets the interface in permanent
trunking mode and negotiate to convert
the link to a trunk link even if the
neighboring interface is not a trunk
interface.

Step 5

switchport access vlan vian-id

Example:

Device (config-if) # switchport access vlan
200

(Optional) Specifies the default VLAN, which
is used if the interface stops trunking.

Step 6

switchport trunk native vlan vian-id

Example:

Device (config-if) # switchport trunk
native vlan 200

Specifies the native VLAN for IEEE 802.1Q
trunks.

Step 7

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 8

show interfaces interface-id switchport

Example:
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Command or Action

Purpose

Device# show interfaces gigabitethernet
1/1 switchport

Defining the Allowed VLANSs on a Trunk

VLAN 1 is the default VLAN on all trunk ports in all Cisco devices, and it has previously been a requirement
that VLAN 1 always be enabled on every trunk link. You can use the VLAN | minimization feature to disable
VLAN 1 on any individual VLAN trunk link so that no user traffic (including spanning-tree advertisements)
is sent or received on VLAN 1.

Procedure

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable
Step 2 configureterminal Enters global configuration mode.
Example:
Device# configure terminal
Step 3 interface interface-id Specifies the port to be configured, and enters
interface configuration mode.
Example:
Device (config) # interface gigabitethernet]
1/1
Step 4 switchport modetrunk Configures the interface as a VLAN trunk port.
Example:
Device (config-if) # switchport mode trunk|
Step 5 switchport trunk allowed vlan { word | add | (Optional) Configures the list of VLANs

| all | except | none | remove} vian-list

Example:

Device (config-if) # switchport trunk
allowed vlan remove 2

allowed on the trunk.

The vlan-list parameter is either a single VLAN
number from 1 to 4094 or a range of VLANs
described by two VLAN numbers, the lower
one first, separated by a hyphen. Do not enter
any spaces between comma-separated VLAN
parameters or in hyphen-specified ranges.

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



. Changing the Pruning-Eligible List

Layer2 |

Command or Action

Purpose

All VLANS are allowed by default.

Step 6

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 7

show interfaces interface-id switchport

Example:

Device# show interfaces gigabitethernet
1/1 switchport

Verifies your entries in the Trunking VLANSs
Enabled field of the display.

Step 8

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Changing the Pruning-Eligible List

The pruning-eligible list applies only to trunk ports. Each trunk port has its own eligibility list. VTP pruning
must be enabled for this procedure to take effect.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Selects the trunk port for which VLANs should
be pruned, and enters interface configuration
mode.
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Command or Action

Purpose

Step 4

switchport trunk pruning vlan {add | except
| none | remove} vlan-list [,vian [,vlan[,,,]]

Configures the list of VLANs allowed to be
pruned from the trunk.

For explanations about using the add, except,
none, and removekeywords, see the command
reference for this release.

Separate non-consecutive VLAN IDs with a
comma and no spaces; use a hyphen to
designate a range of IDs. Valid IDs are 2 to
1001. Extended-range VLANs (VLAN IDs
1006 to 4094) cannot be pruned.

VLAN:S that are pruning-ineligible receive
flooded traffic.

The default list of VLANS allowed to be pruned
contains VLANs 2 to 1001.

Step 5

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 6

show interfaces interface-id switchport

Example:

Device# show interfaces gigabitethernet
1/1 switchport

Verifies your entries in the Pruning VLANS
Enabled field of the display.

Step 7

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuring the Native VLAN for Untagged Traffic

A trunk port configured with IEEE 802.1Q tagging can receive both tagged and untagged traffic. By default,
the device forwards untagged traffic in the native VLAN configured for the port. The native VLAN is VLAN

1 by default.

The native VLAN can be assigned any VLAN ID.

If a packet has a VLAN ID that is the same as the outgoing port native VLAN ID, the packet is sent untagged;
otherwise, the device sends the packet with a tag.
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Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface gigabitethernet]
1/1

Defines the interface that is configured as the
IEEE 802.1Q trunk, and enters interface
configuration mode.

Step 4

switchport trunk native vlan vian-id

Example:

Device (config-if)# switchport trunk
native vlan 12

Configures the VLAN that is sending and
receiving untagged traffic on the trunk port.

For vlan-id, the range is 1 to 4094.

Step 5

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

Step 6

show interfaces interface-id switchport

Example:

Device# show interfaces gigabitethernet
1/1 switchport

Verifies your entries in the Trunking Native
Mode VLAN field.

Step 7

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.
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The following sections provide information about configuring trunk ports for load sharing:

Configuring Load Sharing Using STP Port Priorities

Procedure

Configuring Trunk Ports for Load Sharing .

These steps describe how to configure a network with load sharing using STP port priorities.

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable
Step 2 configure terminal Enters global configuration mode on Device A.
Example:
Device# configure terminal
Step 3 vtp domain domain-name Configures a VTP administrative domain.
Example: The domain name can be 1 to 32 characters.
Device (config) # vtp domain workdomain
Step 4 vtp mode server Configures Device A as the VTP server.
Example:
Device (config)# vtp mode server
Step 5 end Returns to privileged EXEC mode.
Example:
Device (config) # end
Step 6 show vtp status Verifies the VTP configuration on both Device
A and Device B.
Example:
In the display, check the VTP Operating Mode
Device# show vtp status and the VTP Domain Name fields.
Step 7 show vlan Verifies that the VLANs exist in the database
on Device A.
Example:
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Command or Action

Purpose

Device# show vlan

Step 8

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 9

interface interface-id

Example:

Device (config) # interface
gigabitethernetl/1

Defines the interface to be configured as a
trunk, and enters interface configuration mode.

Step 10

switchport modetrunk

Example:

Device (config-if)# switchport mode trunk

Configures the port as a trunk port.

Step 11

end

Example:

Device (config-if)# end

Returns to privileged EXEC mode.

Step 12

show interfaces interface-id switchport

Example:

Device# show interfaces gigabitethernet]
1/1 switchport

Verifies the VLAN configuration.

Step 13

Repeat the above steps on Device A for a
second port in the device.

Step 14

Repeat the above steps on Device B to
configure the trunk ports that connect to the
trunk ports configured on Device A.

Step 15

show vlan

Example:

Device# show vlan

When the trunk links come up, VTP passes the
VTP and VLAN information to Device B. This
command verifies that Device B has learned
the VLAN configuration.
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Command or Action

Purpose

Step 16 configure terminal Enters global configuration mode on Device
A.

Example:
Device# configure terminal

Step 17 interface interface-id Defines the interface to set the STP port
Example: priority, and enters interface configuration

) mode.

Device (config)# interface
gigabitethernet 1/1

Step 18 spanning-treevlan vian-range port-priority | Assigns the port priority for the VLAN range
priority-value specified. Enter a port priority value from 0 to
Example: 240. Port priority values increment by 16.
Device (config-if) # spanning-tree vlan
8-10 port-priority 16

Step 19 exit Returns to global configuration mode.
Example:
Device (config-if)# exit

Step 20 interfaceinterface-id Defines the interface to set the STP port
Example: priority, and enters interface configuration

) mode.

Device (config) # interface
gigabitethernet 1/1

Step 21 spanning-treevlan vian-range port-priority | Assigns the port priority for the VLAN range
priority-value specified. Enter a port priority value from 0 to
Example: 240. Port priority values increment by 16.
Device (config-if) # spanning-tree vlan
3-6 port-priority 16

Step 22 end Returns to privileged EXEC mode.
Example:
Device (config-if) # end

Step 23 show running-config Verifies your entries.

Example:
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Command or Action

Purpose

Device# show running-config

Step 24

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuring Load Sharing Using STP Path Cost

These steps describe how to configure a network with load sharing using STP path costs.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode on Device
A.

Step 3

inter face interface-id

Example:

Device (config)# interface
gigabitethernet 1/1

Defines the interface to be configured as a
trunk, and enters interface configuration mode.

Step 4

switchport modetrunk

Example:

Device (config-if) # switchport mode trunk]

Configures the port as a trunk port.

Step 5

exit
Example:

Device (config-if) # exit

Returns to global configuration mode.

. Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1



| Layer2

Configuring Load Sharing Using STP Path Cost .

Command or Action Purpose
Step 6 Repeat Steps 2 through 4 on a second interface
in Device A .
Step 7 end Returns to privileged EXEC mode.
Example:
Device (config) # end
Step 8 show running-config Verifies your entries. In the display, make sure
that the interfaces are configured as trunk
Example:
ports.
Device# show running-config
Step 9 show vlan When the trunk links come up, Device A
Examole: receives the VTP information from the other
ple: devices. This command verifies that Device A
) has learned the VLAN configuration.
Device# show vlan
Step 10 configureterminal Enters global configuration mode.
Example:
Device# configure terminal
Step 11 interface interface-id Defines the interface on which to set the STP
cost, and enters interface configuration mode.
Example:
Device (config) # interface
gigabitethernet 1/1
Step 12 spanning-treevlan vian-range cost cost-value | Sets the spanning-tree path cost to 30 for
VLANS 2 through 4.
Example:
Device (config-if)# spanning-tree vlan
2-4 cost 30
Step 13 end Returns to global configuration mode.
Example:
Device (config-if)# end
Step 14 Repeat Steps 9 through 13 on the other

configured trunk interface on Device A, and
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Command or Action Purpose

set the spanning-tree path cost to 30 for
VLANSs 8, 9, and 10.

Step 15 exit Returns to privileged EXEC mode.

Example:

Device (config) # exit

Step 16 show running-config Verifies your entries. In the display, verify that
the path costs are set correctly for both trunk
Example: .
interfaces.

Device# show running-config

Step 17 copy running-config startup-config (Optional) Saves your entries in the

Example: configuration file.

Device# copy running-config
startup-config
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Configuring Private VLANs

The following sections provide information about configuring Private VLANS:

* Restrictions for Private VLANS, on page 315

* Information About Private VLANS, on page 316

* How to Configure Private VLANS, on page 324

* Monitoring Private VLANSs, on page 333

* Configuration Examples for Private VLANSs, on page 333

Restrictions for Private VLANs
A

Note In some cases, the configuration is accepted with no error messages, but the commands have no effect.

* Do not configure fallback bridging on the device with private VLANS.
* Do not configure a remote SPAN (RSPAN) VLAN as a primary or a secondary VLAN of a private-VLAN.

* Do not configure private VLAN ports on interfaces configured for these other features:

* Dynamic-access port VLAN membership

* Dynamic Trunking Protocol (DTP)

* IP Source Guard

* [Pv6 First Hop Security (FHS)

* [Pv6 Security Group (SG)

* Multicast VLAN Registration (MVR)

» Voice VLAN

* Web Cache Communication Protocol (WCCP)

* Port Aggregation Protocol (PAgP) and Link Aggregation Control Protocol (LACP) are supported only
for Private VLAN promiscuous trunk ports and Private VLAN isolated trunk ports.
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* You can configure IEEE 802.1x port-based authentication on a private-VLAN port, but do not configure
802.1x with port security, voice VLAN, or per-user ACL on private-VLAN ports.

* A private-VLAN host or promiscuous port cannot be a SPAN destination port. If you configure a SPAN
destination port as a private-VLAN port, the port becomes inactive.

* If you configure a static MAC address on a promiscuous port in the primary VLAN, you need not add
the same static address to all associated secondary VLANS. Similarly, if you configure a static MAC
address on a host port in a secondary VLAN, you need not add the same static MAC address to the
associated primary VLAN. Also, when you delete a static MAC address from a private-VLAN port, you
do not have to remove all instances of the configured MAC address from the private VLAN.

N

Note Dynamic MAC addresses learned in the secondary VLAN of a private VLAN
are replicated to the primary VLANSs. All MAC entries are learnt on secondary
VLAN:S, even if the traffic ingresses from primary VLAN. If a MAC address is
dynamically learnt in the primary VLAN, it is not replicated in the associated
secondary VLANS.

* Configure Layer 3 VLAN interfaces (switch value interfaces) only for primary VLANS.

* Private VLAN configured with MACsec or Virtual Private LAN Services (VPLS) or Cisco
Software-Defined Access solution on the same VLAN does not work.

Information About Private VLANs

The following sections provide information about Private VL ANs:

Private VLAN Domains

The private VLAN feature addresses two problems that service providers face when using VLANSs:
* To enable IP routing, each VLAN is assigned a subnet address space or a block of addresses, which can
result in wasting the unused IP addresses, and cause IP address management problems.

Figure 34: Private VLAN Domain

Using private VLANs addresses the scalability problem and provides IP address management benefits for
service providers and Layer 2 security for customers. Private VLANS partition a regular VLAN domain into
subdomains. A subdomain is represented by a pair of VLANS: a primary VLAN and a secondary VLAN. A
private VLAN can have multiple VLAN pairs, one pair for each subdomain. All VLAN pairs in a private
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VLAN share the same primary VLAN. The secondary VLAN ID differentiates one subdomain from another.
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Secondary VLANs

There are two types of secondary VLANS:

* [solated VLANs—Ports within an isolated VLAN cannot communicate with each other at the Layer 2
level.

* Community VLANs—Ports within a community VLAN can communicate with each other but cannot
communicate with ports in other communities at the Layer 2 level.

Private VLANSs Ports

Private VLANSs provide Layer 2 isolation between ports within the same private VLAN. Private VLAN ports
are access ports that are one of these types:

* [solated—An isolated port is a host port that belongs to an isolated secondary VLAN. It has complete
Layer 2 separation from other ports within the same private VLAN, except for the promiscuous ports.
Private VLANS block all traffic to isolated ports except traffic from promiscuous ports. Traffic received
from an isolated port is forwarded only to promiscuous ports.

» Community—A community port is a host port that belongs to a community secondary VLAN. Community
ports communicate with other ports in the same community VLAN and with promiscuous ports. These
interfaces are isolated at Layer 2 from all other interfaces in other communities and from isolated ports
within their private VLAN.

\}

Note Promiscuous ports are not supported.

Trunk ports carry traffic from regular VLANSs and also from primary, isolated, and community VLANS.
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Primary and secondary VLANs have these characteristics:

* Primary VLAN—A private VLAN has only one primary VLAN. Every port in a private VLAN is a
member of the primary VLAN. The primary VLAN carries unidirectional traffic downstream from the
promiscuous ports to the (isolated and community) host ports and to other promiscuous ports.

* Isolated VLAN —A private VLAN has only one isolated VLAN. An isolated VLAN is a secondary
VLAN that carries unidirectional traffic upstream from the hosts toward the promiscuous ports and the
gateway.

* Community VLAN—A community VLAN is a secondary VLAN that carries upstream traffic from the
community ports to the promiscuous port gateways and to other host ports in the same community. You
can configure multiple community VLANSs in a private VLAN.

A promiscuous port can serve only one primary VLAN, one isolated VLAN, and multiple community VLANS.
Layer 3 gateways are typically connected to the device through a promiscuous port. With a promiscuous port,
you can connect a wide range of devices as access points to a private VLAN. For example, you can use a
promiscuous port to monitor or back up all the private VLAN servers from an administration workstation.

Private VLANs in Networks

In a switched environment, you can assign an individual private VLAN and associated IP subnet to each
individual or common group of end stations. The end stations need to communicate only with a default gateway
to communicate outside the private VLAN.

You can use private VLANS to control access to end stations in these ways:

* Configure selected interfaces connected to end stations as isolated ports to prevent any communication
at Layer 2. For example, if the end stations are servers, this configuration prevents Layer 2 communication
between the servers.

* Configure interfaces connected to default gateways and selected end stations (for example, backup
servers) as promiscuous ports to allow all end stations access to a default gateway.

You can extend private VLANs across multiple devices by trunking the primary, isolated, and community
VLANS to other devices that support private VLANs. To maintain the security of your private VLAN
configuration and to avoid other use of the VLANs configured as private VLANSs, configure private VLANs
on all intermediate devices, including devices that have no private VLAN ports.

IP Addressing Scheme with Private VLANs

Assigning a separate VLAN to each customer creates an inefficient IP addressing scheme:

* Assigning a block of addresses to a customer VLAN can result in unused IP addresses.

* If the number of devices in the VLAN increases, the number of assigned address might not be large
enough to accommodate them.

These problems are reduced by using private VLANs, where all members in the private VLAN share a common
address space, which is allocated to the primary VLAN. Hosts are connected to secondary VLANs and the
DHCEP server assigns them [P addresses from the block of addresses allocated to the primary VLAN. Subsequent
IP addresses can be assigned to customer devices in different secondary VLANS, but in the same primary
VLAN. When new devices are added, the DHCP server assigns them the next available address from a large
pool of subnet addresses.
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Private VLANs Across Multiple Devices

Figure 35: Private VLANs Across Switches

As with regular VLANS, private VLANSs can span multiple switches. A trunk port carries the primary VLAN
and secondary VLANS to a neighboring switch. The trunk port treats the private VLAN as any other VLAN.
A feature of private VLANSs across multiple switches is that traffic from an isolated port in the Switch A does
not reach an isolated port on Switch B.

Trunk ports

Carries VLAN 100, B
= 201, and 202 traffic = 2

VLAN 100 = Primary VLAN
VLAN 201 = Secondary isolated VLAN
VLAN 202 = Secondary community VLAN

Private VLANS are supported in transparent mode for VTP 1, 2 and 3. Private VLAN is also supported on
server mode for VTP 3. If you have a server client setup using VTP 3, private VLANs configured on the
server should be reflected on the client.

Private-VLAN Interaction with Other Features

The following sections provide information about Private-VLAN interaction with other features:

Private VLANs and Unicast, Broadcast, and Multicast Traffic

In regular VLANS, devices in the same VLAN can communicate with each other at the Layer 2 level, but
devices connected to interfaces in different VLANSs must communicate at the Layer 3 level. In private VLANS,
the promiscuous ports are members of the primary VLAN, while the host ports belong to secondary VLANS.
Because the secondary VLAN is associated with the primary VLAN, members of the these VLANs can
communicate with each other at the Layer 2 level.

In aregular VLAN, broadcasts are forwarded to all ports in that VLAN. Private VLAN broadcast forwarding
depends on the port sending the broadcast:

* An isolated port sends a broadcast only to the promiscuous ports or trunk ports.

* A community port sends a broadcast to all promiscuous ports, trunk ports, and ports in the same community
VLAN.

* A promiscuous port sends a broadcast to all ports in the private VLAN (other promiscuous ports, trunk
ports, isolated ports, and community ports).
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Multicast traffic is routed or bridged across private VLAN boundaries and within a single community VLAN.
Multicast traffic is not forwarded between ports in the same isolated VLAN or between ports in different
secondary VLANSs.

Private VLAN multicast forwarding supports the following:
« Sender can be outside the VLAN and the Receivers can be inside the VLAN domain.

» Sender can be inside the VLAN and the Receivers can be outside the VLAN domain.

* Sender and Receiver can both be in the same community VLAN.

Private VLANs and SVIs

A switch virtual interface (SVI) represents the Layer 3 interface of a VLAN. Layer 3 devices communicate
with a private VLAN only through the primary VLAN and not through secondary VL ANs. Configure Layer
3 VLAN interfaces (SVIs) only for primary VLANSs. You cannot configure Layer 3 VLAN interfaces for
secondary VLANSs. SVIs for secondary VLANS are inactive while the VLAN is configured as a secondary
VLAN.

* If you try to configure a VLAN with an active SVI as a secondary VLAN, the configuration is not allowed
until you disable the SVI.

* Ifyou try to create an SVI on a VLAN that is configured as a secondary VLAN and the secondary VLAN
is already mapped at Layer 3, the SVI is not created, and an error is returned. If the SVI is not mapped
at Layer 3, the SVI is created, but it is automatically shut down.

When the primary VLAN is associated with and mapped to the secondary VLAN, any configuration on the
primary VLAN is propagated to the secondary VLAN SVIs. For example, if you assign an IP subnet to the
primary VLAN SVI, this subnet is the IP subnet address of the entire private VLAN.

Private VLAN with Dynamic MAC Address

The MAC addresses learnt in the secondary VLAN are replicated to the primary VLAN and not vice-versa.
This saves the hardware 12 cam space. The primary VLAN is always used for forwarding lookups in both
directions.

Dynamic MAC addresses learned in Primary VLAN of a private VLAN are then, if required, replicated in
the secondary VLANSs. For example, if a MAC-address is dynamically received on the secondary VLAN, it
will be learnt as part of primary VLAN. In case of isolated VLANS, a blocked entry for the same mac will be
added to secondary VLAN in the mac address table. So, MAC learnt on host ports in secondary domain are
installed as blocked type entries. All mac entries are learnt on secondary VLANS, even if the traffic ingresses
from primary VLAN.

However, if a MAC-address is dynamically learnt in the primary VLAN it will not get replicated in the
associated secondary VLANS.

Private VLAN with Static MAC Address

Users are not required to replicate the Static MAC Address CLI for private VLAN hosts as compare to legacy
model.

Example:

* In the legacy model, if the user configures a static MAC address, they need to add the same static MAC
address in the associated VLAN too. For example, if MAC address A is user configured on port 1/0/1
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in VLAN 101, where VLAN 101 is a secondary VLAN and VLAN 100 is a primary VLAN, then the
user has to configure

mac-address static A vlan 101 interface G1/1
mac-address static A vlan 100 interface Gl/1

* In this device, the user does not need to replicate the mac address to the associated VLAN. For the above
example, user has to configure only

mac-address static A vlan 101 interface G1/1

Private VLAN Interaction with VACL/Q0S

Private VLANSs are bidirectional in case of this device, as compared to “Unidirectional” in other platforms.

After layer-2 forward lookup, proper egress VLAN mapping happens and all the egress VL AN based feature
processing happens in the egress VLAN context.

When a frame in Layer-2 is forwarded within a private VLAN, the VLAN map is applied at the ingress side
and at the egress side. When a frame is routed from inside a private VLAN to an external port, the private-VLAN
map is applied at the ingress side. Similarly, when the frame is routed from an external port to a Private VLAN,
the private-VLAN is applied at the egress side. This is applicable to both bridged and routed traffic.

Bridging:

* For upstream traffic from secondary VLAN to primary VLAN, the MAP of the secondary VLAN is
applied on the ingress side and the MAP of the primary VLAN is applied on the egress side.

* For downstream traffic from primary VLAN to secondary VLAN, the MAP of the primary VLAN is
applied in the ingress direction and the MAP of the secondary VLAN is applied in the egress direction.

Routing

If we have two private VLAN domains - PV1 (secl, priml) and PV2 (sec2, prim2). For frames routed from
PV1to PV2:

» The MAP of secl and L3 ACL of prim1 is applied in the ingress port.
* The MAP of sec2 and L3 ACL of prim2 is applied in the egress port.

For packets going upstream or downstream from isolated host port to promiscuous port, the isolated VLAN’s
VACL is applied in the ingress direction and primary VLAN’s VACL is applied in the egress direction. This
allows user to configure different VACL for different secondary VLAN in a same primary VLAN domain.

\}

Note 2-way community VLAN is now not required as the private VLANSs on this device are always bi-directional.

Private-VLAN Configuration Guidelines

The following sections provide information about Private-VLAN configuration guidelines:

Default Private-VLAN Configurations
No private VLANSs are configured.
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Secondary and Primary VLAN Configuration

Follow these guidelines when configuring private VLANSs:

Private VLANS are supported in transparent mode for VTP 1, 2 and 3. If the device is running VTP
version | or 2, you must set VTP to transparent mode. After you configure a private VLAN, you should
not change the VTP mode to client or server. VTP version 3 supports private VLANSs in all modes.

With VTP version 1 or 2, after you have configured private VLANS, use the copy running-config startup
config privileged EXEC command to save the VTP transparent mode configuration and private-VLAN
configuration in the device startup configuration file. Otherwise, if the device resets, it defaults to VTP
server mode, which does not support private VLANs. VTP version 3 does support private VLANS.

VTP version 1 and 2 do not propagate private-VLAN configuration. You must configure private VLANs
on each device where you want private-VLAN ports unless the devices are running VTP version 3, as
VTP3 propagate private vlans.

You cannot configure VLAN 1 or VLANs 1002 to 1005 as primary or secondary VLANSs. Extended
VLANSs (VLAN IDs 1006 to 4094) can belong to private VLANS.

A primary VLAN can have one isolated VLAN and multiple community VLANSs associated with it. An
isolated or community VLAN can have only one primary VLAN associated with it.

Although a private VLAN contains more than one VLAN, only one Spanning Tree Protocol (STP)
instance runs for the entire private VLAN. When a secondary VLAN is associated with the primary
VLAN, the STP parameters of the primary VLAN are propagated to the secondary VLAN.

When copying a PVLAN configuration from a tftp server and applying it on a running-config, the PVLAN
association will not be formed. You will need to check and ensure that the primary VLAN is associated
to all the secondary VLANS.

You can also use configure replace flash:config_file force instead of copy flash:config_file
running-config.

You can enable DHCP snooping on private VLANs. When you enable DHCP snooping on the primary
VLAN, it is propagated to the secondary VLANSs. If you configure DHCP on a secondary VLAN, the
configuration does not take effect if the primary VLAN is already configured.

When you enable IP source guard on private-VLAN ports, you must enable DHCP snooping on the
primary VLAN.

We recommend that you prune the private VLANs from the trunks on devices that carry no traffic in the
private VLANS.

You can apply different quality of service (QoS) configurations to primary, isolated, and community
VLAN:E.

Note the following considerations for sticky ARP:
» Sticky ARP entries are those learned on SVIs and Layer 3 interfaces. These entries do not age out.

* The ip sticky-arp global configuration command is supported only on SVIs belonging to private
VLANS.

* The ip sticky-arp interface configuration command is only supported on:
* Layer 3 interfaces

* SVIs belonging to normal VLANs
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* SVIs belonging to private VLANs

For more information about using the ip sticky-arp global configuration and the ip sticky-arp
interface configuration commands, see the command reference for this release.

* You can configure VLAN maps on primary and secondary VLANs. However, we recommend that you
configure the same VLAN maps on private-VLAN primary and secondary VLANS.

* PVLANSs are bidirectional. They can be applied at both the ingress and egress sides.

When a frame inLayer-2 is forwarded within a private VLAN, the VLAN map is applied at the ingress
side and at the egress side. When a frame is routed from inside a private VLAN to an external port, the
private-VLAN map is applied at the ingress side. Similarly, when the frame is routed from an external
port to a Private VLAN, the private-VLAN is applied at the egress side.

Bridging

* For upstream traffic from secondary VLAN to primary VLAN, the MAP of the secondary VLAN
is applied on the ingress side and the MAP of the primary VLAN is applied on the egress side.

* For downstream traffic from primary VLAN to secondary VLAN, the MAP of the primary VLAN
is applied in the ingress direction and the MAP of the secondary VLAN is applied in the egress
direction.

Routing

If we have two private VLAN domains - PV1 (secl, priml) and PV2 (sec2, prim2). For frames routed
from PV1 to PV2:

* The MAP of secl and L3 ACL of prim1 is applied in the ingress port .
* The MAP of secl and L3 ACL of prim2 is applied in the egress port.

* For packets going upstream or downstream from isolated host port to promiscuous port, the isolated
VLAN’s VACL is applied in the ingress direction and primary VLAN’S VACL is applied in the
egress direction. This allows user to configure different VACL for different secondary VLAN in a
same primary VLAN domain.

To filter out specific IP traffic for a private VLAN, you should apply the VLAN map to both the primary
and secondary VLANSs.

* You can apply router ACLs only on the primary-VLAN SVIs. The ACL is applied to both primary and
secondary VLAN Layer 3 traffic.

* Although private VLANs provide host isolation at Layer 2, hosts can communicate with each other at
Layer 3.

* Private VLANS support these Switched Port Analyzer (SPAN) features:
* You can configure a private-VLAN port as a SPAN source port.

* You can use VLAN-based SPAN (VSPAN) on primary, isolated, and community VLANS or use
SPAN on only one VLAN to separately monitor egress or ingress traffic.
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Private VLAN Port Configuration

Follow these guidelines when configuring private VLAN ports:

* Use only the private VLAN configuration commands to assign ports to primary, isolated, or community
VLANS. Layer 2 access ports assigned to the VLANSs that you configure as primary, isolated, or community
VLANSs are inactive while the VLAN is part of the private VLAN configuration. Layer 2 trunk interfaces
remain in the STP forwarding state.

* Do not configure ports that belong to a PAgP or LACP EtherChannel as private VLAN ports. While a
port is part of the private VLAN configuration, any EtherChannel configuration for it is inactive.

* Enable Port Fast and BPDU guard on isolated and community host ports to prevent STP loops due to
misconfigurations and to speed up STP convergence. When enabled, STP applies the BPDU guard feature
to all Port Fast-configured Layer 2 LAN ports. Do not enable Port Fast and BPDU guard on promiscuous
ports.

* If you delete a VLAN used in the private VLAN configuration, the private VLAN ports associated with
the VLAN become inactive.

* Private VLAN ports can be on different network devices if the devices are trunk-connected and the
primary and secondary VLANSs have not been removed from the trunk.

How to Configure Private VLANs

The following sections provide information about configuring Private VLANSs:

Configuring Private VLANs

To configure a private VLAN, perform these steps:

\ )

Note Private vlans are supported in transparent mode for VTP 1, 2 and 3. Private VLANS are also supported on
server mode with VTP 3.

Procedure

Step 1 Set VTP mode to transparent

Note
Note: For VTIP3, you can set mode to either server or transparent mode.

Step 2 Create the primary and secondary VLANs and associate them.
See Configuring and Associating VLANSs in a Private VLAN

Note
If the VLAN is not created already, the private-VLAN configuration process creates it.

Step 3 Configure interfaces to be isolated or community host ports, and assign VLAN membership to the host port.
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See Configuring a Layer 2 Interface as a Private VLAN Host Port

Step 4 Configure interfaces as promiscuous ports, and map the promiscuous ports to the primary-secondary VLAN

pair.

See Configuring a Layer 2 Interface as a Private VLAN Promiscuous Port

Step 5 If inter-VLAN routing will be used, configure the primary SVI, and map secondary VLANS to the primary.
See Mapping Secondary VLANSs to a Primary VLAN Layer 3 VLAN Interface

Step 6 Verify private-VLAN configuration.

Configuring and Associating VLANSs in a Private VLAN

The private-vlan commands do not take effect until you exit VLAN configuration mode.

To configure and associate VLANS in a Private VLAN, perform these steps:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

vtp mode transparent

Example:

Device (config) # vtp mode transparent

Sets VTP mode to transparent (disable VTP).

Note
For VTP3, you can set mode to either server
or transparent mode

Step 4

vlan vian-id

Example:

Device (config)# wvlan 20

Enters VLAN configuration mode and
designates or creates a VLAN that will be the
primary VLAN. The VLAN ID range is 2 to
1001 and 1006 to 4094.

Step 5

private-vlan primary

Example:

Device (config-vlan) # private-vlan

Designates the VLAN as the primary VLAN.
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Command or Action Purpose
primary
Step 6 exit Returns to global configuration mode.
Example:
Device (config-vlan) # exit
Step 7 vlan vian-id (Optional) Enters VLAN configuration mode
Example: and designates or creates a VLAN that will be
pre: an isolated VLAN. The VLAN ID range is 2
_ , to 1001 and 1006 to 4094.
Device (config) # vlan 501
Step 8 private-vlan isolated Designates the VLAN as an isolated VLAN.
Example:
Device (config-vlan) # private-vlan
isolated
Step 9 exit Returns to global configuration mode.
Example:
Device (config-vlan) # exit
Step 10 vlan vian-id (Optional) Enters VLAN configuration mode
Examole: and designates or creates a VLAN that will be
pre: a community VLAN. The VLAN ID range is
_ . 2 to 1001 and 1006 to 4094.
Device (config) # vlan 502
Step 11 private-vian community Designates the VLAN as a community VLAN.
Example:
Device (config-vlan) # private-vlan
community
Step 12 exit Returns to global configuration mode.
Example:
Device (config-vlan) # exit
Step 13 vlan vian-id (Optional) Enters VLAN configuration mode
and designates or creates a VLAN that will be
Example:
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Command or Action

Purpose

Device (config) # vlan 503

a community VLAN. The VLAN ID range is
2 to 1001 and 1006 to 4094.

Step 14 private-vlan community Designates the VLAN as a community VLAN.
Example:
Device (config-vlan) # private-vlan
community

Step 15 exit Returns to global configuration mode.
Example:
Device (config-vlan) # exit

Step 16 vlan vian-id Enters VLAN configuration mode for the
Example: primary VLAN designated in Step 4.
Device (config) # vlan 20

Step 17 private-vlan association [add | remove] Associates the secondary VLANSs with the

secondary_vlan_list

Example:

Device (config-vlan) # private-vlan
association 501-503

primary VLAN. It can be a single
private-VLAN ID or a hyphenated range of
private-VLAN IDs.

* The secondary_vlan_list parameter
cannot contain spaces. It can contain
multiple comma-separated items. Each
item can be a single private-VLAN ID or
a hyphenated range of private-VLAN IDs.

* The secondary_vlan_list parameter can
contain multiple community VLAN IDs
but only one isolated VLAN ID.

* Enter a secondary vian_list, or use the
add keyword with a secondary_vian_list
to associate secondary VLANs with a
primary VLAN.

* Use the remove keyword with a
secondary_vlan_list to clear the
association between secondary VLANs
and a primary VLAN.

» The command does not take effect until
you exit VLAN configuration mode.
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Command or Action

Purpose

Step 18

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 19

show vlan private-vlan [type] or show
interfaces status

Example:

Device# show vlan private-vlan

Verifies the configuration.

Step 20

copy running-config startup config

Example:

Device# copy running-config
startup-config

Saves your entries in the device startup
configuration file.

Configuring a Layer 2 Interface as a Private VLAN Host Port

Follow these steps to configure a Layer 2 interface as a private-VLAN host port and to associate it with primary
and secondary VLAN:Ss:

\)

Note Isolated and community VLANSs are both secondary VLANS.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

. Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1

interface interface-id

Example:

Enters interface configuration mode for the
Layer 2 interface to be configured.



| Layer2

Configuring a Layer 2 Interface as a Private VLAN Promiscuous Port .

Command or Action

Purpose

Device (config) # interface
gigabitethernetl/2

Step 4

switchport mode private-vlan host

Example:

Device (config-if) # switchport mode
private-vlan host

Configures the Layer 2 port as a private-VLAN
host port.

Step 5

switchport private-vlan host-association
primary_vlan_id secondary_vian_id

Example:

Device (config-if)# switchport
private-vlan host-association 20 501

Associates the Layer 2 port with a private
VLAN.

Note
This is a required step to associate the PVLAN
to a Layer 2 interface.

Step 6

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 7

show interfaces [interface-id] switchport

Example:

Device# show interfaces
gigabitethernetl/2 switchport

Verifies the configuration.

Step 8

copy running-config startup-config

Example:

Device# copy running-config
startup-config

(Optional) Saves your entries in the
configuration file.

Configuring a Layer 2 Interface as a Private VLAN Promiscuous Port

Follow these steps to configure a Layer 2 interface as a private VLAN promiscuous port and map it to primary
and secondary VLAN:Ss:

\}

Note Isolated and community VLANSs are both secondary VLANS.

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



. Configuring a Layer 2 Interface as a Private VLAN Promiscuous Port

Procedure

Layer2 |

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.

Step 3

interface interface-id

Example:

Device (config) # interface
gigabitethernetl/2

Enters interface configuration mode for the
Layer 2 interface to be configured.

Step 4

switchport mode private-vlan promiscuous

Example:

Device (config-if)# switchport mode
private-vlan promiscuous

Configures the Layer 2 port as a private VLAN
promiscuous port.

Step 5

switchport private-vlan mapping
primary vian_id {add | remove}
secondary_vian _list

Example:

Device (config-if)# switchport
private-vlan mapping 20 add 501-503

Maps the private VLAN promiscuous port to a
primary VLAN and to selected secondary
VLAN:S.

* The secondary_vlan_list parameter cannot
contain spaces. It can contain multiple
comma-separated items. Each item can be
asingle private VLAN ID or a hyphenated
range of private VLAN IDs.

* Enter a secondary_MVan _list, or use the
add keyword with a secondary_vian_list
to map the secondary VLANS to the
private VLAN promiscuous port.

+ Use the remove keyword with a
secondary_vian _list to clear the mapping
between secondary VLANs and the private
VLAN promiscuous port.
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Command or Action

Purpose

Step 6

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 7

show interfaces [interface-id] switchport

Example:

Device# show interfaces
gigabitethernetl/2 switchport

Verifies the configuration.

Step 8

copy running-config startup config

Example:

Device# copy running-config
startup-config

Saves your entries in the device startup
configuration file.

Mapping Secondary VLANSs to a Primary VLAN Layer 3 VLAN Interface

If the private VLAN will be used for inter-VLAN routing, you configure an SVI for the primary VLAN and
map secondary VLANS to the SVL.

)

Note Isolated and community VLANS are both secondary VLANS.

Follow these steps to map secondary VLANSs to the SVI of a primary VLAN to allow Layer 3 switching of
private VLAN traffic:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configureterminal

Example:

Device# configure terminal

Enters global configuration mode.
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Command or Action

Purpose

Step 3

interface vlan primary vian id

Example:

Device (config) # interface wvlan 20

Enters interface configuration mode for the
primary VLAN, and configures the VLAN as
an SVI. The VLAN ID range is 2 to 1001 and
1006 to 4094.

Step 4

private-vlan mapping [add | remove]
secondary_vian_list

Example:

Device (config-if)# private-vlan mapping
501-503

Maps the secondary VLANS to the Layer 3
VLAN interface of a primary VLAN to allow
Layer 3 switching of private VLAN ingress
traffic.

Note

The private-vlan mapping interface
configuration command only affects private
VLAN traffic that is Layer 3 switched.

* The secondary_vlan_list parameter cannot
contain spaces. It can contain multiple
comma-separated items. Each item can be
a single private-VLAN ID or a hyphenated
range of private-VLAN IDs.

* Enter a secondary_vlan_list, or use the
add keyword with a secondary_vian list
to map the secondary VLANS to a primary
VLAN.

* Use the remove keyword with a
secondary vlian_list to clear the mapping
between secondary VLANSs and a primary
VLAN.

Step 5

end

Example:

Device (config) # end

Returns to privileged EXEC mode.

Step 6

show interfaces private-vlan mapping

Example:

Device# show interfaces private-vlan
mapping

Verifies the configuration.

Step 7

copy running-config startup config

Example:

Device# copy running-config
startup-config

Saves your entries in the device startup
configuration file.
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Monitoring Private VLANs .

The following table displays the commands used to monitor private VLANSs.

Table 36: Private VLAN Monitoring Commands

Command

Purpose

show interfaces status

Displays the status of interfaces, including the VLANs
to which they belongs.

show vlan private-vlan [type]

show interface switchport

Displays private VLAN configuration on interfaces.

show interface private-vlan mapping

Displays information about the private VLAN
mapping for VLAN SVIs.

Configuration Examples for Private VLANs

This following sections provide configuration examples for Private VLANSs:

Example: Configuring and Associating VLANs in a Private VLAN

This example shows how to configure VLAN 20 as a primary VLAN, VLAN 501 as an isolated VLAN, and
VLANSs 502 and 503 as community VLANS, to associate them in a private VLAN, and to verify the

configuration:

Device# configure terminal

Device (config) # vlan
Device (config-vlan) #
Device (config-vlan) #
Device (config) # vlan
Device (config-vlan) #
Device (config-vlan) #
Device (config) # vlan
Device (config-vlan) #
Device (config-vlan) #
Device (config) # vlan
Device (config-vlan) #
Device (config-vlan) #
Device (config) # vlan
Device (config-vlan) #
Device (config-vlan) #

20
private-vlan
exit

501
private-vlan
exit

502
private-vlan
exit

503
private-vlan
exit

20
private-vlan
end

Device# show vlan private-vlan

Primary Secondary

Type

primary

isolated

community

community

association 501-503

20 501
20 502
20 503

isolated

community
community
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Example: Configuring an Interface as a Host Port

This example shows how to configure an interface as a private VLAN host port, associate it with a private
VLAN pair, and verify the configuration:

Device# configure terminal

Device (config) # interface gigabitethernetl/1

Device (config-if) # switchport mode private-vlan host
Device (config-if)# switchport private-vlan host-association 20 501
Device (config-if)# end

Device# show interfaces gigabitethernetl/l switchport
Name: Gil/1

Switchport: Enabled

Administrative Mode: private-vlan host

Operational Mode: private-vlan host

Administrative Trunking Encapsulation: negotiate
Operational Trunking Encapsulation: native

Negotiation of Trunking: Off

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 1 (default)

Administrative Native VLAN tagging: enabled

Voice VLAN: none

Administrative private-vlan host-association: 20 501
Administrative private-vlan mapping: none
Administrative private-vlan trunk native VLAN: none
Administrative private-vlan trunk Native VLAN tagging: enabled
Administrative private-vlan trunk encapsulation: dotlg
Administrative private-vlan trunk normal VLANs: none
Administrative private-vlan trunk private VLANs: none
Operational private-vlan:

20 501

<output truncated>

Example: Configuring an Interface as a Private VLAN Promiscuous Port

This example shows how to configure an interface as a private VLAN promiscuous port and map it to a private
VLAN. The interface is a member of primary VLAN 20 and secondary VLANs 501 to 503 are mapped to it.

Device# configure terminal

Device (config) # interface gigabitethernetl/2

Device (config-if)# switchport mode private-vlan promiscuous
Device (config-if)# switchport private-vlan mapping 20 add 501-503
Device (config-if)# end

Use the show vlan private-vlan or the show interface status privileged EXEC command to display primary
and secondary VLANs and private-VLAN ports on the device.

Example: Mapping Secondary VLANSs to a Primary VLAN Interface

This example shows how to map the interfaces fo VLANs 501 and 502 to primary VLAN 10, which permits
routing of secondary VLAN ingress traffic from private VLANs 501 and 502:

Device# configure terminal
Device (config)# interface vlan 20

. Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1



| Layer2
Example: Monitoring Private VLANs .

Device (config-if) # private-vlan mapping 501-503
Device (config-if)# end

Device# show interfaces private-vlan mapping
Interface Secondary VLAN Type

vlan20 501 isolated
vlan20 502 community
vlan20 503 community

Example: Monitoring Private VLANs

This example shows output from the show vlan private-vlan command:

Device# show vlan private-vlan

Primary Secondary Type Ports
20 501 isolated Gil/1, Gil/2
20 502 community Gil/2
20 503 community Gil/2
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Configuring Wired Dynamic PVLAN

The following sections provide information about configuring wired dynamic PVLAN:

* Restrictions for Wired Dynamic PVLAN, on page 337
* Information About Wired Dynamic PVLAN, on page 337
* Configuring Wired Dynamic PVLAN, on page 339

Restrictions for Wired Dynamic PVLAN

* High availability is not supported with Wired Dynamic PVLAN.
* Voice VLAN configuration cannot co-exist with this feature.

* Local Web Authentication (LWA) and Central Web Authentication (CWA) cannot be used with this
feature.

* All wired clients using the dynamic PVLAN interface template will be programmed as data clients.
* Only interfaces with existing Access or PVLAN Host switchport mode support PVLAN template.

* Identity Based Networking Services 2.0 (IBNS 2.0) must be used for dynamic template support.

Information About Wired Dynamic PVLAN

Wired Dynamic PVLAN is a feature that uses a private VLAN with AAA authorization to isolate clients and
provide Zero-Trust. It is a method to block peer to peer communications within a subnet/VLAN. Here, the
client is assigned to a PVLAN which isolates a wired client connected on one port from all other ports on
Layer 2 while the Layer 3 communication occurs via the promiscuous port. In this feature, a single wired data
client is supported per port interface, to ensure point-to-point blocking.

)

Note Traffic from multiple clients on the same interface will not be blocked.
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L3 Traffic via
Promiscuous trunk port

Promiscuous Trunk
Port VLAN 10,20,30

Switch B -ﬁ

Trunk Port
VLAN 11,22,33

L2 Traffic and Discovery

Primary VLAN 10
Isolated port Vian 11

Primary VLAMN 30
|solated port Vian 33

Primary VLAN 20
Isolated port Vian 22

357362

In this topology, the hosts are connected to Switch A and they can communicate only with the promiscuous
trunk port on the switch. The PVLAN can be extended to span across multiple switches by adding intermediate
switches. If there is a switch (Switch C) between Switch A and Switch B in the above topology, then layer 2
trunk ports need to be configured on the intermediate links. If case of a community VLAN, it allows packets
to be seen on other hosts within the same community VLAN.

When a host is connected to a switch port with a cable, it is placed into an Isolated PVLAN where it cannot
discover any other hosts. The host is then authenticated by the RADIUS server. Another scenario is when the
port is placed in closed mode, and if the port is not authenticated, only Extensible Authentication Protocol
over LAN (EAPoL) packets are allowed. Once the port is authenticated it is placed into an Isolated VLAN
dynamically. As the host first authenticates with the RADIUS server, it sends the name of a dynamic interface
template to be applied to the host's port. This interface template contains the configurations to enable the
PVLAN Primary and Secondary VLANSs on the port. With the template applied to the host, the switchport
mode will be changed which will cause the port to flap from access mode to PVLAN mode.
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Note The interface template with the same name as referred by AAA Authorization needs to be configured on the
switch.

When the interface template is being applied, the port will physically go down for a time period set by the
sticky timer and come up again. When the RADIUS server sends the interface template a second time, it is
ignored as the conversion has been completed. The port is then assigned to a PVLAN which keeps it isolated.
The host completes authorization and comes up to ready state.

Configure the keep time for which the interface template information is retained before it is removed from
the port using the access-session interface-template sticky timer time command.

Configuring Wired Dynamic PVLAN

To configure Wired Dynamic PVLAN, perform these steps on the user device (Switch A in the above topology):

Before you begin

Ensure that the dotlx aaa is configured on the user device.

Procedure

Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device> enable

Step 2 configureterminal Enters global configuration mode.
Example:
Device# configure terminal

Step 3 vlan vian-id (Optional) Enters VLAN configuration mode
Examole: and designates or creates a VLAN that will be

ple: an isolated VLAN. The VLAN ID range is 2
. . to 1001 and 1006 to 4094.

Device (config) # wvlan 200

Step 4 private-vlan isolated Designates the VLAN as an isolated VLAN.
Example:
Device (config-vlan) # private-vlan
isolated
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Command or Action

Purpose

Step 5

exit
Example:

Device (config-vlan) # exit

Returns to global configuration mode.

Step 6

vlan vian-id

Example:

Device (config)# wvlan 100

Enters VLAN configuration mode and
designates or creates a VLAN that will be the
primary VLAN. The VLAN ID range is 2 to
1001 and 1006 to 4094.

Step 7

private-vlan primary

Example:

Device (config-vlan) # private-vlan
primary

Designates the VLAN as the primary VLAN.

Step 8

private-vlan association [add | remove]
secondary_vlan_list

Example:

Device (config-vlan) # private-vlan
association 200

Associates the secondary VLANs with the
primary VLAN. It can be a single
private-VLAN ID or a hyphenated range of
private-VLAN IDs.

* The secondary_vlan_list parameter
cannot contain spaces. It can contain
multiple comma-separated items. Each
item can be a single private-VLAN ID or
a hyphenated range of private-VLAN IDs.

* The secondary_vian _list parameter can
contain multiple community VLAN IDs
but only one isolated VLAN ID.

* Enter a secondary_vian_list, or use the
add keyword with a secondary_vian list
to associate secondary VLANs with a
primary VLAN.

* Use the remove keyword with a
secondary vian_list to clear the
association between secondary VLANs
and a primary VLAN.

» The command does not take effect until
you exit VLAN configuration mode.

Step 9
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Command or Action

Purpose

Device (config-vlan) # exit

Step 10

template template-name

Example:

Device (config) # template
PVLAN100_200_CFG

Creates a user template and enters template
configuration mode.

Step 11

switchport mode private-vlian host

Example:

Device (config-template) # switchport mode
private-vlan host

Configures a Layer 2 port as a PVLAN host
port on the template.

Step 12

switchport private-vlan host-association
primary vlan_id secondary vian id

Example:

Device (config-template) # switchport
private-vlan host-association 100 200

Configures the association of a Layer 2 port
with a PVLAN on the template.

Step 13

exit
Example:

Device (config-template) # exit

Returns to global configuration mode.

Step 14

access-session inter face-template sticky
timer time

Example:

Device (config) # access-session
interface-template sticky timer 60

Configures the keep time of the template
globally. Once the last client leaves, the
template will be removed from the port after
the configured keep time.

Note
It is recommended that you set the sticky timer
to 60 seconds.

Step 15

interface interface-id

Example:

Device (config) # interface
GigabitEthernetl/1

Enters interface configuration mode and
specifies the interface.

Step 16

access-session interface-template sticky

timer time

Configures the keep time of the template on
the interface. Once the last client leaves, the
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Command or Action

Purpose

Example:

Device (config-if) # access-session
interface-template sticky timer 60

template will be removed from the port after
the configured keep time.

Note
It is recommended that you set the sticky timer
to 60 seconds.

Step 17 end

Example:

Device (config-if) # end

Returns to privileged EXEC mode.

What to do next

After the above steps, configure the Identity Services Engine (ISE) or any other RADIUS server to assign the
template to the client’s port interface after the client has been authenticated successfully.

If you are using the ISE, go to the Policy > Policy Elements> Authorization > Authorization Profile page.
Check the Interface Template check box and enter the name of the template to be assigned to the client

interface.

If you are using a different RADIUS server, the attribute Cisco-AV pair="interface:template=name" must
be pushed to the switch after the initial client authentication has been completed.
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CHAPTER 28

Configuring Bidirectional Forwarding Detection

* Prerequisites for Bidirectional Forwarding Detection, on page 345

* Restrictions for Bidirectional Forwarding Detection, on page 345

* Information About Bidirectional Forwarding Detection, on page 346
* How to Configure Bidirectional Forwarding Detection, on page 348

Prerequisites for Bidirectional Forwarding Detection

* All participating switches must enable Cisco Express Forwarding and IP routing.

* Before BFD is deployed on a switch, it is necessary to configure one of the IP routing protocols that are
supported by BFD. You should implement fast convergence for the routing protocol that you are using.
See IP routing documentation for your version of Cisco IOS software for information on configuring
fast convergence. See the "Restrictions for Bidirectional Forwarding Detection" section for more
information on BFD routing protocol support in Cisco 1OS software.

Restrictions for Bidirectional Forwarding Detection

* BFD works only for directly connected neighbors. BFD neighbors must be no more than one IP hop
away. BFD does not support Multihop configurations.

* BFD support is not available for all platforms and interfaces. To confirm if a specific platform or interface
has BFD support and to obtain the most accurate platform and hardware restrictions, see the Cisco I0S
software release notes for your software version.

* The QoS policy for self-generated packets does not match BFD packets.

* The classclass-default command matches BFD packets. So, you must make sure of the availability of
appropriate bandwidth to prevent dropping of BFD packets due to oversubscription.

* BFD HA is not supported.

* When you use YANG operational models to delete individual BFD interval values, the whole BFD
interval configuration gets deleted.
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Information About Bidirectional Forwarding Detection

The following sections provide information about bidirectional forwarding detection.

BFD Operation

BFD provides a low-overhead, short-duration method of detecting failures in the forwarding path between
two adjacent devices. These devices include the interfaces, data links, and forwarding planes.

BFD is a detection protocol that you enable at the interface and routing protocol levels. Cisco supports BFD
asynchronous mode. BFD asychronous mode depends on the sending of BFD control packets between two
systems to activate and maintain BFD neighbor sessions between devices. Therefore, in order to create a BFD
session, you must configure BFD on both systems (or BFD peers). A BFD session is created once BFD is
enabled on the interfaces and at the device level for the appropriate routing protocols. BFD timers are negotiated,
and the BFD peers begin to send BFD control packets to each other at the negotiated interval.

Neighbor Relationships

BFD provides fast BFD peer failure detection times independently. This is independent of all media types,
encapsulations, topologies, and routing protocols such as BGP, EIGRP, IS-IS, and OSPF. BFD sends rapid
failure detection notices to the routing protocols in the local device to initiate the routing table recalculation
process. In this way, BFD contributes to greatly reduced overall network convergence time. The figure below
shows a simple network with two devices running OSPF and BFD. When OSPF discovers a neighbor (1), it
sends a request to the local BFD process. It initiates a BFD neighbor session with the OSPF neighbor device
(2). The BFD neighbor session with the OSPF neighbor device is established (3).

Figure 36: BFD Process on a Network Configured with OSPF
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The figure below shows what happens when a failure occurs in the network (1). The BFD neighbor session
with the OSPF neighbor device is torn down (2). BFD notifies the local OSPF process that the BFD neighbor
is no longer reachable (3). The local OSPF process tears down the OSPF neighbor relationship (4). If an
alternative path is available, the devices immediately start converging on it.

Figure 37: BFD Process During a Network Failure
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A routing protocol must register with BFD for every neighbor it acquires. Once a neighbor is registered, BFD
initiates a session with the neighbor if a session does not already exist.

OSPF registers with BFD when:
* A neighbor finite state machine (FSM) transitions to full state.
* Both OSPF BFD and BFD are enabled.

On broadcast interfaces, OSPF establishes a BFD session only with the designated router (DR) and backup
designated router (BDR). The session is not established between any two devices in a DROTHER state.

BFD Detection of Failures

Once a BFD session is established and timer negations are complete, BFD peers send BFD control packets.
The packets act in the same manner as an IGP hello protocol to detect liveliness, except at a more accelerated
rate. The following information should be noted:

* BFD is a forwarding path failure detection protocol. BFD detects a failure, but the routing protocol must
act to bypass a failed peer.

* Cisco devices support BFD version 0. Devices use one BFD session for multiple client protocols in the
implementation. For example, if a network is running OSPF and EIGRP across the same link to the same
peer, only one BFD session is established. BFD shares session information with both routing protocols.

BFD Version Interoperability

All BFD sessions come up as Version 1 by default and are interoperable with Version 0. The system
automatically performs BFD version detection, and BFD sessions between neighbors run in the highest
common BFD version between neighbors. For example, if one BFD neighbor is running BFD Version 0 and
the other BFD neighbor is running Version 1, the session runs BFD Version 0. The output from the show bfd
neighbor s [details] command verifies which BFD version a BFD neighbor is running.

See the "Example Configuring BFD in an EIGRP Network with Echo Mode Enabled by Default" for an
example of BFD version detection.

BFD Session Limits

The maximum number of BFD sessions that can be created is 128.

BFD Support for Nonbroadcast Media Interfaces

The BFD feature is supported on routed, SVI, and L3 port channels. The bfd interval command must be
configured on the interface to initiate BFD monitoring.

Benefits of Using BFD for Failure Detection

When you deploy any feature, it is important to consider all the alternatives and be aware of any trade-offs
being made.

The closest alternative to BFD in conventional IS-IS, and OSPF deployments is the use of modified failure
detection mechanisms for EIGRP, IS-IS, and OSPF routing protocols. If you use fast hellos for either IS-IS
or OSPF, these Interior Gateway Protocol (IGP) protocols reduce their failure detection mechanisms to a
minimum of one second.
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There are several advantages to implementing BFD over reduced timer mechanisms for routing protocols:

* Although reducing the IS-IS, and OSPF timers can result in minimum detection timer of one to two
seconds, BFD can provide failure detection in less than one second.

» Because BFD is not tied to any particular routing protocol, it can be used as a generic and consistent
failure detection mechanism for IS-IS, and OSPF.

* Because some parts of BFD can be distributed to the data plane, it can be less CPU-intensive than the
reduced IS-IS, and OSPF timers, which exist wholly at the control plane.

How to Configure Bidirectional Forwarding Detection

The following sections provide configurational information about bidirectional forwarding detection.

Configuring BFD Session Parameters on the Interface

To configure BFD on an interface, you must set the baseline BFD session parameters. Repeat the steps in this
procedure for each interface over which you want to run BFD sessions to BFD neighbors.

The following procedure shows BFD configuration steps for a physical interface. Please use the corresponding
BFD timer values for SVIs and ether-channels respectively.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device>enable
Step 2 configure terminal Enters global configuration mode.
Example:

Device#configure terminal

Step 3 Perform one of the following steps: Configures an IP address for the interface.

+ip address ipv4-address mask
* ipv6 address ipv6-address/mask

Example:

Configuring an IPv4 address for the interface:

Device (config-if) #ip address 10.201.201.1]
255.255.255.0

Configuring an IPv6 address for the interface:
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Command or Action Purpose

Device (config-if) #ipv6é address
2001:db8:1:1::1/32

Step 4 bfd interval milliseconds min_rx Enables BFD on the interface.

milliseconds multiplier interval-multiplier The BFD interval configuration is removed

Example: when the subinterface on which it is configured
is removed.

Device (config-if) #bfd interval 100 min rx

100 multiplier 3 The BFD interval configuration is not removed

when:

« An interface removes an IPv4 address.

« An interface removes an IPv6 address is
removed from an interface.

» An interface disables IPv6.
« An interface is shutdown

* An interface globally or locally disables
IPv4 CEF.

* An interface globally or locally disables
IPv6 CEF.

Step 5 end Exits interface configuration mode and returns

Example: to privileged EXEC mode.

Device (config-if) #end

Configuring BFD Support for Dynamic Routing Protocols

The following sections provide configurational information about BFD support for dynamic routing protocols.

Configuring BFD Support for IS-IS

This section describes the procedures for configuring BFD support for IS-IS so that IS-IS is a registered
protocol with BFD and will receive forwarding path detection failure messages from BFD. There are two
methods for enabling BFD support for IS-IS:

* You can enable BFD for all of the interfaces on which IS-IS is supporting IPv4 routing by using the bfd
all-interfaces command in router configuration mode. You can then disable BFD for one or more of
those interfaces using the isis bfd disable command in interface configuration mode.

* You can enable BFD for a subset of the interfaces for which IS-IS is routing by using the isisbfd command
in interface configuration mode.

To configure BFD support for IS-IS, perform the steps in one of the following sections:
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Prerequisites
* IS-IS must be running on all participating devices.

* The baseline parameters for BFD sessions on the interfaces that you want to run BFD sessions to BFD
neighbors over must be configured. See the "Configuring BFD Session Parameters on the Interface"
section for more information.

N

Note Output from the show bfd neighbors details command shows the configured
intervals. The output does not show intervals that were changed because
hardware-offloaded BFD sessions were configured with Tx and Rx intervals that
are not multiples of 50 ms.

Configuring BFD Support for IS-IS for All Interfaces

To configure BFD on all IS-IS interfaces that support IPv4 routing, perform the steps in this section.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device>enable
Step 2 configure terminal Enters global configuration mode.
Example:

Device#configure terminal

Step 3 router isis area-tag Specifies an IS-IS process and enters router

configuration mode.
Example:

Device (config) #router isis tagl

Step 4 bfd all-interfaces Enables BFD globally on all interfaces that are

associated with the IS-IS routing process.
Example:

Device (config-router) #bfd all-interfaces

Step 5 exit (Optional) Returns the device to global

configuration mode.
Example:

Device (config-router) #exit

Step 6 interface type number (Optional) Enters interface configuration mode.

Example:
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Command or Action Purpose

Device (config) #interface gigabitethernet]

1/1
Step 7 ip router isis [ tag | (Optional) Enables support for IPv4 routing
on the interface.
Example:

Device (config-if) #ip router isis tagl

Step 8 isisbfd [disable] (Optional) Enables or disables BFD on a
Examole: per-interface basis for one or more interfaces
ple: that are associated with the IS-IS routing
. s process.
Device (config-if) #isis bfd
Note

You should use the disable keyword only if
you had earlier enabled BFD on all the
interfaces that IS-IS is associated with, using
the bfd all-interfaces command in
configuration mode.

Step 9 end Exits interface configuration mode and returns

the device to privileged EXEC mode.
Example:

Device (config-if) #end

Step 10 show bfd neighbor s [details] (Optional) Displays information that can be
used to verify if the BFD neighbor is active
and displays the routing protocols that BFD
has registered.

Example:

Device#show bfd neighbors details

Step 11 show clnsinterface (Optional) Displays information that can be
used to verify if BFD for IS-IS has been
enabled for a specific IS-IS interface that is
associated.

Example:

Device#show clns interface

Configuring BFD Support for IS-IS for One or More Interfaces

To configure BFD for only one or more IS-IS interfaces, perform the steps in this section.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device>enable
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Command or Action

Purpose

Step 2

configure terminal

Example:

Device#configure terminal

Enters global configuration mode.

Step 3

interface type number

Example:

Device (config) #interface gigabitethernet]
1/1

Enters interface configuration mode.

Step 4

ip router isis [ tag ]

Example:

Device (config-if) #ip router isis tagl

Enables support for [Pv4 routing on the
interface.

Step 5

isis bfd [disable]

Example:

Device (config-if) #isis bfd

Enables or disables BFD on a per-interface basis
for one or more interfaces that are associated
with the IS-IS routing process.

Note

You should use the disable keyword only if
you enabled BFD on all the interfaces that
IS-IS is associated with using the bfd
all-interfaces command in router configuration
mode.

Step 6

end

Example:

Device (config-if) #end

Exits interface configuration mode and returns
the device to privileged EXEC mode.

Step 7

show bfd neighbor s [details]

Example:

Device#show bfd neighbors details

(Optional) Displays information that can help
verify if the BFD neighbor is active and displays
the routing protocols that BFD has registered.

Step 8

show clnsinterface

Example:

Device#show clns interface

(Optional) Displays information that can help
verify if BFD for IS-IS has been enabled for a
specific IS-IS interface that is associated.

Configuring BFD Support for OSPF

This section describes the procedures for configuring BFD support for OSPF so that OSPF is a registered
protocol with BFD and will receive forwarding path detection failure messages from BFD. You can either
configure BFD support for OSPF globally on all interfaces or configure it selectively on one or more interfaces.
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There are two methods for enabling BFD support for OSPF:

* You can enable BFD for all the interfaces for which OSPF is routing by using the bfd all-interfaces
command in router configuration mode. You can disable BFD support on individual interfaces using the
ip ospf bfd [disable] command in interface configuration mode.

* You can enable BFD for a subset of the interfaces for which OSPF is routing by using the ip ospf bfd
command in interface configuration mode.

See the following sections for tasks for configuring BFD support for OSPF:

Configuring BFD Support for OSPF for All Interfaces
To configure BFD for all OSPF interfaces, perform the steps in this section.

If you do not want to configure BFD on all OSPF interfaces and would rather configure BFD support specifically
for one or more interfaces, see the "Configuring BFD Support for OSPF for One or More Interfaces" section.

Before you begin

» OSPF must be running on all participating devices.

* The baseline parameters for BFD sessions on the interfaces over which you want to run BFD sessions
to BFD neighbors must be configured. See the "Configuring BFD Session Parameters on the Interface"
section for more information.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device>enable
Step 2 configure terminal Enters global configuration mode.
Example:

Device#configure terminal

Step 3 router ospf process-id Specifies an OSPF process and enters router

configuration mode.
Example:

Device (config) #router ospf 4

Step 4 bfd all-interfaces Enables BFD globally on all interfaces that are

associated with the OSPF routing process.
Example:

Device (config-router) #bfd all-interfaces|

Step 5 exit (Optional) Returns the device to global
configuration mode. Enter this command only

Example:

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



Layer3 and Routing |
. Configuring OSPF Support for BFD over IPv4 for One or More Interfaces

Command or Action Purpose

if you want to perform Step 7 to disable BFD

Device (config-router) #exit for one or more interfaces

Step 6 interface type number (Optional) Enters interface configuration mode.
Enter this command only if you want to

Example: perform Step 7 to disable BFD for one or more
. . . . . interfaces.
Device (config) #interface gigabitethernet]
1/1
Step 7 ip ospf bfd [disable] (Optional) Disables BFD on a per-interface
basis for one or more interfaces that are
Example:

associated with the OSPF routing process.

Device (config-if) #ip ospf bfd disable |Note

You should use the disable keyword only if
you enabled BFD on all the interfaces that
OSPF is associated with using the bfd
all-interfaces command in router
configuration mode.

Step 8 end Exits interface configuration mode and returns

the router to privileged EXEC mode.
Example:

Device (config-if) #end

Step 9 show bfd neighbor s [details] (Optional) Displays information that can help
verify if the BFD neighbor is active and

Example: displays the routing protocols that BFD has
) . . registered.
Device#show bfd neighbors detail
Step 10 show ip ospf (Optional) Displays information that can help

Example: verify if BFD for OSPF has been enabled.

Device#show ip ospf

Configuring OSPF Support for BFD over IPv4 for One or More Interfaces

To configure BFD on one or more OSPF interfaces, perform the steps in this section.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device>enable
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Command or Action

Purpose

Step 2

configureterminal

Example:

Device#configure terminal

Enters global configuration mode.

Step 3

interface type number

Example:

Device (config) #interface gigabitethernet]
1/1

Enters interface configuration mode.

Step 4

ip ospf bfd [disable]

Example:

Device (config-if) #ip ospf bfd

Enables or disables BFD on a per-interface basis
for one or more interfaces that are associated
with the OSPF routing process.

Note

Use the disable keyword only if you enable
BFD on all the interfaces that OSPF is
associated with using the bfd all-interfaces
command in router configuration mode.

Step 5

end

Example:

Device (config-if) #end

Exits interface configuration mode and returns
the device to privileged EXEC mode.

Step 6

show bfd neighbor s [details]

Example:

Device#show bfd neighbors details

(Optional) Displays information that can help
verify if the BFD neighbor is active and displays
the routing protocols that BFD has registered.

Note

If hardware-offloaded BFD sessions are
configured with Tx and Rx intervals that are
not multiples of 50 ms, the hardware intervals
are changed. However, output from the show
bfd neighbor sdetailscommand displays only
the configured intervals, not the interval values
that change.

Step 7

show ip ospf

Example:

Device#show ip ospf

(Optional) Displays information that can help
verify if BFD support for OSPF has been
enabled.

Configuring BFD Support for HSRP

Perform this task to enable BFD support for Hot Standby Router Protocol (HSRP.) Repeat the steps in this
procedure for each interface over which you want to run BFD sessions to HSRP peers.
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HSRP supports BFD by default. If HSRP support for BFD has been manually disabled, you can reenable it
at the device level to enable BFD support globally for all interfaces or on a per-interface basis at the interface

level.

Before you begin

* HSRP must be running on all participating devices.

* Cisco Express Forwarding must be enabled.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device>enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configure terminal

Example:

Device#configure terminal

Enters global configuration mode.

Step 3

ip cef [distributed]

Example:

Device (config) #ip cef

Enables Cisco Express Forwarding or
distributed Cisco Express Forwarding.

Step 4

interface type number

Example:

Device (config) #interface giabitethernet]
1/1

Enters interface configuration mode.

Step 5

ip address ip-address mask

Example:

Device (config-if) #ip address 10.1.0.22
255.255.0.0

Configures an [P address for the interface.

Step 6

standby [group-number] ip [ip-address
[secondary]]

Example:

Device (config-if) #standby 1 ip 10.0.0.11]]

Activates HSRP.

Step 7

standby bfd

Example:
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Command or Action

Purpose

Device (config-if) #standby bfd

Step 8

exit
Example:

Device (config-if) #exit

Exits interface configuration mode.

Step 9

standby bfd all-interfaces

Example:

Device (config) #standby bfd
all-interfaces

(Optional) Enables HSRP support for BFD on
all interfaces.

Step 10

exit
Example:

Device (config) #fexit

Exits global configuration mode.

Step 11

show standby neighbors

Example:

Device#show standby neighbors

(Optional) Displays information about HSRP
support for BFD.

Configuring BFD Support for Static Routing

Perform this task to configure BFD support for static routing. Repeat the steps in this procedure on each BFD
neighbor. For more information, see the "Example: Configuring BFD Support for Static Routing" section.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device>enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configure terminal

Example:

Device#configure terminal

Enters global configuration mode.

Step 3

interface type number

Example:

Configures an interface and enters interface
configuration mode.
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Command or Action

Purpose

Device (config) #interface
GigabitEthernetl/1

Step 4

Perform one of the following steps:

* ip address ipv4-address mask
* ipv6 address ipv6-address/mask

Example:

Configuring an IPv4 address for the interface:

Device (config-if) #ip address 10.10.10.1
255.255.255.0
Configuring an [Pv6 address for the interface:

Device (config-if) #ipv6é address
2001:db8:1:1::1/32

Configures an IP address for the interface.

Step 5

bfd interval milliseconds mix_rx
milliseconds multiplier interval-multiplier

Example:

Device (config-if) #bfd interval 500
min_rx 500 multiplier 5

Enables BFD on the interface.

The bfd interval configuration is removed
when the subinterface on which it is configured
is removed.

The bfd interval configuration is not removed
when:

« an IPv4 address is removed from an
interface

« an IPv6 address is removed from an
interface

* IPv6 is disabled from an interface.
« an interface is shutdown

* [Pv4 CEF is disabled globally or locally
on an interface.

* IPv6 CEF is disabled globally or locally
on an interface.

Step 6

exit
Example:

Device (config-if) #exit

Exits interface configuration mode and returns
to global configuration mode.

Step 7

ip route static bfd interface-type
interface-number ip-address [group
group-name [passive]]

Example:
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Command or Action

Purpose

Device (config) #ip route static bfd
GigabitEthernetl/1 10.10.10.2

because BFD support exists only for
directly connected neighbors.

Step 8

ip route [vrf vrf-name] prefix mask
{ip-address | interface-type
interface-number [ip-address]} [dhcp]
[distance] [name next-hop-name]
[permanent | track number] [tag tag]

Example:

Device (config) #ip route 10.0.0.0
255.0.0.0 GigabitEthernetl/1 10.10.10.2

Specifies a static route BFD neighbor.

Step 9

exit
Example:

Device (config) #fexit

Exits global configuration mode and returns
to privileged EXEC mode.

Step 10

show ip static route

Example:

Device#show ip static route

(Optional) Displays static route database
information.

Step 11

show ip static route bfd

Example:

Device#show ip static route bfd

(Optional) Displays information about the
static BFD configuration from the configured
BFD groups and nongroup entries.

Step 12

exit
Example:

Device#exit

Exits privileged EXEC mode and returns to
user EXEC mode.

Configuring BFD Echo Mode

BFD echo mode is enabled by default, but you can disable it such that it can run independently in each direction.

BFD echo mode works with asynchronous BFD. Echo packets are sent by the forwarding engine and forwarded
back along the same path in order to perform detection--the BFD session at the other end does not participate
in the actual forwarding of the echo packets. The echo function and the forwarding engine are responsible for
the detection process; therefore, the number of BFD control packets that are sent out between two BFD
neighbors is reduced. In addition, because the forwarding engine is testing the forwarding path on the remote
(neighbor) system without involving the remote system, there is an opportunity to improve the interpacket
delay variance, thereby achieving quicker failure detection times than when using BFD Version 0 with BFD
control packets for the BFD session.

Cisco IE3500 Series Switch Software Configuration Guide, Cisco 10S XE 17.17.1 .



. Prerequisites

Prerequisites

Restrictions

Layer3 and Routing |

Echo mode is described as without asymmetry when it is running on both sides (both BFD neighbors are
running echo mode).

* BFD must be running on all participating devices.

* Before using BFD echo mode, you must disable the sending of Internet Control Message Protocol (ICMP)
redirect messages by entering the no ip redirects command, in order to avoid high CPU utilization.

* The baseline parameters for BFD sessions on the interfaces over which you want to run BFD sessions
to BFD neighbors must be configured. See the Configuring BFD Session Parameters on the Interface
section for more information.

BFD echo mode does not work with Unicast Reverse Path Forwarding (uRPF) configuration. If BFD echo
mode and uRPF configurations are enabled, then the sessions will flap.

Disabling BFD Echo Mode Without Asymmetry

Procedure

The steps in this procedure show how to disable BFD echo mode without asymmetry—no echo packets will
be sent by the device, and the device will not forward BFD echo packets that are received from any neighbor
devices.

Repeat the steps in this procedure for each BFD Device.

Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Device>enable

Step 2 configure terminal Enters global configuration mode.
Example:

Device#configure terminal

Step 3 no bfd echo Disables BFD echo mode.

Example: Use the no form to disable BFD echo mode.

Device (config) #no bfd echo

Step 4 end Exits global configuration mode and returns to

Example: privileged EXEC mode.

Device (config) #end
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Creating and Configuring BFD Templates

You can configure a single-hop template to specify a set of BFD interval values. BFD interval values specified
as part of the BFD template are not specific to a single interface.

\}

Creating and Configuring BFD Templates .

Note

Configuring BFD-template will disable echo mode.

Configuring a Single-Hop Template

Perform this task to create a BFD single-hop template and configure BFD interval timers.

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Device>enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configure terminal

Example:

Device#configure terminal

Enters global configuration mode.

Step 3

bfd-template single-hop template-name

Example:

Device (config) #bfd-template single-hop
bfdtemplatel

Creates a single-hop BFD template and enters
BFD configuration mode.

Step 4

interval min-tx milliseconds min-rx
milliseconds multiplier multiplier-value

Example:

Device (bfd-config) #interval min-tx 120
min-rx 100 multiplier 3

Configures the transmit and receive intervals
between BFD packets, and specifies the number
of consecutive BFD control packets that must
be missed before BFD declares that a peer is
unavailable.

Step 5

end

Example:

Device (bfd-config) #fend

Exits BFD configuration mode and returns the
device to privileged EXEC mode.
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This section describes how to retrieve BFD information for maintenance and troubleshooting. The commands

in these tasks can be entered in any order as needed.

This section contains information for monitoring and troubleshooting BFD for the following Cisco platforms:

Monitoring and Troubleshooting BFD

To monitor or troubleshoot BFD, perform one or more of the steps in this section.

Procedure

Command or Action

Purpose

Step 1 enable

Example:

Device>enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2 show bfd neighbor s [details]

Example:

Device#show bfd neighbors details

(Optional) Displays the BFD adjacency
database.

The details keyword shows all BFD protocol
parameters and timers per neighbor.

Step 3 debug bfd [packet | event]

Example:

Device#debug bfd packet

(Optional) Displays debugging information
about BFD packets.
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Configuring BFD-EIGRP Support

* Prerequisites for BFD-EIGRP Support, on page 363

* Information About BFD-EIGRP Support, on page 363

* How to Configure BFD - EIGRP Support, on page 363

* Configuration Example for BFD in an EIGRP Network with Echo Mode Enabled by Default, on page
365

Prerequisites for BFD-EIGRP Support

» Enhanced Interior Gateway Routing Protocol (EIGRP) must be running on all participating routers.

* The baseline parameters for Bidirectional Forwarding Detection (BFD) sessions on the interfaces over
which you want to run BFD sessions to BFD neighbors must be configured using the bfd command.

Information About BFD-EIGRP Support

The BFD-EIGRP Support feature configures Bidirectional Forwarding Detection (BFD) feature for Enhanced
Interior Gateway Routing Protocol (EIGRP) so that EIGRP registers with the BFD sessions on the routing
interfaces, and receives forwarding path detection failure messages from BFD.

Use bfd interval milliseconds min_rx milliseconds multiplier interval-multiplier command to enable BFD
on any interface. Use the bfd all-interfaces command in router configuration mode to enable BFD for all of
the interfaces where EIGRP routing is enabled. Use the bfd interface type number command in router
configuration mode to enable BFD for a subset of the interfaces where EIGRP routing is enabled.

How to Configure BFD - EIGRP Support

To configure BFD-EIGRP support, perform this procedure:

Procedure

Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.
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Command or Action

Purpose

Example:

Device>enable

Enter your password if prompted.

Step 2

configure terminal

Example:

Device#configure terminal

Enters global configuration mode.

Step 3

router eigrp as-number

Example:

Device (config) #router eigrp 123

Configures the EIGRP routing process and
enters router configuration mode.

Step 4

Do one of the following:

* bfd all-interfaces
* bfd interface type number

Example:

Device (config-router) #bfd all-interfaces|

Example:

Device (config-router) #bfd interface
gigabitethernet 1/1

Enables BFD globally on all interfaces that are
associated with the EIGRP routing process.

or

Enables BFD on a per-interface basis for one
or more interfaces that are associated with the
EIGRP routing process.

Step 5

end

Example:

Device (config-router) #end

Exits router configuration mode and returns the
device to privileged EXEC mode.

Step 6

show bfd neighbor s [details]

Example:

Device#show bfd neighbors details

(Optional) Verifies that the BFD neighbor is
active and displays the routing protocols that
BFD has registered.

Step 7

show ip eigrp interfaces [type number]
[as-number] [detail]

Example:

Device#show ip eigrp interfaces detail

(Optional) Displays the interfaces for which
BFD support for EIGRP has been enabled.
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Configuration Example for BFD in an EIGRP Network with Echo
Mode Enabled by Default

In the following example, the EIGRP network contains DeviceA, DeviceB, and DeviceC. Interface
GigabitEthernet 1/1 on DeviceA is connected to the same network as Interface GigabitEthernet 1/2 on DeviceB.
Interface GigabitEthernet 1/2 on DeviceB is connected to the same network as Interface GigabitEthernet 1/1
on DeviceC.

DeviceA and DeviceB are running BFD Version 1, which supports echo mode, and DeviceC is running BFD
Version 0, which does not support echo mode. The BFD sessions between DeviceC and its BFD neighbors
are said to be running echo mode with asymmetry because echo mode will run on the forwarding path for
DeviceA and DeviceB, and their echo packets will return along the same path for BFD sessions and failure
detections, while their BFD neighbor DeviceC runs BFD Version 0 and uses BFD controls packets for BFD
sessions and failure detections.

The figure below shows a large EIGRP network with several devices, three of which are BFD neighbors that
are running EIGRP as their routing protocol.

Figure 38: BFD Process on a Network Configured with EIGRP

©

1 \ /

\ 172.16.1.2 | GigabitEthemet 1/1 { i
S 172.16.1.1 @ 1?2.15.1.3@ _
LA GigabitEthenet 1/1 M CGigabitEthernet 1/1 8
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The example, starting in global configuration mode, shows the configuration of BFD.

Configuration for DeviceA

interface gigabitethernet 1/1
ip address 172.16.1.1 255.255.255.0
bfd interval 50 min rx 50 multiplier 3

duplex auto

speed auto

|

router eigrp 11
network 172.16.0.0
bfd all-interfaces
auto-summary

|

no ip http server
|
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logging alarm informational
|

control-plane

|

line con O
exec-timeout 30 0O
stopbits 1

line aux O
stopbits 1

line vty 0 4
login

|

|

end

Configuration for DeviceB

interface gigabitethernet 1/1

ip address 10.4.9.34 255.255.255.0
duplex auto

speed auto

!

iinterface gigabitethernet 1/2
ip address 172.16.1.2 255.255.255.0
bfd interval 50 min rx 50 multiplier 3
no shtdown

duplex auto

speed auto

!

router eigrp 11

network 172.16.0.0

bfd all-interfaces
auto-summary

!

no ip http server

!

logging alarm informational

!

control-plane

!

line con O

exec-timeout 30 O

stopbits 1

line aux O

stopbits 1

line vty 0 4

login

!

!

end

Configuration for DeviceC

interface gigabitethernet 1/1

ip address 10.4.9.34 255.255.255.0
duplex auto
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speed auto

|

interface gigabitethernet 1/2

ip address 172.16.1.2 255.255.255.0
bfd interval 50 min rx 50 multiplier 3

duplex auto

speed auto

|

router eigrp 11
network 172.16.0.0
bfd all-interfaces

auto-summary
|

no ip http server

|

logging alarm informational
|

control-plane

|

line con O

exec-timeout 30 0

stopbits 1
line aux O
stopbits 1
line vty O
login

|

4

end

The output from the show bfd neighbor s details command from DeviceA verifies that BFD sessions are
created among all three devices and that EIGRP is registered for BFD support. The first group of output shows
that DeviceC with the IP address 172.16.1.3 runs BFD Version 0 and therefore does not use the echo mode.
The second group of output shows that DeviceB with the IP address 172.16.1.2 runs BFD Version 1, and the
50 millisecond BFD interval parameter had been adopted. The relevant command output is shown in bold in
the output.

DeviceA# show bfd neighbors details

OurAddr
NeighAddr
LD/RD RH/RS Holdown (mult) State Int
172.16.1.1 172.16.1.3
5/3 1 (RH) 150 (3 ) Up Gil/1

Session state is UP and not using echo function.
Local Diag: 0, Demand mode: 0, Poll bit: 0
MinTxInt: 50000, MinRxInt: 50000, Multiplier: 3
Received MinRxInt: 50000, Received Multiplier: 3
Holdown (hits): 150(0), Hello (hits): 50(1364284)
Rx Count: 1351813, Rx Interval (ms) min/max/avg: 28/64/49 last: 4 ms ago
Tx Count: 1364289, Tx Interval (ms) min/max/avg: 40/68/49 last: 32 ms ago
Registered protocols: EIGRP
Uptime: 18:42:45
Last packet: Version: 0
- Diagnostic: 0

I Hear You bit: 1 - Demand bit: 0
Poll bit: 0 - Final bit: O
Multiplier: 3 - Length: 24

My Discr.: 3 - Your Discr.: 5
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Min tx interval: 50000 - Min rx interval: 50000
Min Echo interval: 0
OurAddr NeighAddr
LD/RD RH/RS Holdown (mult) State Int

172.16.1.1 172.16.1.2

6/1 Up 0 (3 ) Up Gil/1
Session state is UP and using echo function with 50 ms interval.
Local Diag: 0, Demand mode: 0, Poll bit: 0
MinTxInt: 1000000, MinRxInt: 1000000, Multiplier: 3
Received MinRxInt: 1000000, Received Multiplier: 3
Holdown (hits): 3000(0), Hello (hits): 1000(317)
Rx Count: 305, Rx Interval (ms) min/max/avg: 1/1016/887 last: 448 ms ago
Tx Count: 319, Tx Interval (ms) min/max/avg: 1/1008/880 last: 532 ms ago
Registered protocols: EIGRP
Uptime: 00:04:30
Last packet: Version: 1

- Diagnostic: 0

State bit: Up - Demand bit: 0

Poll bit: 0 - Final bit: 0

Multiplier: 3 - Length: 24

My Discr.: 1 - Your Discr.: 6

Min tx interval: 1000000 - 