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Introduction

This document describes common issues with Cisco Catalyst 3750 Series Switches and possible ways to resolve them.

Prerequisites

Requirements

There are no specific requirements for this document.

Components Used

The information in this document is based on the Cisco Catalyst 3750 Series Switches.

The information in this document was created from the devices in a specific lab environment. If your network is live, make sure that you understand the potential impact of any command.

Conventions

Refer to Cisco Technical Tips Conventions for more information on document conventions.

Connectivity Issues

Ethernet Speed/Duplex Autonegotiation Mismatches

The IEEE 802.3ab autonegotiation protocol manages the switch settings for speed (10 Mbps, 100 Mbps, and 1000 Mbps that excludes SFP module ports) and duplex (half or full). There are situations when this protocol can incorrectly align these settings and reduce performance.

A mismatch occurs under these circumstances:

- A manually set speed or duplex parameter of the port is different from the manually set speed or duplex parameter on the connected port.
- A port is set to autonegotiate, and the connected port is set to full duplex with no
In order to maximize switch performance and ensure a link, follow one of these guidelines when you change the settings for duplex and speed:

- Let both ports autonegotiate both speed and duplex.

Or

- Manually set the speed and duplex parameters for the ports on both ends of the connection.

**Note:** If a remote device does not autonegotiate, configure the duplex settings on the two ports to match. The speed parameter can adjust itself even if the connected port does not autonegotiate.

### SFP Speed/Duplex Autonegotiation Mismatches

You cannot configure speed on SFP module ports, but you can configure speed to not negotiate (nonegotiate) if it is connected to a device that does not support autonegotiation. However, when a 1000BASE-T SFP module is in the SFP module port, you can configure speed as 10, 100, or 1000 Mbps, or auto.

You cannot configure duplex mode on SFP module ports unless a 1000BASE-T SFP module or a 100BASE-FX MMF SFP module is in the port. All other SFP modules operate only in full-duplex mode.

- When a 1000 BASE-T SFP module is in the SFP module port, you can configure duplex mode to auto or full.
- When a 100 BASE-FX SFP module is in the SFP module port, you can configure duplex mode to half or full.

**Note:** Half-duplex mode is supported on Gigabit Ethernet interfaces. However, you cannot configure these interfaces to operate in half-duplex mode.

### No Connectivity After IP Routing is Enabled

One of the most common issue people face is the loss of connectivity once IP routing is enabled on the switch. A common cause for this issue is the command used to specify the default gateway for the device.

If IP routing is not enabled on the device, the command is `ip default-gateway`.

```
3750-1#ip default-gateway A.B.C.D

!--- where A.B.C.D is the IP address of the default router
```

If IP routing is enabled, use the `ip route` command in order to specify the default router for that device.

```
3750-1#ip route 0.0.0.0 0.0.0.0 A.B.C.D

!--- where A.B.C.D is the IP address of the default router
```

### Intermittent Connectivity Issues due to Ports not Configured as Access Ports when Assigned to a Single VLAN

When ports are assigned to a certain VLANs, the `switchport mode access` command must be applied to the port in order to put the interface into permanent nontrunking mode and in order to make sure the interface negotiates to convert the link into a nontrunk link. This interface becomes
a nontrunk interface even if the neighboring interface does not change.

The port might experience flapping if the **switchport mode access** command is not applied. The command forces the port to behave as a nontrunk link.

In order to configure an interface as access mode, complete these steps:

1. Access the interface to be configured as an access port:

   ```
   Switch(config)#interface fastEthernet 0/25
   Switch(config-if)#switchport mode access
   !--- This command forces the interface go into a permanent nontrunking mode
   Switch(config-if)#switchport access vlan 3
   !--- This command will assign interface fastethernet 0/25 to vlan 3
   ```

2. When port flapping is seen on a switch check if the command **switchport mode access** is applied on the flapping interface. Check the output of the command **show run**.

   ```
   Switch# show run
   Building configuration...
   ```

   ```
   Current configuration : 3183 bytes
   !
   version 12.1
   no service pad
   service timestamps debug uptime
   service timestamps log datetime
   service password-encryption
   !
   !--- Output supressed. ! interface FastEthernet0/25 switchport access vlan 3 switchport
   mode access
   ! interface FastEthernet0/26
   switchport access vlan 3
   !
   !--- Output supressed. **Note:** Interface FastEthernet0/25 is configured as an access port while interface FastEthernet0/26 is only configured to belong to vlan 3.**Note:** Port flapping is seen only when there is a device or host connected to a physical interface.

### Catalyst 3750 Switch Receives a High Amount of TCN Packets

When a number of hosts exist in a network, the switches might receive several Topology Change Notification (TCN) packets. For example, when a directly connected server is power cycled, the switch must inform the spanning tree root of the topology change.

When a switch needs to signal a topology change, it starts to send TCN packets on its root port. The designated bridge receives the TCN, acknowledges it, and generates another one for its own root port. The process continues until the TCN hits the root bridge.

An important point to consider is that a TCN does not start an STP recalculation. This fear comes from the fact that TCNs are often associated with unstable STP environments; TCNs are a consequence of this, not a cause. The TCN has an impact only on the aging time. It does not change the topology or create a loop.

When the switch receives a high amount of TCNs on ports, verify that only end devices are connected to those ports. In order to avoid the TCN, you can enable portfast on every port in which there is an end device connected. The switch never generates a TCN when a port configured for portfast goes up or down.
Note: STP Portfast should definitely be avoided on ports that lead to hubs or other bridges.

Refer to Understanding Spanning-Tree Protocol Topology Changes for more information about the topology changes in spanning tree.

If no host or device is connected to the port then the interface VLAN will be in UP/DOWN status

When creating a new VLAN as a Layer 3 interface the status of this VLAN will show up as UP/DOWN when there is no port assigned to it and the status of that port is Not Connected. In order to make the status of this VLAN appear as UP/UP at least one port needs to be assigned to his interface VLAN and a device or host needs to be connected to the port that was assigned to the new interface VLAN.

Example

In this example a new Layer 3 interface VLAN will be created. A port will be assigned to this new VLAN and a device will be connected to this port so the status of the interface VLAN is UP/UP.

1. Create the new VLAN in the database. When exiting the VLAN database mode, the configuration changes are applied.

```bash
Switch(vlan)# vlan 40
VLAN 40 added:
    Name: VLAN0040
Switch(vlan)# exit
APPLY completed.
Exiting....
```

2. Make sure the VLAN is created in the vlan database. Check the output of the command show vlan.

```bash
Switch# show vlan
VLAN Name                             Status    Ports
---- -------------------------------- --------- -------------------------------
1    default                          active    Fa1/0/2, Fa1/0/3, Fa1/0/4
Fa1/0/5, Fa1/0/6, Fa1/0/7
Fa1/0/8, Fa1/0/9, Fa1/0/10
Fa1/0/11, Fa1/0/13, Fa1/0/14
Fa1/0/15, Fa1/0/16, Fa1/0/17
Fa1/0/18, Fa1/0/19, Fa1/0/20
Fa1/0/21, Fa1/0/22, Fa1/0/23
Fa1/0/24, Gi1/0/1, Gi1/0/2
2    VLAN0002                         active
10   data                             active
21   VLAN0021                         active
35   VLAN0035                         active
36   VLAN0036                         active
40   VLAN0040                         active
99   VLAN0099                         active
100  VLAN0100                         active
198  VLAN0198                         active
Note: There is no port assigned to vlan 40.
```

3. Set an IP address to the newly created VLAN.

```bash
Switch(config)# int vlan 40
Switch(config-if)# ip address 10.4.4.1 255.255.255.0
Switch(config-if)# no shut
Switch(config-if)# exit
```

4. Configure physical interfaces that connect the clients to the corresponding VLAN.

```bash
Switch(config)# int fa 1/0/2
Switch(config-if)# switchport mode access
Switch(config-if)# switchport access vlan 40
```
Switch(config-if)# no shut

5. Check that the physical interface is assigned to the VLAN. Switch# show vlan

<table>
<thead>
<tr>
<th>VLAN</th>
<th>Name</th>
<th>Status</th>
<th>Ports</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>default</td>
<td>active</td>
<td>Fa1/0/3, Fa1/0/4, Fa1/0/5, Fa1/0/6, Fa1/0/7, Fa1/0/8, Fa1/0/9, Fa1/0/10, Fa1/0/11, Fa1/0/12, Fa1/0/13, Fa1/0/14, Fa1/0/15, Fa1/0/16, Fa1/0/17, Fa1/0/18, Fa1/0/19, Fa1/0/20, Fa1/0/21, Fa1/0/22, Fa1/0/23, Fa1/0/24, Gi1/0/1, Gi1/0/2</td>
</tr>
<tr>
<td>2</td>
<td>VLAN0002</td>
<td>active</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>data</td>
<td>active</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>VLAN0021</td>
<td>active</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>VLAN0035</td>
<td>active</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>VLAN0036</td>
<td>active</td>
<td>Fa1/0/12</td>
</tr>
<tr>
<td>40</td>
<td>VLAN0040</td>
<td>active</td>
<td>Fa1/0/2</td>
</tr>
</tbody>
</table>

6. At this moment the status of the VLAN will show as UP/DOWN since no host or device is connected to port Fa1/0/2. Switch# show interface vlan 40

```
Vlan40 is up, line protocol is down
!--- Output suppressed. Note: Although there is a port assigned to the VLAN the status of the VLAN still shows as UP/DOWN since there is no device or host physically connected to port Fa1/0/2.
```

7. Connect a host or device to port Fa1/0/2 which belongs to VLAN 40.

8. Check that the status of port Fa1/0/2 is UP/UP. Switch# show interface fa1/0/2

```
FastEthernet1/0/2 is up, line protocol is up
!--- Output suppressed.
```

9. Now that there is a port assigned to the new VLAN and the port status is UP/UP the status of the VLAN will show up as UP/UP. Switch# show interface vlan 40

```
Vlan40 is up, line protocol is up
!--- Output suppressed. Note: The status of a Layer 3 VLAN will appear as UP/UP only when there is a port assigned to that VLAN and the status of that port has a status of UP/UP.
```

**Connectivity to IP Phones**

DHCP plays an important role for an IP phone to acquire IP address and configure itself. Communication between the IP Phone and DHCP server can be hindered for various reasons. This is a list of the common causes and resolutions:

- Cisco Discovery Protocol - Refer to [Check CDP for IP Phone Connections](#) for more information.
- IP helper address - Refer to [DHCP Service Not Available Across VLANs](#) for more information.
- Dynamic ARP Inspection - Refer to [IP Phones Do Not Get IP Address From DHCP Server](#) for more information.
- Autonegotiation - Refer to [Autonegotiation Valid Configuration Table](#) for more information.
- Unified Communications Manager (CallManager) settings - Refer to [Solving DHCP and TFTP Problems with Windows 2000 and CallManager IP Phones](#) for more information.
- DHCP server settings - Refer to [IP Phone 7940/7960 Fails to Boot - Protocol Application Invalid](#) for more information.

**HTTP Access Issues**
Self-Signed Certificate is Lost When the Device Reboots

If the switch is not configured with a host name and a domain name, a temporary self-signed certificate is generated. If the switch reboots, any temporary self-signed certificate is lost, and a new temporary new self-signed certificate is assigned.

If the switch has been configured with a host and domain name, a persistent self-signed certificate is generated. This certificate remains active if you reboot the switch or if you disable the secure HTTP server so that it will be there the next time you enable again a secure HTTP connection.

A temporary or a persistent self-signed certificate is automatically generated when you enable a secure HTTP connection and do not configure the client authentication (CA) trustpoint.

Note: For secure HTTP connections, we highly recommend that you configure a CA trustpoint. If a CA trustpoint is not configured for the device that runs the HTTPS server, the server certifies itself and generates the needed Rivest, Shamir, and Adelman (RSA) key pair. Because a self-certified (self-signed) certificate does not provide adequate security, the client that connects generates a notification that the certificate is self-certified, and the user has the opportunity to accept or reject the connection.

Local User Name not Used for HTTP Access

When you connect to the Catalyst 3750 switch device manager, the switch does not use local user names configured on the device, instead it uses only the secret password or the enable password, only if secret password is not configured.

In order to make the connection secure, you can enable SSL on the device. Refer to Configuring the Switch for Secure Socket Layer HTTP for more information.

Secure HTTP Access is Lost When the Cisco IOS Software is Upgraded

After you upgrade the Cisco IOS® software in Cisco Catalyst 3750 series switches, you can lose the Secure access to the device. If you disable and reenable the access, it does not restore the access. Complete these steps in order to overcome this issue:

1. Disable the Secure HTTP server.
   ```
   no ip http secure-server
   ```
2. Remove the CA Trustpoint or PKI Trustpoint configuration.
   ```
   no crypto ca trustpoint name
   no crypto pki trustpoint name
   ```
3. Use the steps mentioned in the SSL Configuration Guidelines in order to reconfigure the Secure HTTP server.

Power Over Ethernet Issues

Oversubscription of Power

The Power Inline Consumption feature on the Cisco Catalyst 3560 and 3750 Series Power over Ethernet (PoE) products allows the network administrator to configure the actual power requirements of the powered device. This feature allows the administrator to override the powered device classification setting. This feature was requested by many large Enterprise customers and is supported with releases 12.2(25)SEC and later.
These are two scenarios in which the consumption command-line interface (CLI) can be used to manually configure the PoE allocation more efficiently than the automatic algorithms:

- Currently, the Cisco Catalyst 3750 Series Switch budgets 15.4 W for Class 0 powered devices. However, some of these powered devices require a maximum of less than 15.4 W (for example, the Siemens IP phone requires 5 W). Without the Power Inline Consumption feature, customers could only deploy 24 of these devices. Customers can deploy up to 48 of these devices with the **power inline consumption** command for configuration of switchport power requirements.

- Class 3 powered devices are allocated 15.4 W normally. Some IEEE Class 3 powered devices (8-15 W range) use considerably less than 15.4 W maximum. An example is the Avaya 2620SW, which uses 8W in the worst case scenario. If the Consumption CLI configured ports that support this phone to 8 W, a 3750-48PS could safely power 46 phones instead of 24.

**Note:** Any misconfiguration on the switch (an over-subscription of the power supply) can reduce its reliability or damage the switch. If the power supply is oversubscribed by up to about 20 percent, the switch continues to operate but its reliability can be reduced. Above about 20 percent, the short-circuit protection circuitry triggers and shuts the switch down.

### Disabled Port Caused by Power Loss

If a powered device (such as a Cisco IP Phone 7910) that is connected to a PoE switch port and is powered by an AC power source loses power from the AC power source, the device might enter an error-disabled state. To recover from an error-disabled state, enter the `shutdown` interface configuration command, and then enter the `no shutdown` interface command.

### Disabled Port Caused by False Link Up

If a Cisco powered device is connected to a port and you configure the port with the **power inline never** interface configuration command, a false link up can occur and place the port into an error-disabled state. To take the port out of the error-disabled state, change the PoE mode with the **power inline**, and then enter the `shutdown` and the `no shutdown` interface configuration commands. You should not connect a Cisco powered device to a port that has been configured with the **power inline never** command. In 3750, there is no support for carrier-delay. Also, carrier-delay can be an alternative of link debounce, however it is a feature of the line card hardware and carrier delay is a Layer 3 Cisco IOS mechanism. Thus, Cat3750 does not support either of them.

### Phones Cannot Power up After a new Switch is Added to an Existing Stack

This problem occurs when a new switch is added to an existing stack. If workstations are connected to this new switch, the port comes up fine and there is connectivity between the switch and the workstation. When IP phones are connected to the new switch, they are not able to power up, and the port does not come up.

If you experience this issue, make sure the new switch supports PoE in order to power up the IP phones. If the new switch does not support POE, then change the settings in order to allow the switch to support PoE.

Refer to [Cisco Catalyst 3750 Q&A](https://www.cisco.com/c/en/us/support/docs/catalyst-ethernet-switches/3750-series-switches/291886.html) for more information on which 3750 models support PoE.
Stack Issues

%STACKMGR-6-SWITCH_ADDED_VM

Software compatibility between the stack members is determined by the Stack Protocol Version number. In order to view the stack protocol version of your switch stack, you can issue the `show platform stack-manager all` command.

```
3750-Stk# show platform stack-manager all
Current
Switch# Role  Mac Address   Priority State
---------------------------------------------------------------------
 1  Slave  0016.4748.dc80  5  Ready
2  Master  0016.9d59.db00  1  Ready

!--- Output suppressed
```

Stack State Machine View

```
Version Uptime   Current (maj.min) State
Number Slave     Slave   Slave State
---------------------------------------------------------------------
 1  Slave  0016.4748.dc80  5  Ready
 2  Master  0016.9d59.db00  5  Ready

!--- Output suppressed
```

Switches with the same Cisco IOS software version have the same stack protocol version. Such switches are fully compatible, and all features function properly across the switch stack. Switches with the same Cisco IOS software version as the stack master immediately join the switch stack.

If an incompatibility exists, the fully functional stack members generate a system message that describes the cause of the incompatibility on the specific stack members. The stack master sends the message to all stack members.

Switches with different Cisco IOS software versions likely have different stack protocol versions. Switches with different major version numbers are incompatible and cannot exist in the same switch stack.

```
3750-Stk# show switch
Current
Switch# Role  Mac Address   Priority State
---------------------------------------------------------------------
 1  Member  0015.c6f5.6000  1  Version Mismatch
*2  Master  0015.63f6.b700  15        Ready
 3  Member  0015.c6c1.3000  5  Ready

Switches with the same major version number, but with a different minor version number as the stack master, are considered partially compatible. When connected to a switch stack, a partially compatible switch enters version-mismatch (VM) mode and cannot join the stack as a fully functional member. The software detects the mismatched software and tries to upgrade (or downgrade) the switch in VM mode with the switch stack image or with a tar file image from the switch stack flash memory. The software uses the automatic upgrade (auto-upgrade) and the automatic advise (auto-advise) features.

The auto-upgrade occurs if the software release that runs on the stack master is compatible with the switch in VM mode and the tar file of the current image is available with any of the stack members. If the tar file of the current image is not available, the auto-advise feature recommends that a compatible image be downloaded with the required commands. The auto-upgrade and auto-
advise features do not work if the switch master and switch in VM mode run different feature sets (IP services and IP base) or different cryptographic capabilities (cryptographic and non-cryptographic).

Refer to Switches in the Stack do not Boot the New Image (Version Mismatch) for more information.

%IDBs can not be removed when switch is active

These error messages are received when a switch is removed from the stack:

- %IDBs can not be removed when switch is active
- %Switch can not be un-provisioned when it is physically present

These error messages appear if a switch is removed from a stack and the member value is not changed to the default of 1. In order to resolve this issue, complete these steps:

1. Disconnect the switch that you want to remove from the stack. This includes manually de-stacking the cables in order to remove the switch from the stack.
2. Renumber the switch with this command: `switch current-stack-member-number renumber new-stack-member-number`
3. In order to remove a provisioned switch from the switch stack, the configuration associated with the removed stack member remains in the running configuration as provisioned information. In order to completely remove the configuration, use the `no switch stack-member-number provision` global configuration command.

Refer to Stack Member Numbers for more information on member numbering.

Configuration Issues

DHCP Service Not Available Across VLANs

When the Cisco Catalyst 3750 acts as a DHCP Relay Agent, it might not service clients in VLANs different from the VLAN of the DHCP Server. In order to resolve this issue, complete these steps:

1. Verify if IP routing is enabled on the switch.
2. Verify if VTP version 2 runs in the network.
3. Configure the IP helper address of DHCP server on the routed interface.
4. In the global configuration mode, open the DHCP/BOOTP ports for forwarding requests.

Unsupported Commands

In Catalyst 3750 Series Switches, some CLI commands are displayed in the CLI help, but are not supported either because they are not tested or because of Catalyst 3750 switch hardware limitations.

Refer to Unsupported Commands in Cisco IOS Release 12.2(25)SEE for the list of commands that are not supported in Cisco IOS Software Release 12.2(35)SE.
Refer to the Catalyst 3750 Switch Software Configuration Guide for other Cisco IOS software releases.

**Multicast Does Not Work in the Same VLAN**

In Catalyst switches, a common misconfiguration causes multicast traffic to not flow through the switches. Refer to Multicast Does Not Work in the Same VLAN in Catalyst Switches for more information about this issue and the available solutions.

**Port Transitions to Err-Disable State Due to Port Security Violations**

A port security violation occurs when an address learned or configured on one secure interface is seen on another secure interface in the same VLAN.

```
3750-Stk(config)#ip forward-protocol udp bootpc
3750-Stk(config)#ip forward-protocol udp bootps
```

If you must move from one secure interface to another interface, complete these steps:

1. Use dynamic learning for port security, and remove any static MAC address list or sticky learning configuration.
```
SW1-3750(config-if)#no switchport port-security mac-address sticky
SW1-3750(config-if)#no switchport port-security mac-address H.H.H
```

2. Configure port security aging. The aging time determines the minimum time interval required before the MAC address may appear on a different port.
```
SW1-3750(config-if)#switchport port-security aging time 1
SW1-3750(config-if)#switchport port-security aging type inactivity
```

The aging type inactivity ages out the secure addresses on this port only if there is no data traffic from the secure source addresses for the specified time period.

3. Configure err-disable state recovery from port security violation.
```
SW1-3750(config)#errdisable recovery cause psecure-violation
```

For more information, refer to the Configuring Port Security section of Configuring Port-Based Traffic Control.

**FIB-2-FIBDOWN**

```
SW1-3750(config)#errdisable recovery cause psecure-violation
```

Before you re-enable the CEF, identify the cause and fix the issue. This error might be caused by one of these issues:

- The number of not-directly connected routes that the desktop default template allows is exceeded. If this template is used, the maximum number of 2000 most likely will be exceeded. As a workaround, issue the `sdm prefer routing` command, and reload the switch. Ideally, this workaround resolves the problem. For more information, refer to Configuring SDM Templates.

- The number of MAC addresses learned by the switch has exceeded the amount of space allocated in the hardware to store MAC addresses. In this case, the `show mac-address-table count` output shows 0 free entries. As a workaround, change the Switch Database Management (SDM) template to allow for more space in the unicast MAC address region or prune unnecessary VLANs in order to reduce the number of MAC addresses that are learned by the switch. This issue is documented in the Cisco bug ID CSCef89559 (registered).
System Clock Resets After Every Reload

A Catalyst 3750 switch or almost all the lower end switches (like 2900 XL, 3500 XL, 2950, 3550, 3560) does not have a battery-supported system clock. Hence, if you manually set the time and date, it will be lost after a reload. Therefore, it is advised to use an external NTP server to manage the system time and date on such switches. For more information on system clock, refer to Managing the System Time and Date section of Administering the Switch.

Note: Cisco recommends that you use manual time and date configuration only if you do not have an outside source to which the switch cannot synchronize.

Switch Loses Static Route Configuration After Reload

After the switch is reloaded or powered down and then powered up, it can lose the static route configuration. In order to check whether the route configuration is present after a reload, check the output of the show run command.

In order to assure the switch does not lose static routes after a reload, complete these steps:

1. Use the ip routing command in global configuration mode in order to enable IP routing on
   the switch. 3750_Switch(config)#ip routing
   !--- Enable IP routing for interVLAN routing.
2. Add static routes.
3. Issue the write memory command. 3750_Switch#write memory
4. Reload the switch.
5. After the switch is reloaded, issue the show run command in order to verify that the static
   routes are not lost.

Unable to Log In Through Secure Shell and Telnet

Login attempts fail when you attempt to connect to a 3750 switch through a Secure Shell or Telnet session. Both connections prompt for a password, but do not log you in. You can connect to the switch through the hyperterminal HTTP with that username and password.

In order to gain access to the switch through SSH or Telnet, use this configuration:

3750_Switch(config)#line vty 0 4
3750_Switch(config-line)#no password <removed>
3750_Switch(config-line)#login local
3750_Switch(config-line)#transport input ssh
3750_Switch(config)#line vty 5 15
3750_Switch(config-line)#no password <removed>
3750_Switch(config-line)#login local
3750_Switch(config-line)#transport input ssh
Log in with this user name and password:

username swadmin password 0 <removed>

Default Route Command Does not Work on Catalyst 3750 Switch
After you set up the default route for the first time on a 3750 switch with Express Setup, the default gateway does not work.

The `ip routing` command must be enabled so that the default gateway settings work on a 3750. If it is the first time that the 3750 switch is configured with Express Setup, make sure the `ip routing` command is enabled since it is not enabled by default.

The command can be enabled using CNA.

   1. Apply the `ip routing` command.
   2. Set the default gateway.

**Note:** The `ip route` command works only if IP routing is enabled. By default, IP routing is disabled.

**Commands Related to Routing Do Not Appear in Running-Config**

While you configure route maps in the switch, the commands are accepted by the device, but it is possible that they do not appear in the running-config. This is because the switch currently uses a VLAN SDM template, instead of routing template.

The routing template maximizes system resources for unicast routing, typically required for a router or aggregator in the center of a network, whereas the VLAN template disables routing and supports the maximum number of unicast MAC addresses. It is typically selected for a Layer 2 switch.

Refer to Configuring SDM Templates for more information on SDM templates and its usage.

**Upgrade Issues**

**Stack Does Not Boot with the New Image After a Software Upgrade**

Catalyst 3750 Series Switches in the stack might not boot with the new image after a software upgrade. This issue might be caused because you used `archive download-sw /leave-old-sw` in the download option.

The `/leave-old-sw` option keeps the old software version after a download. When you enter reload, only the stack master is reloaded. This fails because the switch as a stack expects all models in the stack to have the same version of the image. As a result, the stack master switch is placed in a disable state, and another member switch is elected as master.

In order to recover from this state, use the `archive copy-sw` command on the stack master to copy the running image from the Flash memory on one stack member to the Flash memory on one or more other stack members. It copies the software image from an existing stack member to the one with incompatible software. That switch automatically reloads and joins the stack as a fully functioning member.

Refer to the Troubleshoot section of Catalyst 3750 Software Upgrade in a Stack Configuration with Use of the Command-Line Interface for other issues related to Cisco IOS software upgrade in Cisco Catalyst 3750 switches.

**Unable to create temp dir "flash:update"**
This error message can appear when you upgrade the Cisco IOS software:

username swadmin password 0 <removed>

This error messages indicates that the temporary directory "update" already exists in the flash: file system, and the current upgrade process is not able to use the directory. The directory could have been left in the flash: file system as a result of any previous upgrade attempts.

In order to resolve this issue, complete these steps:

1. Use the `rmdir flash:update` command in order to delete the temporary directory.
2. Issue the `delete flash:update` command.
3. If the `rmdir flash:update` command does not work, then issue the `delete /force /recursive flash:update` command.
4. Continue with the Cisco IOS software upgrade procedure.

**Performance Issues**

**High CPU Issues**

Before you look at the CPU packet-handling architecture and troubleshoot high CPU utilization, you must understand the different ways in which hardware-based forwarding switches and Cisco IOS software-based routers use the CPU. The common misconception is that high CPU utilization indicates the depletion of resources on a device and the threat of a crash. A capacity issue is one of the symptoms of high CPU utilization on Cisco IOS routers. However, a capacity issue is almost never a symptom of high CPU utilization with hardware-based forwarding switches.

The first step to troubleshoot the high CPU utilization is to check the Cisco IOS version release notes of your Catalyst 3750 switch for the possible known IOS bug. This way you can eliminate the IOS bug from your troubleshooting steps. Refer to Cisco Catalyst 3750 Series Switches Release Notes for the release notes of Cisco IOS software release you are using.

Refer to Catalyst 3750 Series Switches High CPU Utilization Troubleshooting for common high CPU issues and possible resolutions.

**High Temperature Issues**

The switch may experience an abnormal increase in temperature. This increase can be confirmed by the `show environment temperature` command.

For example:

```
Switch#show environment all
FAN is OK
TEMPERATURE is FAULTY
Temperature Value: 127 Degree Celsius
Temperature State: RED
Yellow Threshold : 55 Degree Celsius
Red Threshold : 65 Degree Celsius
POWER is OK
RPS is NOT PRESENT
If the output shows **red** as the temperature state or the temperature value goes beyond the
```
threshold value, then the recommended action is to prevent the switch from overheating. As a result, do not operate the switch in an area that exceeds the maximum recommended ambient temperature of 113°F (45°C).

Throughput Issues

The ingress and egress traffic rate on a switchport can vary for various reasons. These can be some of the common causes:

- The QoS features configured in the switch and especially on the interface. If left as default, the standard QoS settings possibly do not give the optimum performance. If you are not familiar with QoS, then Cisco recommends to use the Auto-QoS feature, available with Cisco Catalyst 3750 switches. If you want to do any manual adjustments to the QoS settings, refer to Configuring Standard QoS and Cisco Catalyst 3750 QoS Configuration Examples for more information.
- Speed / Duplex setting—If autonegotiaiton is used in the network, negotiation between different vendors possibly do not work as expected. Verify the operation speed / duplex values, and if they are not the desired values, it is recommend to hard code the values at both ends of connection. Refer to Troubleshooting Cisco Catalyst Switches to NIC Compatibility Issues for more information of the autonegotiation.

%SIGNATURE-3-NOT_ABLE_TO_PROCESS: %ERROR:

This error message is seen on 3750/3560 switches during a reboot when configured with the file verify auto command. By default, no file verify auto is not enabled, but the error comes when this is used. As a result, this command has been removed from the later images of these two platforms.

Another error message appears during an attempt to reload.

Switch#show environment all
FAN is OK
TEMPERATURE is FAULTY
Temperature Value: 127 Degree Celsius
Temperature State: RED
Yellow Threshold : 55 Degree Celsius
Red Threshold    : 65 Degree Celsius
POWER is OK
RPS is NOT PRESENT
These error messages are specific to 3560 and 3750 switches. This issue is filed as Cisco bug ID CSCsb65707 (registered customers only). Remove the file verify auto command from the configuration in order to resolve this issue. After the removal of this command, it is possible to reload the router without the error message.

Memory Issues

Memory Exhaustion

When you work with Cisco Catalyst 3750 switches, you may receive the %SYS-2-MALLOCFAIL messages due to a memory leak or fragmentation issue. This message indicates that the process is unable to find a large enough block of contiguous memory. The IP input process attempts to get
1028 bytes from the processor pool of memory, as shown in this example:

Switch#show environment all
FAN is OK
TEMPERATURE is FAULTY
Temperature Value: 127 Degree Celsius
Temperature State: RED
Yellow Threshold : 55 Degree Celsius
Red Threshold : 65 Degree Celsius
POWER is OK
RPS is NOT PRESENT
The probable causes for these error messages are:

- Normal Memory Utilization
- Memory Leaks
- Memory Fragmentation

Commonly, MALLOCFAIL errors are caused by a security issue, such as a worm or virus that operates in your network. This is especially likely to be the cause if there have not been recent changes to the network, such as a switch IOS upgrade. Usually, a configuration change, such as adding additional lines to your access lists can mitigate the effects of this problem. The Cisco Security Advisories and Notices page contains information on detection of the most likely causes and specific workarounds.

If the %SYS-2-MALLOCFAIL messages are logged, perform these steps:

1. Use the show version command in order to verify that the switch has enough DRAM to support the Cisco IOS software.

```bash
3750-Stk#show version
Cisco IOS Software, C3750 Software (C3750-IPBASE-M), Version 12.2(25)SEC2,
RELEASE SOFTWARE (fc1)
Copyright (c) 1986-2005 by Cisco Systems, Inc.
Compiled Wed 31-Aug-05 08:45 by antonino
ROM: Bootstrap program is C3750 boot loader
BOOTLDR: C3750 Boot Loader (C3750-HBOOT-M) Version 12.2(25r)SEC,
RELEASE SOFTWARE (fc4)
SM1-3750 uptime is 6 hours, 32 minutes
System returned to ROM by power-on
System image file is "flash:/c3750-ipbase-mz.122-25.SEC2.bin"
cisco WS-C3750G-24T (PowerPC405) processor (revision L0) with 118784K/12280K
bytes of memory.
```

Unfortunately, Catalyst 3750 series switches do no support DRAM upgrades. In order to check the minimum memory requirements for Cisco IOS software, cut and paste the show version command output in the Cisco CLI Analyzer (registered customers only) tool. Follow the link provided in the Cisco IOS Image Software Advisor - IOS Image Name section of the analysis output.

2. Some applications have features, such as the User Tracking (UT) Discovery feature of Cisco Works, that can result in low memory conditions unless the ip cef command is issued.
3. Memory allocation failures can be caused by a memory leak bug or memory fragmentation. In this case, analyze the output of the show memory command with the Cisco CLI Analyzer (registered customers only) tool.
4. In order to determine if fragmentation occurred, issue the show memory summary command in order to compare the Largest and Free fields. Fragmentation occurred if the
number in the Largest field is much smaller than the number in the Free field. This is because the Largest field indicates the largest contiguous free memory block and it should normally be close to the free memory, as shown in this example:

```
SW1-3750#show memory summary
```

<table>
<thead>
<tr>
<th>Head</th>
<th>Total(b)</th>
<th>Used(b)</th>
<th>Free(b)</th>
<th>Lowest(b)</th>
<th>Largest(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>18AA068</td>
<td>24384312</td>
<td>71388256</td>
<td>68313048</td>
<td>69338560</td>
</tr>
<tr>
<td>I/O</td>
<td>7400000</td>
<td>9031656</td>
<td>3543064</td>
<td>3499232</td>
<td>3535816</td>
</tr>
</tbody>
</table>

--- Output suppressed ---

This is a brief description of the fields: Total is the total memory allocated to the processor or I/O memory. This value does not include the amount of memory taken up by the Cisco IOS software. Used is the amount of memory used at the time the command is issued. Free is the amount of available free memory at the time the command is issued. Lowest is the lowest amount of memory available since the last reload. Largest is the largest amount of free contiguous memory at the time the command is issued. This should normally be close to the free memory. A small number compared to the free memory indicates fragmentation.

In order to determine if a memory leak occurred, capture the output of the `show memory summary` command several times at regular intervals. The intervals depend on the length of time it takes for the memory allocation failures to appear. If the switch begins to display the errors after four days, then one or two captures per day is sufficient to establish a pattern. If the free memory steadily decreases, a memory leak might have occurred. A memory leak occurs when a process takes and uses memory, but does not release the memory back to the system. In order to determine the process that caused the problem, issue the `show processes memory` command and perform these steps:

5. In order to determine if a memory leak occurred, capture the output of the `show memory summary` command several times at regular intervals. The intervals depend on the length of time it takes for the memory allocation failures to appear. If the switch begins to display the errors after four days, then one or two captures per day is sufficient to establish a pattern. If the free memory steadily decreases, a memory leak might have occurred. A memory leak occurs when a process takes and uses memory, but does not release the memory back to the system. In order to determine the process that caused the problem, issue the `show processes memory` command and perform these steps:

In order to determine which process does not free memory back to the system, capture the `show processes memory` command output several times at regular intervals. The two counters used for this capture are Freed and Holding. If the Holding counter for a process increases, but the Freed counter does not increase, that process may be the cause of the memory leak. Once the process is identified, refer to the Bug Search Tool (registered customers only) in order to search search for any memory leak issues. This issue relates to the process that affects the Cisco IOS software currently installed on the switch.

### Cisco Network Assistant Reports that the Switch is Unreachable

When accessing the webpage of the switch or via telnet, Cisco Network Assistant reports that the switch is unreachable.

As a workaround, reboot the switch in order to fix the problem. This type of issue is typically associated with memory leaks. In order to identify the process holding the memory, console in to the switch and analyze the output of the `show processes memory sorted` command for 3 times in the time interval of every 5 minutes.

### Unexpected Memory Consumption in CEF IPC Background Process

When Catalyst 3750 switches are stacked, IP routing is disabled in the switch, and stack master changes, a slow and constant memory leak happens in the Cisco Express Forwarding (CEF) IPC background process. This issue is documented in the Cisco bug ID CSCsc59027 (registered customers only).

In order to resolve this issue, either enable IP routing or upgrade the switch software to the Cisco IOS release not affected by the bug.
After you upgrade to Cisco IOS Software Release 12.2(25)SED, you can experience issues with Flash or NVRAM and receive this error message:

```
SW1-3750# show memory summary

Head Total (b) Used (b) Free (b) Lowest (b) Largest (b)
Processor 18AA068 95772568 24384312 71388256 68313048 69338560
I/O  7400000 12574720 9031656 3543064 3499232 3535816

!--- Output suppressed
```

The symptoms observed in these scenarios are:

- An unexpected reload can occur if a switch is renumbered with the `switch renumber` command.
- The file system appears to malfunction, and one of these error messages is displayed:

  ```
  Switch# dir
  Directory of flash:/
  %Error opening flash:/ (Device or resource busy)
  OR
  Switch# copy flash:config.text flash:config.also.text
  Destination filename [config.also.text]?
  i28f128j3_16x_write_bytes: command sequence error
  flashfs[1]: writing to flash handle 0x2411CD8, device 0, offset 0x520000,
  length 0x208: Operation Failed
  flashfs[1]: sector ptr: {0x29, 0xA3}
  %Error opening flash:config.also.text (I/O error)
  OR
  Switch(config)# boot system flash:
  /c3750-ipservices-mz.122-25.SEC/c3750-ipservices-mz.122-25.SEC.bin
  i28f128j3_16x_erase_sector: timeout after 593 polling loops,
  and 0x393AC7D usecs
  bs_open[2]: Unable to erase boot_block 0
  vb:: I/O error
  ```

This issue is documented in the Cisco bug ID CSCsc41813 (registered customers only). In order to resolve this issue, you can upgrade the switch software to the Cisco IOS release not affected by the bug.

### Debug Exception (Could be NULL pointer dereference)

A Catalyst 3750 Series Switch that runs Cisco IOS system software reloads with the Debug Exception (Could be NULL pointer dereference) error message in the logs.

The probable causes for the error message are:

- Memory leak in CEF background process. For information on how to resolve this issue, see [Unexpected memory consumption in CEF IPC Background process](#).
- Powered device detection. This issue occurs when the powered device is detected or classified as an overcurrent class. This issue is documented in Cisco bug ID CSCsa72400 (registered customers only). In order to resolve this issue, do not connect IEEE 802.3af non-standard class powered devices (or even bad or loopback cables) to the switch, because the switch can detect the class incorrectly. You can also upgrade the switch software to the Cisco IOS release that is not affected by the bug.
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