Configure Boot with HW RAID on C-SeriesM 6
Servers
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| ntr oduction

This document describes the steps to configure Cisco Boot-optimized M.2 RAID controller on Standalone
C-Series via Cisco Integrated Manager Controller.

Contributed by Sergio Mora, Ana Montenegro Cisco TAC Engineer.
Prerequisites

Cisco recommends that you have knowledge of these topics:

* Cisco Integrated Management Controller (CIMC)
* RAID Configuration

Components Used

The information in this document is based on these software and hardware versions:

* UCSC-C220-M6S
CIMC Version: 4.2(14)
M.2 Drives
UCS-M2-HWRAID
PCle Slot MSTOR-RAID
Model: ATA

Type: SSD

ESXI 7.0U2

The information in this document was created from the devices in a specific lab environment. All of the
devices used in this document started with a cleared (default) configuration. If your network islive, ensure
that you understand the potential impact of any command.

Background I nformation



On C220 M6 and C240 M6 servers, you have the option to use two SATA M.2 modules and configure them
from CIMC as RAID 0 or 1 for Booting.

There are two types of controllers that can be chosen for M.2 modules, Noe Valley (UCS-M2-HWRAID)
and Fort Point (UCS-MSTOR-M2).

Fort Point M .2 module

* SATA isGEN3 from PCH sSATA controller
PCleis GEN3 x2

2C OOB from Pilot4

Cannot mix SATA and PCle M.2 modules
SATA, AHCI mode only

Noe Valley M.2 module

* SATA from RAID Controller
» Hardware RAID 0/1 support
* No PCle M.2 support

Configure

Verify the current physical and virtual drive information

» From the CIMC menu, select Stor age, then select the Cisco Boot optimized M .2 Raid controller
(MSTOR-RAID).

» Select Physical DriveInfo.

* Verify drives are correctly read and health is Good.

alall Giero Integrated Management Controller
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# / .../ Cisco Boot optimized M.2 Raid controller (MSTOR-RAID) [ Physical Drive Info
Chassis " Conollerinfo  Physical Drive Info  Virtual Drive Info
P . .
Compute v Physical Diives t Physical Drives
POL2SY ) )
Networking » Controller Physical Drive Humbar Status State Health
e = PD-254
MSTOR-RAID 253 JBoD 480D Good
Storage v MSTOR-RAID 254 JBOD JBOD Good
Cisco FlaxMMC
£  Cisco 126 SAS RAID Controll... |
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Create Virtual Drive from Controller Info Tab

» Navigate to the option Create Virtual Drive from Unused Physical Drives.



!l\ ! ... | Cisco Boot optimized M.2 Raid controller (MSTOR-RAID) / Controller Info

Create Virtual Drive from Unused Phiysical Drives | Import Foreign Conflg | Clear Foreign Condig

v Health/Status
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Running Firmware Images

Composite Health: ) BIC
Controller Status:  Optirnal Firmwa
Operation Status: Mo operation in progress Boot Blot
Progress in%: 0
» Virtual Drive Count
v Firmware Versions Virtual Dy
Product Mame:  Cisco Boal oplimized M.2 Rad contralles 1§ Degraded h
Preduct PID:  UCS-M2-HWRAID Offline v

Serial Number: FCH2417TADW
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Physical Drive Count
Firmware Package Build: 2.3 171014

Disk Pras
* PClinfo Critical O
PCISlot:  MSTOR-RAID Failed &
Vendor |D: 1b4b
» Capabllities
Device ID; 3230
Sub Vendor ID: 1137 » HW Configuration

SubDevice ID: 251

» Select M.2 drives and click on the arrow in order to move them into Drive Groups.
* You can select RAID Level Oor 1.

%‘ Note: for UCS-M2-HWRAID, RAID 1isthe only option.



Create Drive Groups

Physical Drives Drive Groups

[} Size(MB)
253 228036 MB
254 2IB03E MB

Generate XMLAP| Request Create Virtual Drive

» Optionally you can modify the virtual Drive name and strip size.
* Click Create Virtual Drive.



Create Drive Groups

Physical Drives Selecied 0/ Total 0 L} » Drive Groups

o Size{MB) Interface Type Name

Mo data available | DG [253.254]

Virtual Drive Properties

Marme: | RAIDA|

Size
Strip Size (MB): | B4k -
T -

Verify Virtua Drive information

» Navigateto Virtual Drive Info and verify if the virtual driveis created.
* Details as status, health, RAID Level are visible under the Virtual Drive Info.

g Virtual Drives
B v
Virtual Drive Number Fama Status Health Size RAID Level
o RAID ptimal Gaod FIUAT2 MB RAID 1

Configure Boot Order

» Navigate to Compute and select Configure Boot Order.



Chassis

Compute
Networking

Storage

Admin

BIOS Remote Management Power Policies

il Cisco Integrated Management Controller

cisco

f / Compute / BIOS
PID Catalog

Enter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings

Configure BIOS Configure Boot Order Configure BIOS Profile

e Server Management Security Processor

Memory
Note: Default values are shown in bold,

Reboot Host Immediatety: ||

MLOM OptionROM: | Enabled

B ls Tlad 4 FirckineD ML Ernakhlad

* Navigate to Advance option.
» Select the Add Local CDD and Add Embedded Stor age.

Configured Boot Level:

Basic Advanced

Add Boot Device
Add Local HDD
Add PXE Boot
Add SAN Boot
Add ISCSI Boot
Add USB
Add Virtual Media

Add PCHStorage

Agd UEFISHELL
Add NVME

Add Local CDD
Agd HTTP Boot

Add Embeadded
Storage

Advanced Boot Order Configuration

Type
LOCALCDD
EMBEDDEDSTOR...

Persistent Memory

Restore Defaults

Power/Performance

Selected 0 / Total2 L} ~

Reset Values Close




Note: Alternatively you can use the boot option Add Local HDD and select lot MSTOR-RAID

Map 1SO image on KVM

» Select Launch vKVM, anew window is opened



Refresh | Host Powes Launch vEVM | ing | CIMC Reboot Locator LED | ﬂ

3 IMC) Information

i}

Select Timezone

B ovecss Utikzation (%)
B cru uiszaton %)

Whemory UNlizaton (%)
B 1o wiiization (%)

» Select Virtual Media and select the respective map option.



e vKkvM KVM Cansola
= Console
File
View Conf iguring and testing memory..
5 Macros
Tools
") Power
* Boot Davice
E1  Vidual Media Creale Image
=) Chat vKVM-Mapped vDVD
vKVM-Mapped vHDD
vKVM-Mapped vFOD
CIMC-Mapped vDVD

CIMC-Mapped vHDD

Cisco IMC IPv4 : 18.31.123.34
MAC ADDR : BC:4A:56:59:3D:FC

» Browsethe ISO file from your local computer and select Map Drive.

Map Virtual Media - CD/DVD

Selected File VMware-VMvisor-Installer... X

» Confirm ISO is mapped.




Macros

Tools

Power

Boot Device

Virtual Media » Create Image

Chat L & yMware-VMvisor. ..
vKVM-Mapped vHDD

vKVM-Mapped vFDD

CIMC-Mapped vDVD

CIMC-Mapped vHDD

* Reboot the server to start the install ation.



Macros

Tools

FPower

Boot Device 3 Power Off System

Virtual Media > Reset System

Chat Power Cycle System

Verify

Confirm OS is able to detect Virtua Drive information.



Select a Disk to Install or Upgrade
(any existing VMFS-3 will be avtomatically vpgraded to YHF5-5)

= Contains a VYMFS partition
# Claimed by YMuare vSAN

Storage Device Capacity

Remote:
(none)

Troubleshoot

RAID can be configured from Server BIOS Setup if CIMC is not configured.
Select Enter BIOS Setup.

% Note: BIOS Setup can be accessed if you press F2 during the server post.



A / Compute |/ BIOS

BIOS Remote Management Power Policies PID Catalog Persiste
EnterBlOSSetug Clear BIOS CMOS | Restore Manufacturing Custom Settings | Restore Dy
Configure BIOS Configure Boot Order Configure BIOS Profile
BIOS Properties
Running Version C220M6.4.2.1¢.0.0526211819
UEFI Secure Boot | |
Actual Boot Mode  Uefi
Configured Boot Mode | Legacy v
Last Configured Boot Order Source CIMC
Configured One time boot device 0OS v

Select the Power Cycle option.

|
Refresh | Host Power | Launch viKWVM | Ping I CIMC Reboot | Locator LED I

Host: Powered On |
Power Off

Power On

Power Cycle

Hard Reset

Shut Down



Navigate to Advanced tab and select Cisco Boot optimized M.2 RAID Controller.

Aptio Setup - AMI

» Cisco Boot optimized M.2 Raid controller

Select the necessary option for RAID configuration.



» [Phusical/virtual Disk Information]

Related I nfor mation

» Technical Support & Documentation - Cisco Systems



https://www.cisco.com/c/en/us/support/index.html

