Configure AWS VPC Flow Logsfor CTB Input
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| ntroduction

This document describes how to configure VPC Flow Logs as an input to Cisco Telemetry Broker (CTB).
Prerequisites

Requirements

Cisco recommends that you have knowledge of these topics:

* Amazon Web Services (AWYS)
» CTB admininstration.

Components Used

The information in this document is based on these software and hardware versions:

. CTB (v2.2.1+4)
. AWS

The information in this document was created from the devices in a specific lab environment. All of the
devices used in this document started with a cleared (default) configuration. If your network islive, ensure
that you understand the potential impact of any command.

Configuration Steps

Step 1. Configure S3 Bucket in AWS

1: Log in to AW S management console with username and password.

2: Ensure you log in to appropriate region.



3: Navigate to search bar and type S3.
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Reset to default layout =+ Add widgets

Services

Create application

1

Reglon ¥ | Originating account

Note: In demo, you have selected Ohio region with us-east-2 availability zone, it isvisible right
next to the gear icon.

4: Click create bucket.
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5: Give bucket aname and leave every option asit isand click create.

* Account snapshot - updated every 24 hours

Storage lens provides visibility inte storage usage and activity trends. Leam meee [5

General purpose buckets Directory buckets

General purpose buckets (45) e 0]

Buckets are containers for data stored in 53.

I Q. Find buckets by nome

General configuration

AWS Region

US East (Ohio) us-east-2

Bucket name Info

©

View Storage Lens dashboard

Bucket name must be unique within the global namespace and follow the bucket naming rules. See rules for bucket naming E

Copy settings from existing bucket - optional

Only the bucket settings in the following configuration are copied.

Choose bucket

Format: s3://bucket/prefix

AWSS3

» Advanced settings

(@) After creating the bucket, you can upload files and folders to the bucket, and configure additional bucket settings.

AWSS3

6: Once bucket is successfully created, save the bucket ARN which is to be used later during the

configuration.
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To upload files and folders, or to configure additional bucket settings, choose View details.

Amazon 53 > Buckets

» Account snapshot - updated every 24 hours View Storage Lens dashboard
Storage lens provides visibility into storage usege and activity trends, Learn mere [4

General purpose buckets Directory buckets
General purpose buckets (46) o o Create bucket
Buckets are containers for data stored in 53,
Q X | 1 maten 1 @
Name - AWS Region v 1AM Access Analyzer Creation date v
s East {Ohio) us-east-2 1 .
Amazon 53 D Buckets
Infa

Obijects Properties Permissions Metrics Management Access Points

Bucket overview

AWS Region Amazon Resource Name (ARN) Creation date

U5 East [Ohio) us-east-2 o]

Bucket Versioning Edit

Versioning ls am
and applicati

of keeping multiple variants of an object in the same bucket. You can use versioning to preserve, retrieve, and restore every version of every object stored in your Amazon 553 bucket. With versioning, you can easily recower from both unintended user actions
-3
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Bucket Versioning
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Step 2. Create |AM User with Access key and Attach S3 Bucket Policy

1: Launch the lAM from aws sear ch bar.

Amazon 53

tz-test Services

. 5|
Objects

Documentation (59,1

Tutorials (1)

Features
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2: Navigate to users.



Identity and Access »
Management (IAM)

Ll Search 1AM

Dashboard

¥ Access management
Lser groups
LIsers
Roles

FPalicies



: By unchecking the AWS management console access box, it prevents the user from logging in to
AWS account using web UlI.

6: Assign policy by assigning it to the user, directly attaching it to agroup or configuring it inline.

Note: For demonstration, you direclty assign policy to the user. For more information - Managing
AWS Policies

7: Search for S3 full access and select AmazonS3full access, which allows the user to have full access for
every S3 bucket created on its corresponding AWS account.

8: Check the box with policy name AmazonS3FullAccess and click next.


https://docs.aws.amazon.com/IAM/latest/UserGuide/access_policies_managed-vs-inline.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/access_policies_managed-vs-inline.html

MM > Users > Createuser

step 1

Sty werdetalls Set permissions

Add user to an existing group or create a new one. Using groups is a best-practice way to manage user's permissions by job functions, Learn more [3

sup2
Sat parmislonx Permissions options
Step 3

Review and create () Add user to group

Add user to an existing group, or create a new group. We
servd usirg groups to manege user permizsions by job

O Copy permissions

Copy all group memberships, attached managed policies, and

ining policies from an existing user.

© Attach policies directly

Artach a managed policy directly 1o a user. As a bess practioe,

we recommend attaching policies to.a group instesd, Ther, add
thi user to the APpEcpate group

Permissions policies (1250) Create policy [4
Choose e or mare policies to attach to your new user.
Filter by Type
Q s3nll x| [ Ateypes * | 1 match <1> @
[1 Peliey name [ A | Type v | Attached entities v
a [ ¥ Amazens3FullAccess AWS managed [
» Set permissions boundary - optional
Cancel evious -
AWSIAM
@ 1po
Permissions Groups Tags (1) Security credentials Access Advisor
Permissions policies (1) Remove
Permissions are defined by policies attached to the user directly or through groups.
Filter by Type
Q, search All types v | <1 > @
[m] Policy name [4 a | Type % | Attached via (2
(] B ¥ Amazons3Fullhccess AWS managed Directly
AmazonS3FullAccess

Provides full access to all buckets via the AWS Management Console.

1=
2 "Version": "2012-10-17",
3- "Statement”: [
4 {
5 "Effect": "Allow",
6= "Action”
7 TR
8 "s3-object-lambda:*"
9 1.

18 "Resource": "*"

11 1

12 1

13

AWS|AM



Note: You can create more granular policy by allowing only specific bucket as well, please
navigateto Policy creation to create your S3 bucket policy in json format.

9: Once user iscreated, list the user and navigate to security credential tab and click create access key.

Identity and Access
Management (IAM)

x

sers

Users (16) info C Create user
Qoo # | 1 match 1 @&
User name 4 | Path Group: ¥ | Last activity v | MFA ¥ | Passwordage ¥ | Consolelsstsign-in ¥ | Access key ID
I o


https://awspolicygen.s3.amazonaws.com/policygen.html

Permissions Groups Tags Security credentials Access Advisor

Consoe sgn-n

Console sign-in link Console password
@ Mot enabled

Multi-factor authentication (MFA) (0) Remove Resync

Use MFA to increase the security of your AWS environment. Signing in with MFA requires an authentication code from an MFA device. Each user can have a maximum of 8 MFA devices assigned. Learn more [
Type Identifier Certifications Created on

No MFA devices. Assign an MFA device to improve the security of your AWS environment

Assign MFA device

Aeces s 0

WUse access keys to send programmatic ealls to AWS from the AWS CLI, AWS Toals for PawerShell, AWS SDKs, or direct AWS AP| ealle. You can have a maximum of twe access keys (active or inactive) at a time. Learn mare [

Mo access keys. As a best practice, avoid using long-term credentials Like access keys. Instead, use tools which provide short term credentials. Learn more [4

Create access key

AWS|AM

10: Select the other radio button and optionally add atag.

Access key best practices & alternatives

Avoid using long-term credentials like access keys to improve your security. Consider the following use cases and alternatives.

Use case

() Command Line Interface (CLI)
ou plam to use this access key to enable the AWS CLI to access your AWS aotount.

) Local code

You plam to use this access key to enable application code in a local development environment to access your AWS acoount.

) Application running on an AWS compute service

You plamn to use this access key to enable application code running on an AWS compute service like Amazon ECZ, Amazon
ECS, or AWS Lambda to access your AWS account,

() Third-party service
You plan o use this access key to enable access for a third-party application or service that meniters or manages your AWS
resourees.

) Application running outside AWS
ou plam to use this access key to authenticate workloads running in youwr data center or other infrastructure outside of AWS
that needs to acoess your AWS resources,

O Other
Your use case is not listed here.

AWS|AM



O Other

Your use case is not listed here.

@ It's okay to use an access key for this use case, but follow the best practices:

+ Mewver store your access key in plain text, in a code repository, or in code.
+ Disable or delete access keys when no longer needed.

» Enable least-privilege permissions.

+ Rotate access keys regularly.

For more details about managing access keys, see the best practices for managing AWS access keys,

AWS|AM

Set description tag - optional i

The description for this access key will be attached to this user as a tag and shown alongside the access key.

Description tag value
Describe the purpose of this access key and where it will be used. A good description will help you rotate this access key confidently later.

Maximum 256 characters, Allowed characters are letters, numbers, spaces representable in UTF-8, and: _.:/=+-@

AWSIAM

11: Click Download .csv file. Thisisthe Access key inacsv file and it is no longer available to download
or view once you nhavigate away from this page.

() Access key created

This is the only time that the secret access key can be viewed or downloaded. You cannot recover it later. However, you can create a new access key any time.

1AM > Users > > Create access key

Step 1

Retrieve access keys e

Access key

Step 2 - optional If you lose or forget your secret access key, you cannot retrieve it. Instead, create a new access key and make the old key inactive.

Access key Secret access key

Step 3

Retrieve access keys [w]] (G sssssssssnssnss Ghow

Access key best practices

+ Never store your access key in plain text, in a code repository, or in code,
+ Disable or delete access key when no longer needed.

= Enable least-privilege permissions.
= Rotate access keys regularly.

For more details about managing access keys, see the best practices for managing AWS access keys.

Download .csv file _

AWS-|AM
Step 3. Configure VPC Flow L ogs

1: Launch your VPC on your desired region and navigate to Y our VPC option.
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2: Select your VPC from the list showing on the screen.

° ol

5 | i v |
VPCdashboard ~ x  YourVPCs(5) me . C | actions Create vPC
Q Search 4 ®
EC2 Glabal View [3 Name v | vcip v | State @ | I1PvaciDR % | IPvGCIDR ¥ | DHCP option set ¥ | Mainrou
Filter by VP v @ Available -
sca —’ @ hailable -
¥ Virtual private cloud @ avallabie .
Your VPC
e & Available -
Subnets
&) Awailable =

Route tables
Internet gateways

Egress-only internet

g4

s
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Note: Y ou have selected VPC name SCA in this demo.

3: Navigateto Your VPCsunder Virtual private cloud, switch to the Flow logs tab and click Create flow
logs.
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4: Give your flow logs aname and share the S3 bucket ARN created earlier.

Foute 53 Resolver DNS Firewall rule growps

Filter
ALL
ALL

ALL

NS hostnames
Enabled

Main route table

1P pool

Cwner 1D
&

@ | Destination type

Actions ¥

NS resolution
Enabled

Main network ACL

1P €I etwork border group)

1 @

v Destination name v 1AM role AR



Note: For ARN, see Configure S3 bucket - Step 6

5: You have an option to go with AWS default log format or create custom log format in case if more fields
are required.



VPC » YourVPCs » Create flow log

Create flow log i

Flow logs can capture IP traffic flow information for the network interfaces associated with your resources. You can create
multiple flow logs to send traffic to different destinations.

Selected resources info

Name v Resource ID v | State

@) Available
Flow log settings

Name - aptional

Filter
The type of traffic to capture (accepted traffic only, rejected traffic only, or all traffic).

() Accept
) Reject
O al

Maximum aggregation interval Info

The maximum interval of time during which a flow of packets is captured and aggregated into a flow log record.

© 10 minutes
) 1 minute

Destination
The destination to which to publish the flow log data.

() Send to CloudWatch Logs

© Send to an Amazon 53 bucket

() Send to Amazon Data Firehose in the same account
() Send to Amazon Data Firehose in a different account

AWS-Flow-Logs



a_\'h‘iﬁ 22 Services | O

53 bucket ARN
The ARM of the Amazon 53 bucket to which the flow log is published. You can specify a specific folder in the bucket using the
bucket_ARM/folder_name/ format. Create 53 bucket [

an;

‘ (@) Please note, a resource-based policy will be created for you and attached to the target bucket.

Log record format
Specify the fields to include in the flow log record.

O AWS default format
() Custom format

Additional metadata

Include additional metadata to AWS default log record format.

(] Include Amazon ECS metadata

Format preview

${version} ${account-id} ${interface-id} ${srcaddr} ${dstaddr} ${srcport} ${dstport} 3 Copy

${protocol} ${packets} ${bytes} ${start} 3{end} ${action} ${log-status}

Log file format Info

The format for the log files. Each log file is compressed using Gzip compressian,

D Text (default)
) Parquet

Hive-compatible 53 prefix Info

Enable to use Hive-compatible 53 prefixes to simplify the loading of new data into your Hive-compatible tools

(] Enable

AWS-Flow-Logs

7: Click create flow logs.



53 bucket ARN

The ARN of the Amazon 53 bucket to which the flow log is published. You can specify a specific folder in the bucket using the
bucket_ARMN/folder_name/ format. Create 53 bucket [4}

arn:

‘ (i) Please note, a resource-based policy will be created for you and attached to the target bucket.

Log record format
Specify the fields to include in the flow log record.

) AWS default format
© Custom format

Log format
Specify the fields to include in the flow log record.

[ Select an attribute.., v l

l account-id X I | action X I | az-id X | [ bytes X l | dstaddr X ] [ dstport ]

| end X | | flow-direction X | | instance-id > interface-id |

l log-status X | [ packets X ] I pkt-dst-aws-service X | | pkt-dstaddr X ]

| pkt-src-aws-service X lpkt-sn:addr X ] protocol 3 lregian A |

l srcaddr X ‘ | srcport | | start X l [ sublocation-id |

| sublocation-type ‘ | subnet-id X l tep-flags X ] traffic-path

l type X I l version I | vpc-id 3% I

I Select all | | Clear all |

Format preview

${account-id} ${action} ${az-id} ${bytes} ${dstaddr} ${dstport} ${end} ${Flow-

direction} ${instance-id} ${interface-id} ${log-status} ${packets} ${pkt-dst-aws-

L S - UL T A B . LIS T . L . a
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Log file format Info
The format for the log files. Each log file is compressed using Gzip compression

0 Text (default)
() Parquet

Hive-compatible 53 prefix Info
Enable to use Hive-compatible 53 prefixes to simplify the loading of new data into your Hive-compatible tools.

[C] Enable

Partition logs by time  Infe

Partition your logs per hour to reduce your query costs and get faster response if you have a large volume of logs and typically run queries
targeted to a specific hour timeframe.

0O Every 24 hours (default)
) Every 1 hour (60 minutes)

Tags
A tag is a label that you assign to an AWS resource, Each tag consists of a key and an optional value. You can use tags to search and filter
your resources or track your AWS costs.

Key Value - optional
l Q Name X ] | Q X Remove tag

Add tag

You can add 49 more tags

Cancel | Createflowlog

AWS-Flow-Logs

Step 4. Configure VPC Input to CTB

1: Access CTB Web Ul, navigate to Explorer> Broker nodetab > click open broker node >Data
Flowtab > Click Add I nput.

‘il Telemetry Broker

Manager Node 3 ©

Explorer = DataFlow Inputs 1 Destinations 1 Broker Node Detalls

&) Manager Node

Settings S Inputs 1 [+ Asavpur | Destinations 1
(a 1) ) [ 1) [resacratia sn Tep )

CTB-Input-Ul

2: Select Input type as AWS VPC Flow log and click next.



Add Input

Select Input type

[ Type or Select Input

F

UDP Input
AWS VPC Flow log
AWS VPC Flow log

Azure N3G Flow log

Flow Generator Input




: Any IP Address configured as the Input |P Address (unique I P not shared by any other exporter)
isreported as the exporter for the transformed netflow data.

Note: For AWS Access Key ID, see Configure IAM user for access key with S3 access policy, step
9

Verify

After afew minutes of configuring AWS VPC input, the status column becomes active if the AWS S3
bucket has datain it.

Verify the status of AWS VPC input using these steps.

1: Loginto CTB Ul and navigate toExplorer> Broker node tab > click openbroker node >switch tab
tolnput >Click open AWS input.

2: Verify that configured aws-flow logs have active status and received metric have rising graph.
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VPC Flow Logs
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