Create Custom Dashboards and Alerts on Splunk
using Syslogsfrom FTD
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This document describes a step-by-step walkthrough for configuring FTD to send syslogs to Splunk and
using those logs to build custom dashboards and aerts.

Prerequisites
Requirements

Cisco recommends that you have knowledge of these topics before going through this configuration guide:

* Syslog
» Basic knowledge of Splunk's Search Processing Language (SPL)

This document al so assumes that you aready have Splunk Enterprise instance installed on a server and have
access to the web interface.

Components Used
The information in this document is based on these software and hardware versions:
* Cisco Firepower Threat Defense (FTD) running on version 7.2.4

* Cisco Firepower Management Center (FMC) running on version 7.2.4



* Splunk Enterprise instance (version 9.4.3) running on a Windows machine

The information in this document was created from the devices in a specific lab environment. All of the
devices used in this document started with a cleared (default) configuration.

Background I nformation

Cisco FTD devices generate detailed syslogs covering intrusion events, access control policies, connection
events, and more. Integrating these logs with Splunk enables powerful analysis and real-time alerting for
network security operations.

Splunk is areal-time data analytics platform designed to ingest, index, search, and visualize machine-
generated data. Splunk is especially effective in cybersecurity environments as a Security Information and
Event Management (SIEM) tool due to its ability to:

* Ingest log data at scale

» Perform complex searches with SPL

* Create dashboards and alerts

* Integrate with security orchestration and incident response systems

Splunk processes data through a structured pipeline in order to make unstructured or semi-structured
machine data useful and actionable. The key stages of this pipeline are often referred to as | PIS which
stands for:

* Input

» Parsing
* Indexing
» Searching

The main broad components of the underlying architecture which are used to realize the IPIS pipeline are
shown in this diagram:
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Note: The lab environment for this document does not require separate forwarder and indexer
instances. The windows machine, that is, the syslog server on which the Splunk Enterprise instance
isinstalled is acting as the indexer and the search head.

Configurations
Configure Syslog Settingsfor the FTD

Step 1. Configure the preliminary syslog settings on FMC for the FTD under Devices > Platfor m Settings
in order to send the logs to the syslog server on which the Splunk instance is running.



FTD-PlatformSettings

Enter Description

ARP Inspection
ELT
DNS
External Authentication
Fragment Settings
HTTP Access
ICMP Acc
SSH Ac
SMTP Server
SNMP
L
Syslog
Timeouts
Time Synchronization

Time Zone

UCAPL/CC Compliance

Logging Setup Logging Destinations Email Setup

Event Lists

Rate Limit

Syslog Settings

Syslog Servers

Basic Logging Settings
Enable Logging
Enable Logging on the failover standby unit

Send syslogs in EMBLEM format

[ Send debug messages as syslogs }

Memory Size of the Internal Buffer

52428700

VPN Logging Settings
Enable Logging to Firewall Management Center
Logging Level

[ debugging v

Specify FTP Server Information

Platform Settings on FTD - Syslog

Step 2. Configure the IP address of the machine where the Splunk Enterprise instanceisinstalled and
running as a Syslog Server . Define the fields as mentioned.

IP Address: Fill in the IP address of the host acting as the syslog server
Protocol: TCP/UDP (usually UDP is preferred)
Port: You can choose any random high port. In this case 5156 is being used

Interface: Add the interface(s) through which you have connectivity to the server



Add Syslog Server

(7]
IP Address* E- v |+
Protocol () TCP (@ UDP
Port | 5156 |
Log Messages in Cisco
EMBLEM format(UDP only)
Enable secure syslog.
Reachable By:
() Device Management Interface
(®) Security Zones or Named Interface
Available Zones c Selected Zones/Interfaces
Q_ Search Squtside ™
sanside

outside

Platform Settings on FTD - Add Syslog Server

Interface Name ‘

Logging Setup Logging Destinations Email Setup Event Lists Rate Limit Syslog Settings Syslog Servers
Allow user traffic to pass when TCP syslog server is down (Recommended to be enabled)
Message Queue Size(messages)*
512
+ Add
Interface IP Address Protocol Port EMBLEM SECURE
outside - uoP 5156 rue false u




Platform Settings on FTD - Syslog server added

Step 3. Add alogging destination for Syslog Servers. The logging level can be set according to your choice
or use case.

Logging Setup Logging Destinations Email Setup: Event Lists Rate Limit Syslog Settings Syslog Servers

-+ Add
Logging Destination Syslog from All Event Class Sysiog from specific Event Class
Platform Settings on FTD - Add Logging Destination
Add Logging Filter @
Logging Destination | Syslog Servers v
Event Class | Filter on Severity v debugging v
+ Add
Event Class Syslog Severity

| Cancel |m

Platform Settings on FTD - Set Severity Level for Logging Destination

Deploy the platform setting changes onto the FTD after completing these steps.
Configure a Data I nput on the Splunk Enterprise I nstance

Step 1. Login to your Splunk Enterprise instance web interface.



splunk>enterprise

Step 2. You must define a Data I nput so that you can store and index the syslogs on Splunk. Navigate
to Settings > Data > Data | nputs after logging in.
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Monitoring
Console

Navigate to Data Inputs on Splunk

| Search settings...

KNOWLEDGE

Searches, reports, and alerts
Data models

Event types

Tags

Fields

Lookups

User interface

Alert actions

Advanced search

All configurations

SYSTEM

Server settings

Server controls

Health report manager
Instrumentation
Licensing

Workload management

Mobile settings

DATA

Data inputs )

Forwarding and receiving

Indexes

Report acceleration summaries

Source types
Ingest actions

DISTRIBUTED ENVIRONMENT

Forwarder management
Indexer clustering
Federation

Distributed search

USERS AND AUTHENTICATION
Roles

Users

Tokens

Password management

Authentication methods

Step 3. Choose UDP and then click on New L ocal UDP on the next page that appears.



Data inputs
Set up data inputs from files and dire

Local inputs

Type Inputs Actlons

Create a'New Local UDP' Input

Step 4. Enter the port on which the syslogs are being sent. It must be the same as the port configured on the
FTD syslog settings, in this case 5156. In order to accept the syslogs only from one source (the FTD), set
the Only Accept Connection From field to the IP of the interface on the FTD that is communicating with
the Splunk server. Click Next.

e

TCP or UDP port to copbure data sent over the network

Soecify Port and FTD IP address

Step 5. You can search and choose the sour ce type and index field values from the pre-defined ones on
Splunk as highlighted in the next image. The default settings can be used for the remaining fields.
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Input Settings

Optionally set additional input parameéters for this data input a5 fol

Source type

The source type is on
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App context

Application contexts are folders within a Splunic plationm in:
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data. App ¢
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Configure Data Input Settings

Step 6. Review the settings and click Submit.

Source name override .........

Input Semngs

o

< Back

Review »

App Context

Method ¥ [

DNS

Custam

[ Ingex cis

* | Create o new ingex ]

Add Data ® ®

Select Source Input Settings

UDP Port

Restrict to HOSt ....oovovvverrenns -

SOUrce TYPE ..cvvcrereenssnssssses
App Context ..o

Review Data Input Settings

cisco:ftd:syslog

launcher

(IP address of the remote server)
cisco_sfw_ftd_syslog

Execute SPL Queriesand Create Dashboards

Step 1. Navigate to the Search and Reporting App on Splunk.

Review

< Back

Submit >



Apps < Hello, Administrator

[ Bookmarks 3% Dashboard £ Crested by you
~ My bookmarks (0) k.
v Shared with my organization (0)
Shared by me
Cisco Firepowir App far Splunk
Shared by other administrators
Cisco Secure Firewall
Cisco eStreamer eMeore for Splunk ~ Splunk recommended (13)
Spiunk Secure Gateway Common 1asks Hide for user
Upgrade Readiness App 2 Add dota () Search your data 5 Visualize your data
= &)
5 ik,

Turn data into daing with Splunk Create dashbos

Navigate to the Search and Reporting App

Step 2. Formulate and execute a SPL query according to the data that you want to visualize. Y ou will be
able to see each log completely (in the ver bose mode) under the Events tab, the count of connections per
group-policy in the Statistics tab and visualize this data using these statistics under the Visualization tab.

N@W sEarch Save Asw Create Table View
index="cisco_sfu_ftd_syslog™ | rex Field=_raw "Group “<(7<group_policy>[*>1+)\> User \<[*>19\> 1P \<[vdh.10\> IPv4 Address ‘<[\dy.1+%> IPwé address \<[*\>1%\> assigned to session”] search group_policy=s | All time *
stats count group_policy

s 2B events (before TATZE B:15:04.000 PM) Mo Event Sampling « v r . B Vi -

Events (28) Pattems Saatistics (4) Visuaslization

7 Timetine fomat = Zaam Out Vhour per column

O — — Hm_ T -

Lo Show: 20 Per Page = Wigw: List » 1] 2 Neds
< Hige Fie = i Time Event

¥ G245
10:58:43.000 PM

laBbeat-0828-1

owp <sales_Dent> User (D '° <D 174

SELECTED FIELDS

ag policy 4

zo:3z:56 D : 2025 un 25 02:35:16 UTC alaBbeati-0826-11ef-3a8a-b652b0561baa : ¥FTD-sve-4-T22051: Grow <IT_Dept> User (NN 17 -ONEENNED - 1Fvs Ad
—" IPv6 address <::> assigned to session
alicy = IT_Dept  host - (R scurce = udpS1S6

Sales_Dept wdp:5156

fee > ERARS

B:32-58 000 PM

ERESTING FIELDS

y o BAS Jus 2 5 : s8bea6-0820- 116 -2804-BESIA561BAS ¢ SFTD-Sve-4-72051: Growp <Sales Dept> user (D !» - (D -4
B:29:15.000 PM Ak T 1 1
group. Sales_Dept 5156
> B2 sar:27 D : 2025 5 Sbeat-2826-11ef-aaBa-bE52bo561baa © % 951; Growp <sales_Dept> User (D 1- (D :rvs
8:27:27000 PM G i address <::>
+ Extract New Fiolds Sales_Dept  host
ER 2% 14 a8Ba-bESIBASEIEAS ¢ NFTD-sve-4-T2N51: Grow <Finance Dept> User (HIEEED 10 -GHEEEEEEEND 17

B:26:50.000 PM

Search for Events using SPL Queries

New Search SwveAsw  Cremte Table View  Close
index="cisce_sfw_ftd_syslog® | rex Fielde_raw “Group \€(Tegroup_policy>[*>I0)\> User \e[*>Iok> I8 \<[\d\.I\> 1Pva Addross \eDhi\.I#\> IPvé address \e[*\>10\> assigned to session®] search group_policy=s | AN time » n
stats count by grevppolicy
< B events | 1 D00 PM) J ! Job = A & 1 W Vet =
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Check the Statistics Tab

Find Q

New Search Seveds=  Creste

irede= e User \a[a]9A3 TP Ae[hdh. Ie\> IPv4 Address M<[hdv. I+\> IPvE address

sfw_ftd_syslog® | rex field=_raw "Group “<(7<group_policy>[*
group_policy

A=]0> assigned to session®| search group_policy=s |

+ 28 events [Defore TN3/25 815:04.000 PM

Patherns

Events (;

Visualiration

& Pie Chart =

Find more viual

Pie Chart

Compare calegories in & dataset

Search Frag

Visualization Tab Will Show the Graph/Chart



Note: In this example, the query is fetching logs for successful remote-access VPN connections
across different group-policies. A pie-chart has been used in order to visualize the number and
percentage of successful connections per group-policy. Based on your requirments and preferences,
you can choose to use a different type of visualization such as a bar graph as well.

Step 3. Click Save As and choose New or Existing dashboar d depending whether you already have a
dashboard to which you want to add this panel or you want to create a new one. This examples showcases

the latter.



New Search Save Az reate Table View  Close

index="cizen_stw_ftd_syslog® | rex fielde_raw "Group ‘\ofT<growp_policy>[=>1+)\> User \<f*»3+\> TP \cfid\. Jo\> IPvd Address \<[\d\. ]+\> IPvé address “<{*\>]+\> assigned to session®] sea =

+ 28 events (before TG

Save the Panel to a Dashboard

Step 4. Give atitle to the dashboard you are creating and provide atitle for the panel which will contain the
pie-chart.



Save Panel to New Dashboard X

Dashboard Title FTD_Dashboard |
ftd_dashboard # Edit ID

Description Optional Yy

Permissions & Private v

How do you want to build your dashboard? What's this?
Classic Dashboards Dashboard Studio NEW
The traditional Splunk dashboard A new builder to create visually-
builder rich, customizable dashboards

Select layout mode

Absolute ; :—--'—J | Grid
Full layout control | | —T ! Quick organization D!'I"'I
. | O
Panel Title Successful RAVPN Connections Per Group Policy
Visualization Type € Pie Chart B Statistics Table

» Advanced Panel Settings

Save to Dashboard

Settings for the New Dashboard



. You can set the permissions to Private or Shared in App based on whether only you are supposed
to view the dashboard or other users with access to the Splunk instance are allowed too.
Furthermore, depending on whether or not you want granular control over panel settings and layout
of the dashboard, choose the Classic or Dashboard Studio mode to build your dashboard.

Step 5 (Optional). Execute and save more SPL queries as panels to this dashboard as per your requirement
using the earlier mentioned steps.

Step 6. Navigate to the Dashboard tab in order to search and choose the dashboard that you have created.
Click it to view, edit, or rearrange its panels.

Q

= Search & Reporting

Dashboords include searches, visualizations, and nput controls that copture ond present ovallable data.

Latest Resources

for Dashbaard 51

How to View the Dashboard
Configure AlertsBased on SPL Queries

Step 1. Navigate to the Search and Reporting App to construct and run your SPL query in order to verify
that it is fetching the correct logs which will be used to trigger the aert.

Find Q

>‘ Search & Reporting

New Search S e
indes="cisco_sfu_ftd_syslog® | rex “suthentication (7<auth_status>dwr)se:® | search auth_statusRejected | rex “user IP = (T<user_ip>\d{1,3}(7:\.\d(1,31)(3)"| search user_ip=» | stats count a5 reject_count Al time = n
user_ip
+ 29 events (bafore TA25 W0212.000 PM - L
Events (29) | Patten zation
" per o
Py 1
= AN Fie i Time Event
v G405 ol 5202561t he§: auth on Reject d L d
03:22.000 AM
G245 Jun 24 o1:03:19 (D : 2025 Jun 24 0 B-11ef-238a-bE5bASE b uth 15: AMA user authentication Rejected : reason = Invalid pa
10319000 AM  ssword : local datshase : user = QD use
i Rejected  host= (D scurce
» 62325 23 18:55:54 UTC alabeat-0828-11ef-2a8a-bE52b0S61bas ; YFTD-auth-6-113015: AM user authenticaticn Rejected : reason = levalid pa
4:5736.000 AM -
e = udp5156
> 82305 Jun 23 04:57 S : 2025 Jun 23 10:59:41 UTC alsBbeat-0828-11ef-aa8a-bE52b@561bas : SFTD-auth-6-113015: AAA user authenticaticn Rejected : reason = Irvalid pa
se1_lp 45T23000AM  sswol
+ Extranct My
> E2325 8-118F-538a-bE5 2654 1bas ith 018 & n en d o dr

A5TN000 AM

Run SPL Queries for Creating Respective Alerts



Note: In this example, the query is used to fetch failed authentication logs for remote-access VPN
to trigger aerts when the number of failed attempts exceed a certain threshold within a certain
amount of time.

Step 3. Click Save As and choose Alert.

Feelp v Find Q

. Search & Reparting

Step 4. Give aTitle to name the Alert. Fill in all the other details and paramters required to configure the
alert and click Save. The settings used for this alert have been mentioned here.

<#root>



Permissions: Shared in App.

Alert Type: Real-time (allows failed user authentications in the last 10 minutes can be tracked continu

Trigger Conditions: A

custom

condition is used to search if the

rej ect _count

counter from the SPL query has exceeded 10 in the Tast 5 minutes for any IP address.

Trigger Actions: Set a trigger action such as

Add to Triggered Alerts,

Send emmi |,

etc.

and set the alert severity as per your requirement.

Save As Alert

Settings

Title

Description

Permissions
Alert type
Expires

Trigger Conditions

Trigger alert when

Trigger
Throttle ?

Trigger Actions

Alert to notify more than 10 failed attempts in 10 minutes

Optional

10

e.g. "search count > |

+ Add Actions ©

Additional Settings for Alert Creation

Private Shared in App
Scheduled Real-time
minute(s) v

Custom »

Per-Result

_—I'le{]CfS whenever search returns a result.

Number of Results
Triggers based on a number of search results during a

rolling-window of time.

Number of Hosts
Triggers based on a number of hosts during a rolling

window of time.

Number of Sources
Triggers based on a number of sources during a rolling

window of time.

Custom
Triggers based on a custom condition during a rolling

window time.

Save



Trigger Conditions

Trigger alert when Custom »

[ search reject_count>10 )

e.g. "search count > 10°. Evaluated against the results of the base search.

in 5 minute(s) v
Trigger Once For each result
Throttle ? ]

[

Additional Settingsfor Alert Creation

Trigger Actions
+ Add Actions v
When triggered v M Add to Triggered Alerts Remove
Severity Medium =
Info
Low
High

“

Additional Settings for Alert Creation



Note: If you want to trigger the alerts for each result, you will have to define the throttling settings
accordingly aswell.

Verify

Once you have created the dasboards and alerts, you can verify the configurations, data flow, dashboards
and real-time aerts using the instructions provided in this section.

View Logs

Y ou can use the search app in order to confirm if the logs sent by the firewall are received and visble to the
splunk search head. This can be verified by checking the latest logs indexed (search index =
"cisco_sfw_ftd_syslog") and the time stamp associated with it.



Search & Reporting

New Search Save As v

able Close
=—hadimbakanecsbu PO syaleg" Last 24 hours =
Ipen bookmaris (Ctrl+E)
¢ 290,844 events (7N325 10000000 AM to 7N4/25 136:08.000 AM) Na Event Sampling * Jobr e L] ) + Fast Mode =
Check and View Logs
i Time Event
> 7M4/25 jul 14 01:36:00 (P :Jul 14 07:36:09 UTC: %FTD-config-7-111889: User 'enable_1' executed cmd: show resource usage resource Routes

1:36:00000 AM  poc; (D  <ource = udp:5156

Check and View Logs

View the Real-time Dashboar ds

Y ou can navitage to the custom dashboard which you have created and see the change on each of the panels
as new data and logs are generated from the FTD.

FTD_Dashboard

Global Time Range

Last 24 hours L4

RAVPN Connections Per Group Policy

View Dashboards
Check if Any AlertsHave Been Triggered

In order to verify the information about the alerts you can navigate to the section searches, reports, and alerts



to see the recent aert information. Click View Recent in order to check further about the jobs and searches.

Searches, Reports, and Alerts

Searches, reports, and alerts are saved searches created from pivot or the search page. Learmn more [2

2 Searches, Reports, and Alefs Type - 4 - Q
Name 3 Actions 4 Type Next Scheduled Time = Display View = Owmer = App =
Alert to nolify more than 10 failed at nutes Edit* RunlZ Wiew Recent(2 Adert 2025-07-14 01:24:00 Pacific Daylight Time none admin search
Excewrding maxdmum number of falled alerts Edit* Runl® View Recent[® Abprt 2025-07-14 01:24:00 Pacific Daylight Time nong admin search

Check and View Alerts

Jobs

Manage your jobs. Leam More 12

68 Jobs ch & Rep O All = Al ' %
- 3 rd N
-
i L owner = Application = Events = Size = Created at » Expires + Runtime = Stafus Actions
admin search n 45T MB Jul 13, 2025 10:56:02 PM Jul 14, 2025 122730 AM 0229327 realk-time) lob = 1] ] -

Alert to notity more than 10 falled attempts in 10 minutes [real time|

Check and View Alerts

splunk>enterprise . s J Help Firvd Q

Search g orts 3 ] Search & Reporting

search auth_status=Rejected | rex “user IP = (T<user_ip=\d{1, 317\ 1, 330{31)71 search user_ip=* Real-time = B

Statistics (1) Visualization

s reject_count =

Check Statistics for Triggered Alert



