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Contents

Introduction

Prerequisites

Critical Domains Access

Prerequistes to Upgrade to CX Cloud Agent v2.0

Cisco DNA Center Certified Versions

Supported Browsers

Deploy CX Cloud Agent

Connect CX Cloud Agent to CX Cloud

Deployment and Network Configuration

OVA Deployment

Thick Client ESXi 5.5/6.0 Installation

Web Client ESXi 6.0 Installation

Web Client vCenter Installation

Oracle Virtual Box 5.2.30 Installation

Microsoft Hyper-V Installation

Network Configuration

Alternative Approach to Generate Pairing Code Using CLI
Configure Cisco DNA Center to Forward Syslog to CX Cloud Agent

Prerequisite
Configure Syslog Forwarding Setting

Enable Information Level Syslog Settings
Security

Physical Security

User Access

Account Security

Network Security

Authentication

Hardening

Data Security

Data Transmission

Logs and Monitoring

Security Summary

Frequently Asked Questions

CX Cloud Agent

Deployment

Releases and Patches

Authentication and Proxy configuration
Secure Shell SSH

Ports and Services

CX Cloud Agent Connection with Cisco DNA Center




CX Cloud Agent Used Diagnostic Scan
CX Cloud Agent System Logs
Troubleshooting

Collection Failure Responses
Diagnostic Scan Failure Responses

Introduction

This document describes Cisco's Customer Experience (CX) Cloud Agent. Cisco's (CX) Cloud
Agent is a modernized modular on-premise software platform that hosts lightweight containerized
microservice capabilities. These capabilities can be installed, configured, and managed on
customer premise from the cloud. CX Cloud Agent expedites the monetization of new offers,
scales capabilities, and helps to develop next-generation services driven by big data, analytics,
automation, Machine Learning/Artificial Intelligence (ML/AI), and streaming.

Note: This guide is intended for CX Cloud Agent v2.0 users. Please refer to the Cisco CX
Cloud Agent for other related information.
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CX Cloud Agent Architecture

Note: Images (and the content within) in this guide are for reference purpose only. Actual
content can vary.

Prerequisites

CX Cloud Agent runs as a Virtual Machine (VM) and is available for download as an Open Virtual
Appliance (OVA) or a Virtual Hard Disk (VHD).

Requirements to deploy:

- Any of these hypervisors: VMWare ESXi version 5.5 or laterOracle Virtual Box 5.2.30Windows
Hypervisor version 2012 to 2016

- The hypervisor can host a VM which requires: 8 Core CPU16 GB Memory/RAM200GB Disk


https://www.cisco.com/c/en/us/support/cloud-systems-management/cx-collector/series.html
https://www.cisco.com/c/en/us/support/cloud-systems-management/cx-collector/series.html
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- For customers that use designated Cisco US data centers as the primary data region to store
CX Cloud data:
The CX Cloud Agent must be able to connect to the servers shown here, using the FQDN,
and using HTTPS on TCP port 443:
FQDN: agent.us.csco.cloud
FQDN: ng.acs.agent.us.csco.cloud
FQDN: cloudsso.cisco.com
FQDN: api-cx.cisco.com
- For customers that use designated Cisco Europe data centers as the primary data region to
store CX Cloud data:
The CX Cloud Agent must be able to connect to both of the servers shown here, using the
FQDN, and using HTTPS on TCP port 443:
FQDN: agent.us.csco.cloud
FQDN: agent.emea.csco.cloud
FQDN: ng.acs.agent.emea.csco.cloud
FQDN: cloudsso.cisco.com
FQDN: api-cx.cisco.com
- For customers that use designated Cisco Asia Pacific data centers as the primary data region
to store CX Cloud data:
The CX Cloud Agent must be able to connect to both of the servers shown here, using the
FQDN, and using HTTPS on TCP port 443:
FQDN: agent.us.csco.cloud
FQDN: agent.apjc.csco.cloud
FQDN: ng.acs.agent.apjc.csco.cloud
FQDN: cloudsso.cisco.com
FQDN: api-cx.cisco.com

- For customers who use the designated Cisco Europe and Cisco Asia Pacific data centers as
their primary data region, connectivity to FQDN: agent.us.csco.cloud is required only for
registering the CX Cloud Agent with CX Cloud during initial setup. After the CX Cloud Agent is
successfully registered with CX Cloud, this connection is no longer required.

- For local management of the CX Cloud Agent, port 22 must be accessible.

Other notes on CX Cloud Agent:

- An IP will automatically be detected if Dynamic Host Configuration Protocol (DHCP) is
enabled in the VM environment. Otherwise, a free IPv4 address, Subnet mask, Default
Gateway IP address, and DNS server IP address must be available.

- Only IPv4 is supported, not IPv6.

- The certified single node and High Availability (HA) Cluster Cisco Digital Network Architecture
(DNA) Center versions from 1.2.8 to 1.3.3.9 and 2.1.2.0 to 2.2.3.5 are required.

- If the network has SSL interception, permit-list CX Cloud Agent’s IP address.

Critical Domains Access

To start the CX Cloud journey, users require access to these domains.

Major Domains Other Domains



cisco.com mixpanel.com

csco.cloud cloudfront.net

split.io eum-appdynamics.com
appdynamics.com
tigcdn.com
jguery.com

Domains specific to region:

AMERICAS EMEA APJC
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Prerequistes to Upgrade to CX Cloud Agent v2.0

The prerequisites outlined in this section must be met prior to the upgrade to CX Cloud Agent
v2.0.

1. Ensure that CX Cloud Agent v1.12.x and later must be installed prior to the initiation of the
upgrade.

2. Perform these steps to configure the Domain Name Server if it is not already configured:
Log in to the Command Line Interface (CLI) console of the CX Cloud Agent Virtual
Machine.Execute the cxcli agent configureDNS command.Enter the DNS IP address.Click
Exit.

3. Ensure that the customer’s network allows the domain names in Critical Domain Access to
complete the Cloud Agent re-registration during migration. CX Cloud Agent must be able to
reach these domains and also the domains must be resolvable from DNS server. Contact
the Network Team if any domain is unreachable.

4. Take a Cloud Agent VM snapshot before initiating v2.0 upgrade (proper access required).

Note: Versions prior to 1.10 must upgrade to v1.10 first, followed by incremental upgrades to
v1.12.x, and then to v2.0. Users can upgrade from Admin Settings > Data Sources in CX
Cloud portal. Click view update to complete the upgrade.

Following conditions to be met for successful setup:

1. List of DNACs and their credentials

2. DNAC user with Admin or Observer role access

3. Virtual IP address or Standalone/Physical IP address for DNAC cluster
4. Successful reachability between Cloud Agent and DNAC

5. DNAC must have minimum 1 (one) managed device


https://csco.cloud/
https://csco.cloud/
https://csco.cloud/
https://csco.cloud/
https://csco.cloud/
https://csco.cloud/

Cisco DNA Center Certified Versions

Certified single node and HA Cluster Cisco DNA Center versions are from 1.2.8 to 1.3.3.9 and

2.1.2.0t0 2.2.3.5.

DNA Center Cluster
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Supported Browsers

For the best experience on Cisco.com, we recommend the latest official release of the these

browsers:
- Google Chrome

- Microsoft Edge
. Mozilla Firefox

Deploy CX Cloud Agent

To deploy CX Cloud Agent:

1. Click cx.cisco.com to log in to CX Cloud.

2. Select campus Network and navigate to ASSETS & COVERAGE tile.
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3. Click Set Up CX Cloud Agent in the banner. The Set Up CX Cloud Agent - Review
deployment requirements window opens.
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s T Review deployment requirements

Deptay and Pair with Virtual Machine Prepare your network for CX Cloud Agent

CX Cloud Agent runs as a virtual machine (VM. 0 you'll noed a hypendsor to host it
i Hefare you dewnload and Instal the image Be, make sure CX Cloud Agent is able to conneet to the designated serverls) via HTTPS an port 443 using bath the
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o
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If'vﬂ\ ‘G Cloud takes secusity seriously. Review the Security section of the CX Cloud Agent Overviow 1o learn how CX Cloud Agent handles and stores
W2/ your data
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Review deployment requirements
4. Read the prerequisites in Review deployment requirements and select the check box
for | set up this configuration on port 443.

Note: Images (and the content within) in this guide are for reference purpose only. Actual
content can vary.

5. Click Continue. The Set Up CX Cloud Agent - Accept the strong encryption agreement
window opens.
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Accept the strong encryption agreement
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6. Verify the pre-populated information in the First Name,Last Name,E-mail, and CCO User

Id fields.
7. Select the appropriate Business division’s function.

8. Select the confirmation check box to agree to the usage conditions.

9. Click Continue. The Set Up CX Cloud Agent - Download image file window opens.



Set Up CX Cloud Agent *

Download image file
SET UP CX CLOLD AGENT "

Cisco End User Licenze Agreement

:3 In order to dovnioad soffware, please confirm that you have read and agres 1o
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Download Image
10. Select the appropriate file format to download the image file required for installation.

11. Select the | accept check box to agree to the Cisco End User License Agreement.

12. Click Download and Continue. The Set Up CX Cloud Agent - Deploy and pair with your
virtual machine window opens.

13. Refer to Network Configuration for OVA installation and continue to the next section to
install the CX Cloud Agent.

Connect CX Cloud Agent to CX Cloud

1. Enter the Pairing Code provided in the console dialog or Command Line Interface (CLI).



© hHelp

Set Up CX Cloud Agent X

Deploy and pair with your virtual machine
SET UP CX CLOUD AGENT

Cieploy the: dowmioaded file on your virtual machine. After doployment. you'll receive o pairing code. Please enter the code below

Pairing Code
@ Auview Deployment Requiremens
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@ Dawnload Image Fie

) Depkoy bing Paie with Vinual Maching
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Pairing Code

2. Click Continue to register the CX Cloud Agent. The Set Up CX Cloud Agent -
Registration successful window displays for few seconds before automatically
navigating to Configure Connection to CX Cloud window

@ Holy
Set Up CX Cloud Agent X
Registration successful!
SET UP CX CLOUD AGENT
—_— e
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?

Registration Sucessful



1
@ Heip |

£ Back to Data Sources

Cenfigure connection to CX Cloud

Connect a Cisco DNA Center

WP Adddress oF FQDN Location (City, State, Country)
Usermame Password
Colection Frequency Tone

Freguency y Time 15T

B fun the firs1 collection now (Ehis may take up to 75 meruies)

The fust data sowce you add must be a Cisco DNA Center. After that you can add additional Cisco DNA Centers and devices nof connected
o a controller.

Configure Connection

3. Enter data and click Connect This Data Source. The confirmation message “Successfully
Connected” displays.

Configure connection to CX Cloud

Successfully Connected

..f‘:__;\l Cisco DNA Center live.com

|.\ mm {  Inventory collection runs every day At 02:00 AM IST
/
— First inventory collection will run immediately when you finish adding your data sources

Connect another data source to CX Cloud Agent?

+  Add Another Cisco DNA Center

Done Connecting Data Sources

DNAC Added Successfully



Note: Click Add Another Cisco DNA Centerto add multiple DNACs.

Configure connection to CX Cloud

Successfully Connected

(n ,~ Cisco DNA Center live.com
\
@' Inventory collection runs every day At 02:00 AM IST
First inventory collection will run immediately when you finish adding your data sources

/o=, Cisco DNA Center live.com
\\:-I/J Inventory collection runs every day At 01:00 AM IST
First imventory collection will run immediately when you finish adding your data sources

/e, Cisco DNA Center demo.com
\mm I Inventory collection runs every day At 07:00 AM 15T
First inventory collection will run iImmediately when you finish adding your data sources

Connect another data source to CX Cloud Agent?

+  Add Another Cisco DNA Center

Done Connecting Data Sources

Multiple DNACs Added

4. Click Done Connecting Data Sources. The Data Sources window opens.



Data Sources

& Region: United States

Add Meraki Dashboard

Data Sources

Deployment and Network Configuration

Any of the these options can be selected to deploy the CX Cloud Agent:
- If you select VMware vSphere/vCenter Thick Client ESXi 5.5/6.0 go to Thick Client
- If you select VMware vSphere/vCenter Web Client ESXi 6.0 go to Web Client vSphere or
Center

- If you select Oracle Virtual Box 5.2.30 go to Oracle VM
- If you select Microsoft Hyper-V go to Hyper-V

OVA Deployment
Thick Client ESXi 5.5/6.0 Installation

This client allows the deployment of CX Cloud Agent OVA by use of the vSphere thick client.

1. After you download the image, launch the VMware vSphere Client and log in.



(&) VMware vSphere Client p 4

vmware

VMware vSphere”
Client

All vSphere features introduced in vSphere 5.5 and beyond are
avaiable only through the vSphere Web Client. The traditional
viphere Client will continue to operate, supporting the same
feature set as vSphere 5.0.

To directly manage a single host, enter the IP address or host name,
To manage multiple hosts, enter the IP address or name of a
vCenter Server.

IP address [Name:  [TNWIEA0] -

Liser name: roat

Password: e

[ Use Windows session redentials

Login

2. Navigate to File > Deploy OVF Template.
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3. Browse to select the OVA file and click Next.



(%) Deploy OVF Template

Source
Select the source location.

Source

OVF Template Details
MName and Location
Disk Format

Ready to Complete
Deploy from a fil= or URL

[

network share, or a CD/DVD drive.

Enter a URL to download and install the OVF package from the Internet, or
specify a location accessible from your computer, such as a local hard drive, a

__teb |

OVA Path

4. Verify the ovF Details and click Next.

< Back “ Next > I

Cancel




| @ Deploy OVF Template

OVF Template Details
Verify OVF template detads,

Source

OVF Template Details

Name and Location Product: CxCloudAgent_2.0_Buid-144

Disk Fo:mat e o

MNetwork Mapping

Ready to Complete Vendor: Cisco Systems, Inc
Publisher: & CISCO SYSTEMS, INC.
Download size: 1.1GB
Size on disk: 3.1 GB (thin provisioned)

200.0 GE (thick provisionad)

Description: CXCloudAgent_2.0_Build-144

__teo |

Template Details

5. Enter a unique Name and click Next.




@ Deploy OVF Template =

Name and Location
Spedfy a name and location for the deployed template

Source MName:
OVF Template Details -
CXCloudAgent_2.0_Build-144 E EMO
Mame and Location L™
Dick Eormat The name can contain up to 80 characters and it must be unique within the inventory folder.

Metwork Mapping
Ready to Complete

Ll <Bad-.| Next>|

Cancel

Name and Location

6. Select a Disk Format and click Next (Thin Provision is recommended).

BN



@ Deploy OVF Template -_ O X

Disk Format
In which format do you want to store the virtual disks?

Source Datastore: Idatastore 1(11)
OVF Template Details

Mame and Location

'ﬁ Available space (GB): | 973.1

Metwork Mapping
Ready to Complete

" Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed
{* Thin Provision

| — = | [ =

Disk Format

7. Select the power on after deployment checkbox and click Finish.



(%) Deploy OVF Template = O X

Ready to Complete
Are these the options you want to use?

Source
OVE Temolate Details When you dick Finish, the deployment task will be started.
Name and Location Deployment settings:
Disk Format OVFfile:

Network Mapping
Ready to Complete

C:\Wsers\oicadmin\Downloads\OVA\CXCloudAgent_20.
Download size: 1.1GB

Size ondisk: 3.1GB

Name: CXCloudAgent_2.0_Build-144 DBVO
Host/Cluster: localhost.

Datastore: datastorel (11)

Disk provisioning: Thin Provision

Network Mapping: "WM Network" to "M Network"

¥ [Power on after_ deployment!

Help | < Back Finish Cancel

Ready to Complete
Deployment can take several minutes. Wait until you get a success message.
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Deployment in Progress

(< Deployment Completed Successfully - X

Deploying CXCloudAgent_2.0_Build-144_DEMO
Completed Successfully

Deployment Completed

8. Select the VM just deployed, open the console and go to Network Configuration.

Web Client ESXi 6.0 Installation

This client deploys CX Cloud Agent OVA by use of the vSphere web.

1. Log in to VMWare Ul with the ESXi/hypervisor credentials used for deploying VM.

Wit T Pyl

vmware EsXi

L

VMware ESXi Login

2. Select virtual Machine > Create / Register VM.



baa it bosrpbderrden « Whlye I @ Hes Tab o +

= L] 0 A o Rttpef0 BETT 000 st

o [ﬁ.m

{7 Manape with vCenber Server | T Cesteegistervl | [y Suddown [Bg Reboct | (9 Refresh | £F adions

ariied —— EAIRGELIGEMOMAN | Copmne ar regitner o Vitual Maching |
i ‘erpas B0 TRda T T T TREIET =
1 Wiitual Rase Rty n ‘ Siuiy Harmal (poarpcied B viander Serves o 10136 T7 44
L1 siorage m | Liplrm 152 0T days
£ Metworiking | 3| —

Select creation type
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OVA Deployment

3. Select Deploy a virtual machine from an OVF or OVA file and click Next.

4. Enter the name of the VM, browse to select the file, or drag-and-drop the downloaded OVA
file.

5. Click Next.



#51 New virtual machine

+ 1 Select creation type
2 Select OVF and VMDK files
3 Select storage
4 License agreements
5 Deployment options
6 Additional settings
7 Ready to complete

OVA Selection

Select OVF and VMDK files

Select the OVF and VMDK files or OVA for the W you wiould like to deploy

Enter a name for the virlual machine.

Virtual machine names can contain up 1o 80 characters and they must be unique within each ESXi instance,

Click to select files or drag/drop

6. Select standard Storage and click Next.

5 Mew virtual machine - CX Cloud Agmt 2.0 DEMO

Finish Cancel

+ 1 Select creation type
" 2 Select OVF and VMDK files

4 License agreements
5 Deployment options
G Additional settings
7 Ready to complete

Select storage
Select the storage type and datastore

Select a datastore for the virtwal machine’s configuration files and all of its’ virtual disks.

Mame w Capadty -~ Free ~ | Type ~  Thin pro... ~ Access

datastore1 43578 357 T8 VMFS5 Supported  Single _

w
1items

Back | Finish |Cancal

Select Storage



¥ New virtual machine - CX Cloud Agrnt 2.0 DEMO

+ 1 Select creation type
' 2 Select OVF and VMDK files
+ 3 Select storage

Rd 4 Deployment options

Deployment options

Select deployment oplions

5 Ready to complete Network mappings

Disk provisioning

Power on automatically

Deployment Options

VM Network VM Corporate Network v

(® Thin O Thick

Back || Ned || Finish || Cancel |

7. Select the appropriate Deployment options and click Next.

741 New virtual machine - CX Cloud Agrnt 2.0 DEMO

+ 1 Select creation type
" 2 Select OVF and VMDK files
+ 3 Select storage

Ready to complete

Review your seftings selection before finishing the wizard

+ 4 Deployment options

td 5 Ready to complete

Product

VM Name

Disks

Datastore
Provisioning type
Network mappings

Guest 0S5 Name

CXCloudAgent_2.0_Build-144

CX Cloud Agmt 2.0 DEMO
CXCloudAgent_2.0_Build-144-1_signed-shal-disk1vmdk
datastore1

Thin

VM Metwork: WM Corporate Nebwork

Unknown

f ' E Do not refresh your browser while this VM is being deployed.
L]

Ready to Complete

| Back Nest || Finish || Cancel |

-
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Open Console

10. Navigate to Network Configuration.

Web Client vCenter Installation

1. Log into vCenter Client using the ESXi/hypervisor credentials.
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Home Screen

2. On the Home page click Hosts and Clusters.
3. Select the VM and click Action > Deploy OVF Template.
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Recent Tasks

Tk s «  Tape

Actions

Select Template

B 10.126.77.51

Surmmary

i 55 Nirw Vit MacRing:

T Deploy OVF Tempiais
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IET

fl |
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Moy
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Deploy OVF Template

Select an OVF template
Skt a0 OVF template Trom remote

Imags Profie
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Farit Tosarance
(Lepacy)

Fast Toierance

EVE Mess

. Add the URL directly or browse to select the OVA file and click Next.
. Enter a unique name and browse to the location if required .
. Click Next.

= OuesedFor = S
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Deploy OVF Template

v 1Select an OVF template Select a name and folder

_ Specify a unique name and target location

3 Select a compute resource

4 Review details Virtual machine name: CXCloudAgent_2.0_Build-144-demo

5 Select storage
6 Ready to complete Select a location for the virtual machine.

v [ 10.126.77.54

£ CommonPool
[ Delete

[ Performance

WON NN

[l Automation
> [ Build-Server
> [ DNAC

> [ Security

> [ Tools

Name and Folder

7. Select compute resource and click Next.



_Deploy OVF Template

+ 1Select an OVF template Select a compute resource

+ 2 Select a name and folder

3 Select a compute resource

4 Review details v [l Security

Select the destination compute resource for this operation

5 Select storage > D 10.126.77.51

6 Ready to complete

Compatibility

v Compatibility checks succeeded

CANCEL BACK NEXT

Select Compute Resource
8. Review the details and click Next.



+ 3 Select a compute resource

4 Review details

5 Select storage Publisher
6 Select networks
Product
7 Ready to complete
Version
Vendor
Description

Download size

Size on disk

Review Details

Deploy OVF Template
v 1 Select an OVF template Review details
+ 2 Select a name and folder Verify the template details.

DigiCert SHA2 Assured ID Code Signing CA (Trusted certificate)
CXCloudAgent_2.0_Build-144

20

Cisco Systems, Inc

CXCloudAgent_2.0_Build-144

1.1GB

3.1 GB (thin provisioned)

200.0 GB (thick provisioned)

9. Select the virtual disk format and click Next.



ﬁmwmmm-cxcmumznn:m

¥ 1 Select creation type Select storage
¥ 2 Select OVF and VMDK files Selectthe storage type and datastore

b4 3 Select storage

4 License agreements
- Persistent Memory
5 Deployment options
6 Additional settings Select a datastore for the viftual machine's configuration files and all of its' virtual disks.

7 Ready to complete

~ Capacty ~ Free ~  Type ~ | Thinpro... ~  Access ~

~

435TB 35778 VMFS5 Supported  Single
v
1items

[ Back || Next I Finish Cancel

Select Storage

10. Click Next.



Deploy OVF Template

v 1Select an OVF template Select networks
+ 2 Select a name and folder Select a destination network for each source network.

+ 3 Select a compute resource
Source Network ¥ Destination Network

VM Network VM Network

v 4 Review details
v 5 Select storage

6 Select networks

7 Ready to complete

IP Allocation Settings
IP allocation: Static - Manual

IP protocol IPvd

CANCEL BACK NEXT

Select Networks

11. Click Finish.



Deploy OVF Template

1 Select an OVF template Ready to complete

2 Select a name and folder Click Finish to start creation.

4 Review details

5 Select storage Provisioning type Deploy from template

v
v
+ 3 Select a compute resource
v
v
v

6 Select networks

7 Ready to complete

Name CXCloudAgent_2.0_Build-144-demo
Template name CXCloudAgent_2.0_Build-144-1_signed-shal
Download size 11GB
Size on disk 31GB
Folder Security
Resource 10.126.77.51
Storage mapping

All disks Datastore: datastorel (23); Format: Thin provision
Network mapping

VM Network VM Network
IP allocation settings

IP protocol IPV4

IP allocation Static - Manual

CANCEL FINISH

Ready to Complete
12. A new VM is added. Click on its name to view the status.

vm

2 & CXCloudAgent_2.0_Build-144-demo | » = # & © | scrionse
Summary  Monitor Configure  Permissions  Datastores  Networks  Updates
D O Hz
@ op
. 83 32768
1267751
CxCloudAgent_2 0_Build-144-demo
M4 Hartware - . -

=21 8 CPUGs:

Ve [ 56 68 0 68 memory activ

Hard digic 1 200G8

Metwork adapter 1 WM B twerk (Seonmected

Floppy drfve |

Vo card
VMG davice Dvice O U virtull maching PCI bus that

Recent Taks alarms ¥

~ St - w Ouesdfor  w  Stet Time

[

Added VM



13. Once installed, power on the VM and open the console.

vm  vSphere Client

D @ a g & CXCloudAgent_2.0_Build-144-demo | b ¥ 5 G

101267784 Summary

I 32768

S lomp=a i
{2 s
o 1
B O
o o
m I
n

Open Console
14. Navigate to Network Configuration.

Oracle Virtual Box 5.2.30 Installation

This client deploys CX Cloud Agent OVA though the Oracle Virtual Box.

@ VirtualBox File Machine Window Help

Import Appliance... e VM VirtualBox Manager

Export Appliance... 3E @ @ {3 E
New Cloud VM...

: ; Import  Export | New Add
Virtual Media Manager... it i :

Host Network Manager... s to VirtualBox!

The left part of application window contains global
tools and lists all virtual machines and virtual
machine groups on your computer. You can import,
add and create new VMs using corresponding
toolbar buttons. You can popup a tools of currently
selected element using corresponding element
button.

You can press the 3#7? key to get instant help, or visit
www.virtualbox.org for more information and latest
news.

Oracle VM

1. Open the Oracle VM Ul and select File > Import Appliance.
2. Browse to import the OVA file.



Appliance to import

Please choose the source to import appliance from. This can be a local file system to import OVF archive or one of known cloud service
providers to import cloud VM from.
Source: | Local File System a

Please choose a file to import the virtual appliance from. VirtualBox currently supports importing appliances saved in the Open
Virtualization Format (OVF). To continue, select the file to import below.

B

File: JUsers/vkukatla/Downloads/2.0 OVAJCXCloudAgent_2.0_Build-144-1_signed-shal.ova

Expert Mode Go Back Cancel
A )|

Select File

3. Click import.



Appliance settings

These are the virtual machines contained in the appliance and the suggested settings of the imported VirtualBox machines. You can
change many of the properties shown by double-clicking on the items and disable others using the check boxes below.

Virtual System 1

w

®

L' LR

i

.0H

l._L

)
“

Name

Product

! Vendor

! Wendor-URL

Wersion

) Description

| Guest OS Type

CPU

RAM

Floppy

Network Adapter
Storage Controller (IDE)

Storage Controller (IDE)

Warnings:

= Mo trusted certificate paths

Machine Base Folder:

MAC Address Policy:

e warr woes wwemmrn vrrsmre s

cxC
CxCloudAgent_2.0_Build-144
Cisco Systems, Inc
http:ffwww.cisco.com
20
CxCloudAgent_2.0_Build-144
P4 Ubuntu (64-bit)
8
16384 MB

Intel PROMO00 MT Desktop (82540EM)
PlIX4
PlIX4

7 JUsersfvkukatlafVirtualBox ViMs

Include only NAT network adapter MAC addresses

Additional Options: Impaort hard drives as VDI

Unverified signature by CISCO SYSTEMS, INC.!

Restore Defaults

Go Back

Cancel

E R

aRETRYELZI I

&

Import File

4. Select the VM just deployed and click start.

L CXC

"l © Powered Off
CXC

VM Console Startup

L

Mew

Oracle VM VirtualBox Manager

5 =

v
Settings i Start

M General

] —
| —

U Name:

CXC

Operating System: Ubuntu (64-bit)

Powered Off since 3:24 PM
Session unlocked

A System

Base Memory: 16384 MB
Processors: 8

Boot Order:
Acceleration:

Floppy, Optical, Hard Disk
VT-x/AMD-V, Nested Paging, PAE/NX,
KVM Paravirtualization

B Display

Video Memory:
Graphics Controller:

16 MB
VBoxVGA

Remote Desktop Server: Disabled

Recording:

Disabled

& Storage

Controller: IDE
Controller: SCSI

SCSI Port 0:

Controller: Floppy
Floppy Device 0: Empty

2 Audio

Host Driver: CoreAudio

Controller:

ICH AC97

M preview

CXCloudAgent_2.0_Build-144-1_signed-shal-disk1.vdi (Normal, 200.00 GB)

]

I

I

| T MAC Address Palicy:



-
Appliance settings i
E
5. You ¢can
|
v
Importing virtual disk image 'CXCloudAgent_2.0_Build-144-1_signed-shal-disk1vmdk’ ... (2/2)
a
| A few seconds remaining
1
Guest 0S Type Fa Ubuntu (64-bit)
cPU a8
RAM
Floppy
|
Unwverif ture by CISCO SYSTEMS, INC
aults Go Back Cancel

Import in Progress
5. Power on the VM. The console displays.

A s e e el e DO Ll e B il i W i i e i B

CXC [Running]

Bl et e s Rl e A et il Wi e e s

The Virtual Machine reports that the guest OS does not support mouse pointer integration in the current vides mode. SRS

ol - A W i ‘| Left 8

Open the Console



6. Navigate to Network Configuration.

Microsoft Hyper-V Installation

1. Select import Virtual Machine.

EH
File Action View Help
« | (@ B[

33 Hyper-V Manager
§a WiN-ALPH2ACOVE™

| LY P RPEN Y PR T S

New

Import Virtual Machine...

Hyper-V Settings...

Virtual Switch Manager..,

Virtual SAN Manager...

Edit Disk...
Inspect Disk...

Stop Service
Remave Server
Refresh

View

Help

<

Snapshots

Details

Displays the Import Wizard,

Hyper-V Manager

State

No virual machines wene found on this server.

No item selected.

2. Browse and select the download folder.

3. Click Next.

CF

Actions
WIN-ALPH2ACOVKT?
New
Import Virtual Machine..,
] Hyper-V Se‘t‘tings._.
Virtual Switch Manager...
a Virtual SAN Manager...
4 Edit Disk...
Inspect Disk...
(W) Stop Service
. Remove Server
Refresh
View

Help




i Hyper-V Manager ﬂﬂn

File Action View Help

e zm B E
&5 Hyper-V Manager Actions
5@ WIN-ALPH2ACSVKT Virtual Machines
ui WIN-ALPH2ACOVKT -
Name - State CF New »
No virtual machines wene found on this server. = Import Virtual Machine...

Import Virtual Machine -

7P | Locate Folder

Before You Begin

Select Virtual Machine

Specify the folder containing the virtual machine to import.

Folder: | [ Browse...

Choose Import Type

3
Summary

Folder to Import

4. Select the VM and click Next.



R . - e mm —m o LEp "UIPVIL VLG IV I

CXCloudAgent_2.0_Build-144 3/3/20229:29:22 PM

<Prm|| Next > H Finish || Cancel

Select VM

5. Select the copy the virtual machine (create a new unique ID) radio button and click Next.



Choose Import Type

Before You Begin Choose the type of import to perform:
Locate Folder

Select Virtual Machine

(O Register the virtual machine in-place (use the existing unique ID)
(O Restore the virtual machine (use the existing unique ID)
Choose Import Type (® Copy the virtual machine (create a new unique ID)

Import Type

6. Browse to select the folder for VM files. It is recommended to use default paths.
7. Click Next.



Choose Folders for Virtual Machine Files

You can specify new or existing folders to store the virtual machine files. Otherwise, the wizard
imports the files to default Hyper-V folders on this computer, or to folders spedified in the virtual
machine configuration.

[[] Store the virtual machine in a different location

Virtual machine configuration folder:

[C:ngramDataMa’mﬁ\thows‘i—[m-\ﬂ ] Browse...

Snapshot store:

Choose Destination

|C:V=roqramData‘l~'icrosoft‘-.thows‘Hyper-V I | Browse... |

Smart Paging folder:
(C:\ProgramData Wicrosoft\Windows \Hyper -V || erowse...

<previous | [ Next> | oo | cancel

Choose Folder

8. Browse and select the folder to store the VM hard disk. It is recommended to use default
paths.

9. Click Next.
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Choose Folders to Store Virtual Hard Disks

Where do you want to store the imported virtual hard disks for this virtual machine?

yper-V\Virtual Hard Disks\ | I Browse...

Choose Storage Folders

<Prm” Next > || Finish Jl Cancel I

Folder to Store Virtual hard Disks

10. The VM summary displays. Verify all inputs and click Finish.
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Completing Import Wizard

Before You Begin You are about to perform the following operation.
Locate Folder Description:

Select Virtual Machine Virtual Machine: CxCloudAgent_2.0_Buld-144
Choose Import Type Import file: C:\Users\vishnu\Downloads\2.0\CXCloudAgent_2.0_Build-144
Choose Destination Import Type: Copy (generate new ID)
virtual machine configuration folder: C:\ProgramData'\Microsoft\Windows\Hyper-V\
ST e R Snapshot folder: C:\Programbata\Microsoft\Windows \Hyper-V
Summary Smart Paging file store: C:\ProgramData\Microsoft\Windows \Hyper-v
Virtual hard disk destination folder:  C:\Users\Public\Documents'\Hyper-V\Virtual Hard Disks\

< i |

To complete the import and dose this wizard, dick Finish.

< Previous || Next > H Finish

Summary

11. Once the import is completed successfully, a new VM is created on Hyper-V. Open the VM
setting.

12. Select the network adaptor on the left pane and choose the available virtual Switch from the
drop-down.



| CXCloudAgent 2.0 Build-144

v| 4 » |G

« Hardware

~ | U Network Adapter

4@ Add Hardware

& BIOS
Boot from CD

[ Memory
16384 MB
n Processor
8 Virtual processors
= & IDE Controller 0
s Hard Drive
disk-0.vhdx
= & IDE Controller 1
{ % DVD Drive
None
% SCSI Controller
U Network Adapter

Not connected

Fcom1

None

¥ com2

None
[ Diskette Drive
None
A Management

Spedify the configuration of the network adapter or remove the network adapter.

The VLAN identifier spedfies the virtual LAN that this virtual machine will use for all
network communications through this network adapter.

2
Bandwidth Management
[] Enable bandwidth management

Spedfy how this network adapter utilizes network bandwidth. Both Minimum
Bandwidth and Maximum Bandwidth are measured in Megabits per second.

Minimum bandwidth: Ijl Mbps
Maximum bandwidth: I:l Mbps

o To leave the minimum or maximum unrestricted, spedfy 0 as the value.

To remove the network adapter from this virtual machine, dick Remove,

iﬁ Name
CXCloudAgent_2.0_Build-144

‘g Integration Services
All services offered

1. Snapshot File Location
C:\ProgramData\Microsoft\Win...

Eé Smart Paging File Location

o Use a legacy network adapter instead of this network adapter to perform a
network-based installation of the guest operating system or when integration
services are not installed in the guest operating system.

C:'\ProgramData\Microsoft\Win...

D Automatic Start Action
Restart if previously running

Virtual Switch

13. Select connect to start the VM.




ad Hyper-V Manager =18
File Action View Help
= 2@ B[
a3 Hyper-V Manager ' i
WIN-ALPH2ACOVKT Virtual Machines
i WIN-ALPH2ACOVKT & ~
Name State CPU Usage Assigned Mem New »
Fcx0oudAgent_2.0_Buid-144 =
Connect... Les Import Virtual Machine...
Settings... = Hyper-V Settings...
Start 1 Virtual Switch Manager...
Snapshot a! Virtual SAN Manager...
s ¢4 Edit Disk...
Export... (5 Inspect Disk...
Rename... (W) Stop Senice
Delete... 75 Remove Server
Enable Replication... (3 Refresh
Help View (=
H Hep
< [ > =
— | CXCloudAgent_2.0_Bui... ~
Snapshots @ i Connect..
i) Settings..
CXCloudAgent_2.0_Build-144 Q© st
| s Snapshot
Created: 3/11/2022 250:41 PM Clustered: Mo =
Notes:  MNone 2" Move..
. EBxport..
=] Rename...
Gx Delete..
Summary y | Networking | Repication 49 Enable Replication...
¢ [ > | E Helo v
Launches the Virtual Machine Connection application.

Starting VM

14. Navigate to Network Configuration.

Network Configuration



CX Cloud Agent

i
CiSco

VM Console

1. Click set Password to add a new password for cxcadmin OR click Auto Generate Password t0 get a
new password.

Cisco CX Cloud Agent Conf iguration

Before you can log into Cisco CX Cloud Agent, you must set a new password for
cxcadmin, which is the Cisco CX Cloud Agent username. The password must meet
the following requirements:
- Contains a minimum of 8 characters
- Imncludes:

- One uppercase character

— Dne lowercase character

- One number

-~ Dne of the following special characters: * @ # § « ~ & = ( ) _ +
- Is not a dictionary word

Set Password ; <Auto Generate Passuword}

Set Password

2. If set Password IS selected, enter the password for cxcadmin and confirm it. Click set Password
and go to Step 3.



Set Password

In the Password and Confirm Password fields, enter and confirm a new password for
cxcadmin., When you are finished, select Set Password

(Use the Up Arrow and Down Arrow keys to navigate between fields.
Press the Tab key to select Set Password.)

Username : cxcadnin

Password: e________|
T

Conf irm Password:

L3t Passuwnrdy

New Password

OR If Auto Generate Password IS selected, copy the password generated and store it for future
use. Click save Password and go to Step
4.

futogenerated Password

Passuord : SOUMIXNIOEX

Hake sure to store this password in a safe place. Thiz password is required to log
into Cisco CX Cloud Agent.

After you have stored the password in a safe place, select Save Password. To return
to the previous screen, select Cancel.

Coave Passwordy L4 Cancel >

Auto Generated Password

3. Click save password to use it for authentication.

Password Strength

The strength of the new password is Medium.

To save the password, select Save Password. To configure a different password,
select Cancel to return to the Set Password screen.

{Save Passuord> < Cancel >

Save Password

4. Enter the IP Address, Subnet Mask, Gateway, and DNS Server and click Continue.



Network Conf iguration

Please enter an IPv4 address and corresponding network configuration
for the appliance.

(Use UprsDoun keys to navigate to next field. Press Tab to jump to
Continue button)

IP Address: r—— 1
Subnet Mask: e
Gateway: e
DNS Servers: —— 1
*Maximum 3 IPs with comma separator.

{Cont inue)

Network Configuration

5. Confirm the entries and click Yes, Continue.

Conf irmation

Are these entries correct?

IP Address: 192.168.0.100
Subnet Mask: 255.255.255.0
Gateway: 192.168.0.1

DNS: 192.168.0.64

<Yes, Continue> < No, Go Back >

Confirmation

6. To set the proxy details, click Yes, Set Up Proxy Or click No, Continue to Configuration t0 complete the
configuration and go to Step 8.

Proxy Set Up Confirmation

Do you want to add proxy details?

< Yes, Set Up Proxy bI<No, Continue to Configuration>

Proxy Setup

7. Enter the proxy Address, Port Number, Username, and Password.



Proxy Conf iguration
Please enter proxy details for the network.

(Use UpsDoun keys to navigate to next field. Press Tab to jump to Setup
Proxy button)

Proxy Address: e

Port Number: 1

Username:: 1

Passuord: . 1
{Begin Configuration)> < No, Go Back >

Proxy Configuration

8. Click Begin configuration. The configuration can take several minutes to complete.

Cisco CX Cloud Agent Setup
Conf iguration is in progress...
This step will take 8-10 minutes to complete.

Do not power off the machine until this process is completed.

]

Configuration in Progress
9. Copy the pairing Code and return to CX Cloud to continue the setup.

Cizco CX Cloud Agent Setup

The network conf iguration has been successfully completed,

The pairing code iz
Pleaze go to CX Cloud and enter thiz pairing code.
The Code will be wvalld for S5 aimates.

Time left in seconds. ..

“1

Pairing Code

10. If the Pairing Code expires, click Register to Cx Cloud to obtain the code again.




Fairing Code Expired

The netuork conf iguration bas been successfully conpleted.
Ir
Subnet Razk

G L)
DS Server

To regenerate the pairing code PRESS key <Reglster to CX Cloud®

Reg ister to CX Cloud)

Code Expired

11. Click ok.

Registration Successful

CX Cloud Agent setup is complete. Flease go to CX Cloud to start using the
valuable data provided by CX Cloud fAgent.

Registration Successful

12. Return to the Connecting CX Cloud Agent to CX Cloud section and perform the listed steps.

Alternative Approach to Generate Pairing Code Using CLI
Users can also generate a pairing code by using CLI options.
To generate a pairing code through the use of CLI:

1. Log in to the Cloud Agent via SSH using the cxcadmin user credential.

2. Generate the pairing code using the command cxcli agent generatePairingCode.

dagent:-§ cxcli agent generatePairingCode

Generate Pairing code CLI

3. Copy the pairing code and return to CX Cloud to continue the setup. For more information, refer
to Connecting to Customer Portal.



Configure Cisco DNA Center to Forward Syslog to CX Cloud

Agent

Prerequisite

Supported Cisco DNA Center versions are from 1.2.8 to 1.3.3.9 and from 2.1.2.0 to 2.2.3.5.

Configure Syslog Forwarding Setting

To configure Syslog Forwarding to CX Cloud Agent in Cisco DNA Center using Ul, perform these

steps:

1. Launch Cisco DNA Center.

2. GO to Design > Network Settings > Network.
3. For each site, add the CX Cloud Agent IP as the Syslog Server.

=Q
1 Global
% Bangalore

M BGL1E

Cisco DNA Center

DESIGN

Metwork Settings

POLICY PROVISION ASSURANCE PLATFORM

Metwaork Device Credentials IP Address Pools

Setup network properties like AAA, NTP, Syslog, Trap and MetFlow using the " Add Servers” link. Once devices
are discovered, DNA Center will deploy using these settings.

SYSLOG Server

Cisco DNA Center as syslog server

SYSLOG

172.23.183.190 }

Syslog Server

Notes:

- Once configured, all devices associated with that site are configured to send syslog with
level critical to CX Cloud Agent.
- Devices must be associated to a site for enabling the syslog forwarding from the device to

CX Cloud Agent.

- When a syslog server setting is updated, all devices associated with that site are
automatically set to default critical level.

Enable Information Level Syslog Settings

To make Syslog Information level visible, perform the these steps:

1. Navigate to Tools > Telemetry.
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2. Select and expand the site view and select a site from site hierarchy.

Cisco DNA Center
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3. Select the required site and select all devices using the Device name check box.

4. From the Actions drop-down, select optimal Visibility.
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Security

CX Cloud Agent assures the customer of end-to-end security. The connection between CX Cloud
and CX Cloud Agent is encrypted. CX Cloud Agent's Secure Socket Shell (SSH) supports 11
different ciphers.

Physical Security

Deploy CX Cloud Agent OVA image in a secured VMware server firm. The OVA is shared
securely through Cisco software download center. Bootloader (single user mode) password is set
with a randomly unique password. Users must refer to FAQ to set this bootloader (single-user
mode) password.

User Access

CX Cloud users can only get authentication and access the Cloud Agent APIs.

Account Security

On deployment, the cxcadmin user account is created. Users are forced to set a password during
the initial configuration. cxcadmin user/credentials are used to access both the CX Cloud Agent
APIs and to connect the appliance over SSH.

The cxcadmin user has restricted access with the least privileges. The cxcadmin password follows
the security policy and is one-way hashed with an expiry period of 90 days. The cxcadmin user
can create a cxcroot user using the utility called remoteaccount. The cxcroot user can gain root
privileges. Passphrase expires in two days.

Network Security

The CX Cloud Agent VM can be accessed using ssh with cxcadmin user credentials. Incoming
ports are restricted to 22 (SSH), 514(Syslog).

Authentication

Password based authentication: Appliance maintains a single user - ‘cxcadmin’ which enables the
user to authenticate and communicate with the CX Cloud Agent.

- Root privileged actions on the appliance using ssh cxcadmin user can create cxcroot user,
using a utility called remoteaccount. This utility displays an RSA/ECB/PKCS1v1_5 encrypted
password which can be decrypted only from SWIM portal
(https://swims.cisco.com/abraxas/decrypt). Only authorized personnel have access to this
portal. cxcroot user can gain root privileges using this decrypted password. Passphrase is
valid only for two days. cxcadmin user needs to recreate the account and get the password
from SWIM portal post password expiry.

Hardening


https://swims.cisco.com/abraxas/decrypt

CX Cloud Agent appliance follows CIS hardening standards.
Data Security

CX Cloud Agent appliance does not store any customer personal information.

Device credential application (running as one of the pods) stores encrypted Cisco DNA Center
server credentials inside secured database. Cisco DNA Center collected data is not stored in any
form inside the appliance. The data collected is uploaded to the backed soon after the collection is
complete, and the data is purged from the agent.

Data Transmission

The registration package contains the required unique X.509 device certificate and keys to
establish secure connection with lot Core. Using that agent establishes a secure connection using
MQTT over TLS v1.2

Logs and Monitoring

Logs do not contain any form of sensitive information. Audit logs capture all security-sensitive
actions performed on the CX Cloud Agent appliance.

Security Summary

Security

Features Description

Bootloader Bootloader (Single user mode) password is set with a randomly unique password. User must

Password refer EAQ to set his bootloader (single user mode) password.

SSH:
User - Access to appliance using cxcadmin user requires credentials created during installation.
Access - Access to appliance using cxcroot user requires credentials to be decrypted using SWIM

portal by authorized personnel.
- cxcadmin: This is a default user account created. User can execute CX Cloud Agent

X(S:Scr)unts and its encrypted password is generated using cxcadmin user
. cxcroot: cxcadmin can create this user using the utility ‘remoteaccount’. User can gain
root privileges with this account.
cxcadmin - Password is one-way hashed using SHA-256 and stored securely.
password - Minimum eight (8) characters, that contains three of these categories: upper cases,
policy lower case, numbers, and special characters
- cxcroot password is RSA/ECB/PKCS1v1_5 encrypted.
cxeroot q - The passphrase generated needs to be decrypted in SWIM portal.
Szﬁg\lor - The cxcroot user and password is valid for max two days and can be regenerated using
cxcadmin user.
ssh login - Minimum eight (8) characters, that contains three of these categories: upper cases,
password lower case, numbers, and special characters.
policy . 5 failed log in attempts will lock the box for 30min. The password expires in 90 days.
Ports Open Incoming Ports — 514(Syslog) and 22 (SSH)
Data No Customer information stored.

Security  No Device data stored.

application commands using cxcli and has least privileges on the appliance. cxcroot user


https://docs.aws.amazon.com/iot/latest/developerguide/x509-client-certs.html

Cisco DNA Center server credentials encrypted and stored in the database.

Frequently Asked Questions

CX Cloud Agent
Deployment

Q - With "Re-install" option, can the user deploy the new Cloud Agent with new IP Address?
A-Yes
Q - What are the available file formats for installation?
A - OVA and VHD
Q - What is the environment on which the installable can be deployed?
A - OVA
VMWare ESXi version 5.5 or later
Oracle Virtual Box 5.2.30 or later
VHD
Windows Hypervisor 2012 to 2016
Q - Can CX Cloud Agent detect IP address in a DHCP environment?
A - Yes, in case of DHCP environment, the IP address assignment during IP configuration is taken
care. However, the IP address change expected for the CX Cloud Agent at any point in future is
not supported. Also, the customer is recommended to reserve the IP for the Cloud Agent in their
DHCP environment.
Q - Does CX Cloud Agent support both IPv4 and IPv6 configuration?
A - No, only IPV4 is supported.
Q - During IP configuration, is IP address validated?
A - Yes, IP address syntax and duplicate IP address assignment will be validated.

Q - What is the approximate time taken for the OVA deployment and IP configuration?

A - The OVA deployment depends on the speed of the network to copy the data. The IP
configuration takes approximately 8-10 minutes that includes Kubernetes and container creations.

Q - Is there any limitation with respect to any hardware type?

A - The host machine on which OVA is deployed must meet the requirements provided as part of



the CX portal setup. The CX Cloud Agent is tested with VMware/Virtual box running on a hardware
with Intel Xeon E5 processors with vCPU to CPU ratio set at 2:1. If a less powerful processor CPU
or larger ratio is used, the performance can degrade.

Q - Can we generate the pairing code anytime?
A - No, the pairing code can be generated only if the Cloud Agent is not registered.

Q - What are the bandwidth requirements between DNACs (for upto 10 clusters or 20 non-
clusters) and Agent?

A -The bandwidth is not a constraint when the Agent and DNAC are in the same LAN/WAN
network in the customer environment. The minimum required network bandwidth is 2.7 Mbits/sec
for inventory collections of 5000 devices +13000 Access Points for an Agent to DNAC connection.
If syslogs are collected for L2 insights, minimum required bandwidth is 3.5 Mbits/sec covers for
5000 devices +13000 Access Points for inventory, 5000 devices syslogs and 2000 devices for
scans - all run in parallel from Agent.

Releases and Patches

Q - What are the different kinds of versions listed for the upgrade of CX Cloud Agent?

A - Shown here are the set of the released versions of CX Cloud Agent that are listed:

- A.xX.0 (where x is the latest production major feature release, example:1.3.0)

- A.x.y (where A.x.0 is mandatory and incremental upgrade to be initiated, x is the latest
production major feature release, and y is the latest upgrade patch that is live, example:
1.3.1).

- A.x.y-z (where A.x.0 is mandatory and incremental upgrade to be initiated, x is the latest
production major feature release, and y is the latest upgrade patch that is live, and z is the
spot-patch that is an instant fix for a very short span of time, example: 1.3.1-1)

where A is a long-term release spread across 3-5 years span.

Q - Where to find the latest released CX Cloud Agent version and how to upgrade the existing CX
Cloud Agent?

A - GO to Admin Settings > Data Sources. Click the view update and perform the instructions shared on
screen.

Authentication and Proxy configuration

Q - What is the default user of the CX Cloud Agent Application?
A - cxcadmin

Q - How is the password set for the default user?

A - Password is set during network configuration.

Q - Is there any option available to reset the password after Day-07?


https://csone.my.salesforce.com/apex/XRightPaneSearch?autoSearch=690356119

A - No specific option is provided by the agent to reset the password, but you can use the linux
commands to reset the password for cxcadmin.

Q - What are the password policies to configure CX Cloud Agent?
A - Password policies are:

- Password maximum age (length) set to 90 days

- Password minimum age (length) set to 8

- Password maximum length 127 characters.

- At least one upper case and one lower case must be provided.

- Must contain at least one special character (for example, !$%"&*()_+|~-=\"{}[]:";'<>?./).

. These characters are not be permitted Special 8-bit characters (for example, -£, A", ¥, &, -g,
U)Spaces

- The password must not be the last recently used 10 passwords.

- Must not contain regular expression i.e.

- Must not contain these words or derivatives thereof: cisco, sanjose, and sanfran

Q - How to set Grub password?
A - To set the Grub Password, perform these steps:

1. Run ssh as cxcroot and provide the token [Contact the support team to get the cxcroot token]

2. Execute sudo su, provide the same token

3. Execute the command grub-mkpasswd-pbkdf2 and set the GRUB password. Hash of the
provided password will be printed, copy the content.

4. vi to the file /etc/grub.d/00_header. Navigate to the end of file and replace the hash output
followed by the content password_pbkdf2 root ***** with the obtained hash for the password
you got in step 3

5. Save the file with the command :wq!

6. Execute the command update-grub

Q - What is the expiry period for password of cxcadmin?

A - The password expiry in 90 days.
Q - Does the system disable the account after consecutive unsuccessful login attempts?

A - Yes, the account gets disabled after 5 consecutive unsuccessful attempts. The lockout period
is 30 minutes.

Q - How to generate passphrase?

A - Perform these steps,

1. Run ssh and login as cxcadmin user
2. Execute the command remoteaccount cleanup -f
3. Execute the command remoteaccount create

Q - Does proxy host support both hostname and IP?

A - Yes, but to use hostname, user must provide the DNS IP during network configuration.



Secure Shell SSH

Q - What are the ciphers supported by ssh shell?

A - chacha20-poly1305@openssh.com, aes256-gcm@openssh.com, aes128-
gcm@openssh.com , aes256-ctr, aes192-ctr, aes128-ctr

Q - How to login to console?

A - Follow the steps to login:

1. Login as cxcadmin user.
2. Provide the cxcadmin password.
Q - Are SSH logins logged?

A - Yes, they are logged as part of the var/logs/audit/audit.log.
Q - What is the idle session out time?

A - SSH session timeout occurs if the Cloud Agent is idle for five (5) minutes.
Ports and Services

Q - What are the ports kept open by default on the CX Cloud Agent?
A - These ports are available:

- Outbound port: The deployed CX Cloud Agent can connect to Cisco backend as indicated in the
table on HTTPS port 443 or via a proxy to send data to Cisco. The deployed CX Cloud Agent
can connect to Cisco DNA Center on HTTPS port 443.

AMERICAS EMEA APJC
cloudsso.cisco.com  cloudsso.cisco.com cloudsso.cisco.com
api-cx.cisco.com api-cx.cisco.com api-cx.cisco.com
agent.us.csco.cloud agent.emea.csco.cloud agent.apjc.csco.cloud
ng.acs.agent.us.csco. ng.acs.agent.emea.csco.cl ng.acs.agent.apjc.csco.
cloud oud cloud

Note: In addition to the domains listed, when EMEA or APJC customers reinstall the Cloud
Agent, the domain agent.us.csco.cloud must be allowed in the customer firewall.

The domain agent.us.csco.cloud is no longer needed after successful reinstallation.
Note: Ensure that return traffic must be allowed on port 443.

- Inbound port: For local management of the CX Cloud Agent, 514(Syslog) and 22 (ssh) must be
accessible. The customer must allow port 443 in their firewall to receive data from CX Cloud.

CX Cloud Agent Connection with Cisco DNA Center


https://csco.cloud/
https://csco.cloud/
https://csco.cloud/
https://csco.cloud/

Q - What is the purpose and relationship of Cisco DNA Center with CX Cloud Agent r?

A - Cisco DNA Center is the Cloud Agent that manages the customer premise network devices.
CX Cloud Agent collects the inventory information of the devices from the configured Cisco DNA
Center and uploads the inventory information that is available as “Asset View” in CX Cloud.

Q - Where can the user provide Cisco DNA Center details on the CX Cloud agent?

A - During the Day 0 - CX Cloud Agent setup, the user can add the Cisco DNA Center details from
CX Cloud portal. In addition, during Day N operations, users can add additional DNA Centers
from Admin Settings > Data source.

Q - How many Cisco DNA Centers can be added?

A - Either 10 Cisco DNAC clusters.or 20 DNAC non-clusters.

Q - What role the Cisco DNA Center user can have?

A - The user role can be either admin Or observer.

Q — How to reflect the modifications in CX Agent due to changes in connected DNA Center
credentials?

A - Execute these command from the CX Cloud Agent console:
cxcli agent modifyController
Contact support for any issues during DNAC credentials update.
Q - How are the Cisco DNA Center details stored in CX Cloud Agent?

A - Cisco DNA Center credentials are encrypted using AES-256 and stored in CX Cloud Agent
database. CX Cloud Agent database is protected with a secured user ID and password.

Q - What kind of encryption will be used while accessing Cisco DNA Center API from CX Cloud
Agent?

A - HTTPS over TLS 1.2 is used for the communication between Cisco DNA Center and CX Cloud
Agent.

Q - What are the operations performed by CX Cloud Agent on the integrated Cisco DNA Center
Cloud Agent?

A - CX Cloud Agent collects data that Cisco DNA Center has about the network devices and uses
the Cisco DNA Center command runner interface to talk to end devices and execute CLI
commands (show command). No config change commands are executed

Q - What are default data collected from Cisco DNA Center and uploaded to backend?

A-

- Network Entity
- Modules



- Show version
- Config
- Device image information
- Tags
Q - What are the additional data collected from Cisco DNA Center and uploaded to Cisco
backend?
A - You get all the information here.
Q - How is the inventory data uploaded to backend?
A - CX Cloud Agent uploads the data via TLS 1.2 protocol to Cisco backend server.
Q - What is the frequency of inventory upload?
A - Collection is triggered as per the user-defined schedule and is uploaded to the Cisco backend.
Q - Can the user re-schedule inventory?
A - Yes, an option is available to modify the schedule information from Admin Settings> Data Sources.

Q - When does the connection timeout occur between Cisco DNA Center and Cloud Agent?

A - Timeouts are categorizes as follows:

- For initial connection, timeout is max 300 seconds. If connection is not established between
Cisco DNA Center and Cloud Agent within max 5 minutes, then the connection terminates.

- For recurring, typical, or updates: response timeout is 1800 seconds. If the response is not
received or not able to read within 30 minutes, then the connection terminates.

CX Cloud Agent Used Diagnostic Scan

Q - What are the commands executed on the device for scan?

A - Commands that need to be executed on the device for the scan are dynamically determined
during the scanning process. The set of commands can change over time, even for the same
device (and not in control of Diagnostic Scan).

Q - Where are the scan results stored and profiled?

A - The scanned results are stored and profiled in Cisco backend.

Q - Are the duplicates (By hostname or IP) in Cisco DNA Center, added to Diagnostic Scan when
Cisco DNA Center source is plugged in?

A - No, duplicates will be filtered and only the unique devices will be extracted.
Q - What happens when one of the command scans fails?

A - The device scan will be completely stopped and will be marked as unsuccessful.


https://www.cisco.com/c/dam/en/us/support/docs/cloud-systems-management/Cisco-CX-Collector/Cisco_DNA_Center_APIs_and_Commands.pdf

CX Cloud Agent System Logs

Q - What health information is sent to the CX Cloud?

A - Application logs, Pod status, Cisco DNA Center details, audit logs, system details, and
hardware detalils.

Q - What system details and hardware details are collected?
A - Sample output:

system_details":{

"os_details":{

"containerRuntimeVersion":"docker://19.3.12",
"kernelVersion":"5.4.0-47-generic",
"kubeProxyVersion":"v1.15.12",

"kubeletVersion":"v1.15.12",
"machinelD":"81edd7dflc1145e7bcclab4fe778615f",
"operatingSystem":"linux",

"oslmage":"Ubuntu 20.04.1 LTS",
"systemUUID":"42002151-4131-2ad8-4443-8682911bdadb"
2
"hardware_details":{
"total_cpu":"8",
"cpu_utilization™:"12.5%",
"total_memory":"16007MB",
"free_memory":"9994MB",
"hdd_size":"214G",
"free_hdd_size":"202G"

}
}
}

Q - How is the health data sent to backend?

A - With CX Cloud Agent, the health service (servicability) streams the data to Cisco backend.
Q - What is the CX Cloud Agent’s health data log retention policy in the backend?

A - The CX Cloud Agent’s health data log retention policy in the backend is 120 days.

Q - What are the types of uploads available?

A - Three types of uploads available,

1. Inventory upload

2. Syslog upload

3. Agent Health upload: 3 things as part of health upload Services health — every 5
minutesPodlog — every 1 hourAudit log — every 1 hour

Troubleshooting



Issue: Not able to access the configured IP.
Solution: Execute ssh using configured IP. If connection times out, the possible reason is IP

misconfiguration. In this case, reinstall by configuring a valid IP. This can be done via portal with
the reinstall option provided in the Admin Setting page.

Issue: How to verify if the services are up and running after the registration?

Solution: Execute the command shown here and verify if the pods are up and running.

1. ssh to the configured IP as cxcadmin.
2. Provide the password.
3. Execute the command kubectl get pods.

The pods can be in any state such as running, Initializing, or Container creating but after 20
minutes, the pods must be in running state.

If state is is not running or Pod Initialaizing, check the pod description with the command shown
here

kubectl describe pod <podname>

The output will have the information on the pod status.

Issue: How to verify whether SSL Interceptor is disabled at customer Proxy?
Solution: Execute the curl command shown here to verify the server certificate section. The
response has the certificate details of concsoweb server.

curl -v --header 'Authorization: Basic xxxxxx"' https://concsoweb-prd.cisco.com/

* Server certificate:

* subject: C=US; ST=California; L=San Jose; O=Cisco Systems, Inc.; CN=concsoweb-
prd.cisco.com

* start date: Feb 16 11:55:11 2021 GMT

* expire date: Feb 16 12:05:00 2022 GMT

*

subjectAltName: host "concsoweb-prd.cisco.com” matched cert's "concsoweb-prd.cisco.com”

*

issuer: C=US; O=HydrantID (Avalanche Cloud Corporation); CN=HydrantID SSL CA G3
* SSL certificate verify ok.

>GET /HTTP/1.1


https://concsoweb-prd.cisco.com/

Issue: kubectl commands failed and shows the error as “The connection to the server
X.X.X.X:6443 was refused - did you specify the right host or port”
Solution:

- Verify for resource availability. [example: CPU, Memory]
- Wait for the Kubernetes service to start

Issue: How to get the details of collection failure for a command/device
Solution:

- Execute kubectl get pods and get the collection pod name.
- Execute kubectl logs <collectionPodName> t0 get the command/device specific details.

Issue: kubectl command not working with error "[authentication.go:64] Unable to authenticate the
request due to an error: [x509: certificate has expired or is not yet valid, x509: certificate has
expired or is not yet valid]"

Solution:Run the commands shown here as cxcroot user
rm /var/lib/rancher/k3s/server/tls/dynamic-cert.json
systemctl restart k3s

kubectl --insecure-skip-tls-verify=true delete secret -n kube-system k3s-serving
systemctl restart k3s

Collection Failure Responses

Collection failure cause can be any constraints or issues seen with the added controller or devices
present in the controller.

The table shown here has the error snippet for use cases seen under the Collection microservice
during the collection process.

Use Case Log Snippet in collection microservice
{
. ] . "command": "show version",
If the requested device is not found in "status": "Failed",
Cisco DNA Center “commandResponse”: ",

"errorMessage": " No device found with id 02eb08be-b13f-4d25-9d63-eaf4e882f7

}
{

"command": "show version",

"status": "Failed",

"commandResponse™: ",

"errorMessage": "Error occurred while executing command: show version\nError
connecting to device [Host: 172.21.137.221:22]No route to host : No route to host
}

If the requested device is not reachable  {

If the requested device is not reachable
from Cisco DNA Center



from Cisco DNA Center

If the requested command is not available
in device

If the requested device does not have
SSHv2 and Cisco DNA Center tries to
connect the device with SSHv2

If command is disabled in Collection
microservice

If the Command Runner Task failed and
task URL is not returned by Cisco DNA
Center

If the Command Runner Task failed to get
created in Cisco DNA Center

If the Collection microservice not receiving
response for a Command Runner request
from Cisco DNA Center

If Cisco DNA Center is not completing the
task within the configured timeout (5 mins
per command in Collection microservice)

If the Command Runner Task failed and
file ID is empty for the submitted task by
Cisco DNA Center

If the Command Runner Task failed and
file ID tag is not returned by Cisco DNA
Center

"command": "show version",

"status": "Failed",

"commandResponse™: ",

"errorMessage": "Error occured while executing command : show version\nError
connecting to device [Host: X.X.X.X]Connection timed out: /X.X.X.X:22 : Connecti
timed out: /X.X.X.X:22"

}
{

"command": "show run-config",

"status™: "Success",

"commandResponse": " Error occured while executing command : show run-
config\n\nshow run-config\n Mn% Invalid input detected at \u0027M\u0027
marker.\n\nXXCT5760#",

"errorMessage™: "

}

{

"command": "show version",

"status": "Failed",

"commandResponse": ",

"errorMessage": "Error occured while executing command : show version\nSSH2
closed : Remote party uses incompatible protocol, it is not SSH-2 compatible."

}

{

"command": "config paging disable",

"status": "Command_Disabled",

"commandResponse": "Command collection is disabled",
"errorMessage": "™

}

{

"command": "show version",

"status": "Failed",

"commandResponse™: ",

"errorMessage": "The command runner task failed for device %s. Task URL is err
}

{

"command": "show version",

"status": "Failed",

"commandResponse": ",

"errorMessage™: "The command runner task failed for device %s, RequestURL: %
task details."

}

{

"command": "show version",

"status": "Failed",

"commandResponse™: ",

"errorMessage": "The command runner task failed for device %s, RequestURL: %
}

{

"command": "show version",

"status"; "Failed",

"commandResponse™: ",

"errorMessage": "Operation Timedout. The command runner task failed for device
RequestURL: %s. No progress details."

}

{

"command": "show version",

"status": "Failed",

"commandResponse™: ",

"errorMessage": "The command runner task failed for device %s, RequestURL: %
id is empty."

}

{

"command": "show version",
"status": "Failed",



"commandResponse™: ",

"errorMessage": "The command runner task failed for device %s, RequestURL: %

file id details."

}
{

If the device is not eligible for command
runner execution

If the command runner is disabled for the
user

"command": "config paging disable",

"status": "Failed",

"commandResponse": ",

"errorMessage": "Requested devices are not in inventory,try with other devices ¢
in inventory"

}
{

"command": "show version",

"status": "Failed",

"commandResponse™: ",

"errorMessage": "{\"message\":\"Role does not have valid permissions to access tt
APN*An*

}

Diagnostic Scan Failure Responses

Scan failure and the cause can be from any of the listed components

When the user initiates a scan from the portal, occasionally it results as “failed: Internal server

error’

The cause for the issue can be any of the listed components

- Control Point

- Network Data Gateway
- Connector

- Diagnostic Scan

- CX Cloud Agent Microservice [devicemanager, collection]

- Cisco DNA center

- APIX

- Mashery

- Ping Access

- IRONBANK

- IRONBANK GW

- Big Data Broker (BDB)
To see the logs:

1. Log into the CX Cloud Agent console

2. ssh to cxcadmin and provide the password

3. Execute kubectl get pods

4. Obtain the pod name of collection, connector, and servicability.
5. To verify the collection, connector, and servicability microservice logs

. Execute kubectl logs <collectionpodname>
- Execute kubectl logs <connector>
- Execute kubectl logs <servicability>

The table shown here displays the error snippet seen under Collection microservice and
servicability microservice logs that occurs due to the issues/constraints with the components.



Use case

Log snippet in collection microser
{

The device can be reachable and supported, but the commands to “command™ "config paging disable",

execute on that device is block-listed on the Collection

microservice

"status": "Command_Disabled",
"commandResponse": "Command collection is
disabled",

}

If the device which is attempted for scan is not available.
Occurs in a scenario, when there is a sync issue between the No device found with id 02eb08be-b13f-4d25-9d€
components such as portal, diagnostic Scan, CX component, and eaf4e882f71a

Cisco DNA Center

If the device that is attempted for scan is busy, (in a scenario) All requested devices are already being queried t
where the same device is been part of other job and no parallel command runner in another session. Please try o
requests are handled from Cisco DNA Center for the device. devices".

If the device is not supported for scan

If the device attempted for scan is unreachable

Requested devices are not in inventory, try with o
devices available in inventory

"Error occurred while executing command: show

udi\nError connecting to device [Host: x.x.x.X:22]

route to host : No route to host

{

"command": "show version",

If Cisco DNA Center is not reachable from Cloud Agent or "status”: "Failed",
Collection microservice of the Cloud Agent is not receiving "commandResponse": ",
response for a Command Runner request from Cisco DNA Center “errorMessage”: "The command runner task faile

Use Case

If the scan request has schedule details missing

If the scan request has device details missing
If the connection between the CPA and

connectivity is down

If the requested device for scan is not available in

Diagnostic Scans

device %s, RequestURL: %s."

}

Log snippet in Control Point Agent microservice
Failed to execute request

{"message":"23502: null value in column \"schedule\" violates not-null
constraint"}
Failed to create scan policy. No valid devices in the request

Failed to execute request.

Failed to submit the request to scan. Reason = {\"message\":\"Device wit
Hostname=x.x.x.x" was not found\"}
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