Configure Tenant Routed Multicast (TRM) in ACI
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| ntroduction

This document describes how to configure Tenant Routed Multicast (TRM) in ACI to enable Layer 3
multicast routing across VRFs.

Prerequisites
Abbreviations

ACI: Application Centric Infrastructure
VRF: Virtual Routing and Forwarding

BD: Bridge Domain

EPG: EndPoint Group

IGMP: Internet Group Management Protocol
PIM: Protocol-Independent Multicast

ASM: Any Source Multicast



RP: Rendezvous Point

TRM: Tenant Routed Multicast
SVI: Switch Virtual Interface

vPC: virtual Port-channel
Requirements

For this article, it is recommended that you have general knowledge of these topics:

» ACI concepts. Access Palicies, Endpoint Learning, Contracts and L 3out
* Multicast Protocols: IGMP and PIM

Components Used

This configuration exampleis based on ACI version 6.0(7€) using second generation Nexus switches N9K -
C93180Y C-EX running ACI version 16.0(7).

The information in this document was created from the devices in a specific lab environment. All of the

devices used in this document started with a cleared (default) configuration. If your network islive, ensure
that you understand the potential impact of any command.

Configure

This article focuses on Multicast configuration, so the example assumes you already have Unicast
reachability inside and outside the fabric.



Tip: If Unicast reachability is not present between interested parties (Multicast Source, RP,
Receivers, and so on) it isvery likely that Multicast stream is affected.

The purpose of this configuration example is to first enable Multicast on the Common Tenant/VVRF to enable
the traffic to come into the Fabric viaa L 3out and be received on the Receivers on the Common VRF. Then,
the second part isto cover how to extend this Multicast stream to a different VRF on the User-define

Tenant.

The ACI Fabricisasingle POD with 2 Spines and 4 Leaf switches. Two of those four Leaf switches are
border-leaf switches that connect to an external NXOS L3 switch viaan OSPF L 3out. The configuration of
the external L3 Network is not covered in this article.

There are 3 endpoints connected inside the Fabric that receive the Multicast traffic. Each endpoint is
connected in adifferent Leaf switch. Logically, there are two Tenants with a VRF in each one. One Tenant
is the Common and another one is a User-define Tenant. On the Common Tenant you have the External
EPG for the L3out and one Receiver. In The User-define tenant you have two Receiversthat are part of the



same EPG. For more details refer to the diagrams in the next section.
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Configuration Multicast in Source VRF

Step 1. Enable Multicast at the VRF level.

Navigate to Tenants > common > Networking > VRFs> Mcast_Source VRF > Multicast and on the

main pane, select Yes, enable Multicast.
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Step 2. Add Bridge Domains and L 30ut.
Navigate to Tenants > common > Networking > VRFs> Mcast_Source VRF > Multicast and on the

main pane under I nterfaces tab you can add the Bridge Domains and L 3outs that are participating in the
Multicast flow.

"cluls':,lol' APIC . 0 o Qﬁ-o ° o

Multicast Q

Bridge Domains

These Bridge Domains and L 3outs are local to the VRF.



Caution: On each border-leaf enabled for L3 Multicast, it isrequired to have a unique |Pv4
loopback address that is reachable from the external network. It is used for PIM Hello messages.
On this example, the L3out was configured to use the OSPF router-id as aloopback interface.

Step 3. Configure the RP.

Navigate to Tenants > common > Networking > VRFs> Mcast_Source VRF > Multicast and on the
main pane under Rendezvous Points tab you see the options to configure the RP.
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Note: On this example, you are using a Static RP for all the Multicast Groups, so no RouteMap is



specified.

After this step, Multicast traffic is now reaching the Receiver 192.168.1.5 on the Common Tenant/V RF.
Configuration Multicast in Receiver VRF — Tenant Routed Multicast

Step 1. Enable Multicast at the VRF level.

Navigate to Tenants > Mcast_Receivers Tenant > Networking > VRFs> Mcast_Receivers VRF >
Multicast and on the main pane, select Yes, enable Multicast.
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Step 2. Add Bridge Domains.

Navigate to Tenants > Mcast_Receivers Tenant > Networking > VRFs> Mcast_Receivers VRF >
Multicast and on the main pane under | nterfaces tab, you can add the Bridge Domains are participating in
the Multicast flow.
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These Bridge Domains are local to the VRF.

Step 3. Configure the RP.

Navigate to Tenants > Mcast_Receivers Tenant > Networking > VRFs> Mcast_Receivers VRF >
Multicast and on the main pane under Rendezvous Points tab, you see the options to configure the RP.
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Note: On this example, you are using a Static RP for all the Multicast Groups, so ho RouteMap is
specified.

Step 4. Configure Tenant Routed Multicast.
Step 4.1. Create a RouteMap to allow Multicast traffic from Source VRF to Receiver VRF.

Navigate to Tenants > Mcast_Receivers Tenant > Policies > Protocol > Route Maps for Multicast,
right click to create a new one.

Give aName and add a Route Map Entry. All the IP values are ranges based on the network mask. Set the
Action to Permit to allow the traffic.
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Step 4.2. Apply the RouteMap on the Receiver VRF.

Navigate to Tenants> Mcast_Receivers Tenant > Networking > VRFs> Mcast_Receivers VRF >
Multicast and on the main pane under Inter-VRF Multicast tab, select the Tenant and VRF where the
Multicast traffic is getting sourced. Also, select the RouteMap you just created.
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Tip: The creation of the RouteMap can also be done in this step.

After this step, Multicast traffic is now reaching the Receiver 192.168.2.4 on the Common Tenant/VRF.
Receiver 192.168.2.5 fails to get the traffic due to alimitation discussed on the next section.

Limitations

In this article, it highlights some important design considerations. For full Guidelines and limitations please
refer to:

Cisco APIC Layer 3 Networking Configuration Guide, Release 6.0(x) - Chapter: Tenant Routed Multicast

With TRM, every Leaf that has the receiver VRF needs to have the source VRF deployed. In caseit is not
present, you get a configuration Fault.


https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/6x/l3-configuration/cisco-apic-layer-3-networking-configuration-guide-60x/ip-multicast-layer3-config-60x.html#id_21570

Mcast_Receivers_Tenant

Tenant = Mcast_Receivers_Tenant

Fault Properties (]}

Note: For thisreason, Receiver 192.168.2.5 did not receive multicast flow. Because the source
VRF is not deployed on LF104. In contrast, Receiver 192.168.2.4 received the multicast flow
because LF102 has the source VRF deployed due to the L 3out being on that |eaf



L 3out supports these interfaces for L3 Multicast:

* Routed interfaces

* Routed sub-interfaces

» L3 port-channels

» SVl interfaces (not in vPC)

Note: In this configuration example, SVI interfaces are used, but those are NOT in vPC. Using
SVisover avPC L3out is not supported for L3 Multicast.

On each border-leaf enabled for L3 Multicast it is required to have a unique | Pv4 loopback address that is
reachable from the external network. It is used for PIM Hello messages



Note: On this example, the L3out was configured to use the OSPF router-id as a loopback
interface.

Verification Stepsand Troubleshoot Commands

Active Recalvers

Once the Bridge Domain is added to the Multicast Interfaces (Step 2) IGMP is now enabled. If there are
endpoints actively requesting multicast traffic, you can see it with next command.

LF102# show ip igmp groups vrf Mcast_Receivers_Tenant:Mcast_Receivers_VRF

Type: S - Static, D - Dynamic, L - Local, T - SSM Translated

ICGMP Connected Group Membership for VRF "Mcast_Receivers_Tenant:Mcast_Receivers_VRF"

Group Address Type Interface Uptime Expires Last Reporter
239.1.1.1 D vlan39 3d5h 00:02:49 192.168.2.4
LF102#



LF103# show ip igmp groups vrf common:Mcast_Source_VRF
Type: S - Static, D - Dynamic, L - Local, T - SSM Translated
IGMP Connected Group Membership for VRF "common:Mcast_Source_VRF"

Group Address Type Interface Uptime Expires Last Reporter
239.1.1.1 D vlan82 05:22:51 00:03:51 192.168.1.5
LF103#

LF104# show ip igmp groups vrf Mcast_Receivers_Tenant:Mcast_Receivers_VRF
Type: S - Static, D - Dynamic, L - Local, T - SSM Translated
IGMP Connected Group Membership for VRF "Mcast_Receivers_Tenant:Mcast_Receivers_VRF"

Group Address Type Interface Uptime Expires Last Reporter
239.1.1.1 D vlan73 3d5h 00:02:36 192.168.2.5
LF104#

RP IP Addressand Group Deployed

Oncethe RP IPis configured (Step 3) you can validate it is deployed correctly in each Leaf on its respective
VRF.

LF102# show ip pim rp vrf common:Mcast_Source_VRF
PIM RP Status Information for VRF:"common:Mcast_Source_VRF"
BSR disabled
Auto-RP disabled
RP: 10.1.2.3, uptime: 3d5h, expires: never
priority: 0, RP-source: (local) group-map: None, group ranges:
224.0.0.0/4
LF102# show 1ip pim rp vrf Mcast_Receivers_Tenant:Mcast_Receivers_VRF
PIM RP Status Information for VRF:"Mcast_Receivers_Tenant:Mcast_Receivers_VRF"
BSR disabled
Auto-RP disabled
RP: 10.1.2.3, uptime: 3d5h, expires: never
priority: 0, RP-source: (local) group-map: None, group ranges:

224.0.0.0/4

LF102#

PIM Adjacency

Once the L3out is added to the Multicast Interfaces (Step 2) PIM is now enabled. Verify that PIM
neighborship over the L3out isformed. Y ou can see as well that the border-leaf switches from PIM
neighborship between them over the fabric.

LF101# show ip pim neighbor vrf common:Mcast_Source_VRF

PIM Neighbor information for Dom:common:Mcast_Source_VRF



Neighbor Interface Uptime Expires DRPriority Bidir

10.0.0.102/32 tunnell? 3d13h 00:01:44 1 no
10.0.1.4/32 vlan39 3d5h 00:01:39 1 yes
LF101#

LF102# show ip pim neighbor vrf common:Mcast_Source_VRF

PIM Neighbor information for Dom:common:Mcast_Source_VRF

Neighbor Interface Uptime Expires DRPriority Bidir
10.0.0.101/32 tunnell9 3d13h 00:01:25 1 no
10.0.2.4/32 vian42 3d5h 00:01:22 1 yes
LF102#

Stripe-Winner

When you have multiple border-leaf switches with PIM enable, oneis elected as the Stripe Winner. The
Stripe Winner is responsible to send the PIM join/prune messages to external sourcesRP. Additionaly, it is
responsible as well to forward the traffic into the Fabric. |Is possible to have more than one Stripe-Winner,
but that is not covered in this example.

With the next command you can check which border-leaf is elected as the Stripe Winner

LF101# show ip pim internal stripe-winner 239.1.1.1 vrf common:Mcast_Source_VRF
PIM Stripe Winner info for VRF "common:Mcast_Source_VRF" (BL count: 2)
(*, 239.1.1.1D
BLs:
Group hash 1656089684 VNID 2326529
10.0.0.101 hash: 277847025 (local)
10.0.0.102 hash: 1440909112
Winner: 10.0.0.102 best_hash: 1440909112

Configured Stripe Winner info for VRF "common:Mcast_Source_VRF"

Not found
LF101#

LF102# show ip pim internal stripe-winner 239.1.1.1 vrf common:Mcast_Source_VRF
PIM Stripe Winner info for VRF "common:Mcast_Source_VRF" (BL count: 2)
(*, 239.1.1.1D
BLs:
Group hash 1656089684 VNID 2326529
10.0.0.102 hash: 1440909112 (local)
10.0.0.101 hash: 277847025
Winner: 10.0.0.102 best_hash: 1440909112

Configured Stripe Winner info for VRF "common:Mcast_Source_VRF"

Not found
LF102#



Mroute

Checking the Mroutes is useful for many things.

* You can seeif a(S,G) entry exists, meaning traffic from specific source is being received.

» Check theincoming interface and validate that is the expected path towards the source and RP.

» Check the Outgoing interface list to see where the traffic is forwarded and how it got that entry, via
IGMP or PIM.

* On border-leaf switches you can also see who is the Stripe Winner. It has the Mroutes, and non-
elected border-leaf do not.

LF101# show ip mroute 239.1.1.1 vrf common:Mcast_Source_VRF
IP Multicast Routing Table for VRF "common:Mcast_Source_VRF"

Group not found

LF101#

LF102# show ip mroute 239.1.1.1 vrf common:Mcast_Source_VRF
IP Multicast Routing Table for VRF "common:Mcast_Source_VRF"

(*, 239.1.1.1/32), uptime: 3d05h, ngmvpn ip pim mrib
Incoming interface: Vlan42, RPF nbr: 10.0.2.4
Outgoing interface Tist: (count: 1) (Fabric OIF)

Tunnell9, uptime: 3d05h, ngmvpn

Extranet receiver Tist: (vrf count: 1, OIF count: 1)
Extranet receiver in vrf Mcast_Receivers_Tenant:Mcast_Receivers_VRF:
(*, 239.1.1.1/32) OIF count: 1

(10.0.2.4/32, 239.1.1.1/32), uptime: 01:32:02, ip mrib pim ngmvpn
Incoming interface: Vlan42, RPF nbr: 10.0.2.4
Outgoing interface Tist: (count: 1) (Fabric OIF)
Tunnell9, uptime: 01:32:02, mrib, ngmvpn

Extranet receiver Tist: (vrf count: 1, OIF count: 1)
Extranet receiver in vrf Mcast_Receivers_Tenant:Mcast_Receivers_VRF:
(10.0.2.4/32, 239.1.1.1/32) OIF count: 1

LF102#

LF102# show ip mroute 239.1.1.1 vrf Mcast_Receivers_Tenant:Mcast_Receivers_VRF
IP Multicast Routing Table for VRF "Mcast_Receivers_Tenant:Mcast_Receivers_VRF"

(*, 239.1.1.1/32), uptime: 3d05h, igmp ip pim
Incoming interface: Vlan42, RPF nbr: 10.0.2.4
Outgoing interface list: (count: 1)

V1an39, uptime: 3d05h, -igmp

(10.0.2.4/32, 239.1.1.1/32), uptime: 01:33:19, pim mrib ip
Incoming interface: Vlan42, RPF nbr: 10.0.2.4



Outgoing interface list: (count: 1)
V1an39, uptime: 01:33:19, mrib

LF102#

LF103# show ip mroute 239.1.1.1 vrf common:Mcast_Source_VRF
IP Multicast Routing Table for VRF "common:Mcast_Source_VRF"

(*, 239.1.1.1/32), uptime: 05:38:05, igmp ip pim
Incoming interface: Tunnell9, RPF nbr: 10.2.184.64
Outgoing interface list: (count: 1)

V1an82, uptime: 05:38:05, igmp

LF103#

LF104# show ip mroute 239.1.1.1 vrf Mcast_Receivers_Tenant:Mcast_Receivers_VRF
IP Multicast Routing Table for VRF "Mcast_Receivers_Tenant:Mcast_Receivers_VRF"

(*, 239.1.1.1/32), uptime: 3d0O5h, igmp ip pim
Incoming interface: Tunnell9, RPF nbr: 10.2.184.67
Outgoing interface list: (count: 1)

Vlan73, uptime: 3d05h, igmp

LF104#

Multicast Forwarding Insidethe Fabric

Inside the ACI Fabric to handle BUM (Broadcast, Unknown Unicast and Multicast) traffic,aVXLAN
tunnel is created with destination IP being a Multicast IP, this P is called GlIPo address. Each Bridge
Domain (for L2 traffic) or VRF (for L3 traffic) has a GIPo address automatically assigned to it.

This GIPo address can be consulted on the APIC GUI. Navigate to Tenants > common > Networking >
VRFs> Mcast_Source VRF > Multicast and on the main pane under PIM Settings tab, you see the VRF
GIPo address used in this example is 225.1.192.16.



didy APIC - QO OO0O

Gl piticast o
— FoiRs  Hbb

PIM Setting

On the Spine switches you can see to which Leaf switches the VRF is deployed, because the GIPo address
mroute list the interfaces of each Leaf. Due to this, if the source VRF is not deployed on a specific Leaf,
TRM failsto extend the Multicast flow to the receiver VRF. On this output, note how LF104 is not part of
the OIL for the GIPo.



Note: It is possible that the VRF GIPo can beinstalled on aleaf where the VRF is not deployed, to
be able from the complete FTAG tree. That Leaf iscalled a Transit Leaf. Thetopic of FTAG treeis
not covered on this article to keep the focus on TRM configuration.

SP1001# show ip mroute 225.1.192.16 vrf overlay-1
IP Multicast Routing Table for VRF "overlay-1"

(*, 225.1.192.16/32), uptime: 5d0O5h, isis
Incoming interface: Null, RPF nbr: 0.0.0.0
Outgoing interface list: (count: 4)

Ethernetl/1.1, uptime: 00:01:19
Ethernetl/11.39, uptime: 06:01:14
Ethernetl/2.13, uptime: 5d05h

SP1001# show 11dp neighbors
Capability codes:
(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) WLAN Access Point, (P) Repeater, (S) Station, (0) Other
Device ID Local Intf Hold-time Capability Port ID
LF101 Ethl/1 120 BR Eth1l/52
LF102 Ethl/2 120 BR Eth1l/52



LF103 Ethl/11 120 BR Ethl/52

LF501 Ethl/13 120 BR Ethl/54
LF401 Ethl/15 120 BR Ethl/53
LF402 Ethl/16 120 BR Ethl/53
LF104 Ethl/31 120 BR Ethl/52

Related | nfor mation

Cisco APIC Layer 3 Networking Configuration Guide, Release 6.0(x) - Chapter: Tenant Routed Multicast

Deploying IP Multicast in ACI and Multi-Site Fabrics

Case Study: L3 Multicast in the ACI Fabric
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