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Figure 6.   Configuring the VICs 

 

Solution Design 

This section describes the SAP HANA system requirements defined by SAP and the architecture of the Cisco UCS 

solution for SAP HANA.  

SAP HANA System 

An SAP HANA scale-up system on a single server is the simplest of the installation types. It is possible to run an 

SAP HANA system entirely on one host and then scale the system up as needed. All data and processes are 

located on the same server and can be accessed locally. The network requirements for this option are at least one 

1 Gigabit Ethernet access network and one 10 Gigabit Ethernet storage network. 

Hardware Requirements for the SAP HANA Database 

SAP defines hardware and software requirements for running SAP HANA systems. For the latest information about 

the CPUs and memory configurations supported for SAP HANA, see 

https://global.sap.com/community/ebook/2014-09-02-hana-hardware/enEN/index.html 

Note:   This document does not cover the updated information published by SAP. Additional information is 

available at http://saphana.com.  

File System Layout 

Figure 7 shows the file system layout and the required storage sizes for installing and operating SAP HANA. When 

installing SAP HANA on a host, specify the mount point for the installation binary files (/hana/shared/<sid>), data 

https://global.sap.com/community/ebook/2014-09-02-hana-hardware/enEN/index.html
http://saphana.com/
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Figure 8.   BIOS POST Screen 
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Figure 9.   BIOS POST Screen (Continued) 
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2. Press F8 to display the IMC configuration (Figure 10). 

Figure 10.   Cisco UCS C460 IMC Configuration View (Local Display) 

 

 

3. Use the console network IP address <<var_cimc_ip_address>>, netmask <<var_cimc_ip_netmask>>, and 

gateway <<var_cimc_gateway_ip>> for the IPv4 settings of the IMC. Select None for NIC redundancy. 

4. Press F10 to save the configuration and exit the utility. 

5. Open a web browser on a computer on the same network with Java and Adobe Flash installed. 

6. Enter the IMC IP address of the Cisco UCS C460 M4 server: http://<<var_cimc_ip_address>>. 

7. Enter the login credentials as updated in the IMC configuration. The default username and password are 

admin and password. 
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Figure 11 shows the results. 

Figure 11.   Cisco UCS C460 IMC Home Screen 
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8. BIOS Properties: Sample output from the validation system is provided here for reference. 

Figure 12.   BIOS properties 

 

Configuring RAID 

The following procedure shows the RAID configuration on the Cisco UCS C460 server used for SAP HANA.  
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1. From the IMC page, click Launch KVM Server. 

2. Click KVM Console. 

3. When the KVM console is launched, click Boot Server (Figure 13). 

Figure 13.   Cisco UCS KVM Console  

 

 

4. When prompted, press Ctrl+R to run the MegaRAID Configuration Utility (Figure 14). 
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Figure 14.   Run the MegaRAID Configuration Utility 

 

 

5. On the VD Mgmt tab, press F2 to select Operations (Figure 15). 

Figure 15.   MegaRAID Configuration Utility: Virtual Drive Management   

 

 

6. Select Create Virtual Drive (Figure 16). 
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Figure 16.   MegaRAID Configuration Utility: Create Virtual Drive 

 

 

7. Choose the following options to create a RAID 5 virtual drive with six disks (Figure 17): 

a. For RAID Level, choose RAID-5. 

b. Choose all 12 disks. 

c. Name the virtual drive <<var_raid5_vd_name>>. 

Figure 17.   MegaRAID Configuration Utility: Create RAID 5 

 

 

8. Click the Advanced option (Figure 18). 

a. For Strip Size, choose 256KB. 

b. For Read Policy, choose Ahead. 

c. For Write Policy, choose Always Write Back. 

d. For I/O Policy, choose Cached. 






























































































































































