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As Table 3 shows, Cisco ACI replaced the MAC address table and ARP table with a single table called the 

endpoint table. This change implies that Cisco ACI learns that information in a different way than in a traditional 

network. Cisco ACI learns MAC and IP addresses in hardware by looking at the packet source MAC address and 

source IP address in the data plane instead of relying on ARP to obtain a next-hop MAC address for IP addresses. 

This approach reduces the amount of resources needed to process and generate ARP traffic. It also allows 

detection of IP address and MAC address movement without the need to wait for GARP as long as some traffic is 

sent from the new host. 

L3Out and regular endpoints 

Although Cisco ACI mainly uses the endpoint table instead of the MAC address and ARP tables, it still uses the 

RIB and the ARP table. This capability is especially for L3Out communication, because the maximum number of IP 

addresses on a single endpoint (one MAC address) is limited, and there can be a huge number of IP addresses 

behind a single next-hop MAC address (external router) on a L3Out connection. For information about the number 

of addresses allowed, see the scalability guide for the release you are using. (For Cisco ACI Release 3.01k, the 

maximum number of entries is 1024.) 

Regardless of this limitation, it is not efficient to maintain all outside IP addresses as separate /32 or /128 

endpoints. Cisco ACI must know how to reach these IP addresses as prefixes through routing protocols such as 

Open Shortest Path First (OSPF), which is the same behavior as for traditional routers. However, Cisco ACI needs 

to know only the next hop (external router) for those prefixes. Because of this consideration, Cisco ACI uses a 

behavior similar to that in traditional networks for L3Out connectivity. The Cisco ACI L3Out domain learns the MAC 

address only from the data plane. IP addresses are not learned from the data plane in an L3Out domain; instead, 

Cisco ACI uses ARP to resolve next-hop IP and MAC relationships to reach the prefixes behind external routers. 

Local endpoints and remote endpoints 

A leaf switch has two types of endpoints: local endpoints and remote endpoints. Local endpoints for LEAF1 reside 

directly on LEAF1 (For example, directly attached), whereas remote endpoints for LEAF1 reside on other leaf 

endpoints (Figure 2). 

Figure 2.   Local and remote endpoints 
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Although both local and remote endpoints are learned from the data plane, remote endpoints are merely a cache, 

local to each leaf. Local endpoints are the main source of endpoint information for the entire Cisco ACI fabric. Each 

leaf is responsible for reporting its local endpoints to the Council Of Oracle Protocol (COOP) database, located on 

each spine switch, which implies that all endpoint information in the Cisco ACI fabric is stored in the spine COOP 

database. Because this database is accessible, each leaf does not need to know about all the remote endpoints to 

forward packets to the remote leaf endpoints. Instead, a leaf can forward packets to spine switches, even if the leaf 

does not know about a particular remote endpoint. This forwarding behavior is called spine proxy. 

The meaning of remote endpoints 

Because of spine proxy, Cisco ACI packet forwarding will work without remote endpoint learning. Spine proxy 

enables leaf switches to forward traffic directly to the COOP database located on the spine switches. Remote 

endpoint learning helps Cisco ACI forward packets more efficiently by allowing leaf switches to send packets 

directly to a destination leaf switch without using the resources on the spine switch that would be used to look up 

endpoints in the COOP database, which contains all the fabric endpoint information.  

Remote endpoints are learned from data-plane traffic, as are local endpoints. Therefore, only leaf switches with 

actual communication traffic create a cache entry for remote endpoints (conversational learning) to forward the 

packets directly toward the destination leaf. Remote endpoints have either one MAC address or one IP address per 

endpoint, instead of a MAC address and IP address combination as is the case for local endpoints (as depicted in 

Figure 2). One reason for this difference is that the IP to MAC next-hop resolution can be performed on the 

destination leaf, and the next-hop MAC address is not required just to reach the destination leaf. This behavior also 

helps each leaf save its resources for these caches. Also, the age timer for a remote endpoint is shorter than for a 

local endpoint because a remote endpoint is just a cache and should not be present after the conversation has 

ceased and the original local endpoint on another leaf has disappeared. 

 

The on-peer endpoint is a variant of the remote endpoint. These endpoints are remote 

endpoints that point to a port that is not part of a virtual Port Channel (vPC), also called an 

orphan port, on a vPC peer leaf. They are special endpoints because they are remote, but 

they are learned through vPC synchronization on the control plane instead of through data-

plane learning from the actual traffic. As a result of vPC synchronization, on-peer endpoints 

have MAC address, IP address, and EPG information, unlike other remote endpoints, which 

have either bridge domain (MAC address) or VRF (IP address) information. 

Table 4 summarizes the differences between local and remote endpoints. 

Table 4. Differences between local and remote endpoints 

Feature Local endpoint Remote endpoint 

1 endpoint  1 MAC address and n IP addresses 1 MAC address or 1 IP address 

Scope Reported to spine COOP database Only on each leaf as a cache entry 

Endpoint retention timer
*
 900 seconds (by default) 300 seconds (by default) 

*
 You can configure the endpoint retention timer at Tenant > Networking > Protocol Policies > End Point Retention. 

IP addresses of the local endpoint can be aged out separately depending on the IP aging policy. Refer to the IP 

Aging option section of this document for details. 
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Figure 3 shows an example of Command-Line Interface (CLI) output for a local and a remote endpoint on a 

leaf switch. 

Figure 3.   Local and remote endpoint CLI output on each leaf switch 

 

Endpoint learning 

 

The endpoint learning behavior described here is based on the assumption that unicast 

routing is enabled on the bridge domain. If unicast routing is not enabled, a Cisco ACI leaf 

cannot perform routing and cannot learn any IP addresses. It learns only MAC addresses 

and performs switching. For more information, see the Unicast Routing option section of 

this document. 

Local endpoint learning 

Cisco ACI learns the MAC (and IP) address as a local endpoint when a packet comes into a Cisco ACI leaf switch 

from its front-panel ports. 

 

Front-panel ports are southbound ports from the perspective of Cisco ACI and do not face 

spine switches. 

A Cisco ACI leaf switch follows these steps to learn a local endpoint MAC address and IP address: 

1. The Cisco ACI leaf receives a packet with a source MAC Address (MAC A) and source IP Address (IP A). 

2. The Cisco ACI leaf learns MAC A as a local endpoint. 

3. The Cisco ACI leaf learns IP A tied to MAC A if the packet is an ARP packet. 

4. The Cisco ACI leaf learns IP A tied to MAC A if the packet is routed. 
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Thus, if the packet is switched and not an ARP packet, the Cisco ACI leaf never learns the IP address but only the 

MAC address. This behavior is the same as traditional MAC address learning behavior on a traditional switch. 

 

First-generation leaf switches cannot reflect IP address movement between two MAC 

addresses on the same interface with the same VLAN to the endpoint database. This sort of 

IP address movement may occur in a high-availability failover scenario in which GARP 

typically is used to update IP to MAC relation on upstream network devices. This behavior is 

resolved by enabling the GARP-based EP Move Detection option discussed later in this 

document. 

Remote endpoint learning 

Cisco ACI learns a MAC or IP address as a remote endpoint when a packet comes into a Cisco ACI leaf switch 

from another leaf switch through a spine switch. When a packet is sent from one leaf to another leaf, Cisco ACI 

encapsulates the original packet with an outer header representing the source and destination leaf Tunnel 

Endpoint (TEP) and the Virtual Extensible LAN (VXLAN) header, which contains the bridge domain or VRF 

information of the original packet. 

 

Packets that are switched contain bridge domain information. Packets that are routed 

contain VRF information. 

A Cisco ACI leaf switch follows these steps to learn a remote endpoint MAC or IP address: 

1. The Cisco ACI leaf receives a packet with source MAC A and source IP A from a spine switch. 

2. The Cisco ACI leaf learns MAC A as a remote endpoint if VXLAN contains bridge domain information. 

3. The Cisco ACI leaf learns IP A as a remote endpoint if VXLAN contains VRF information. 

Figures 4 and 5 show examples of local and remote endpoint learning. 

Figure 4.   Example of local and remote endpoint (MAC address) learning 

 

In Figure 4, the packet is Layer 2 traffic without any routing on Cisco ACI. Therefore, only the MAC address (Src 

MAC S in the figure) is learned as a local endpoint on LEAF1 and a remote endpoint on LEAF2. 
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Figure 6 shows an example of endpoint movement and a bounce entry. 

Figure 6.   Example of Cisco ACI bounce entry 
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Another advantage of endpoint learning through data-plane traffic is that it may help in scenarios in which the 

switch may have missed ARP control-plane packets previously originated by the endpoint or mistakenly cached 

out-of-date endpoint location information. 

Despite the advantages mentioned here, in some specific scenarios you may need to disable the endpoint learning 

function. The rest of this document describes these use cases in greater detail. 

Endpoint learning optimization options 

A variety of configuration knobs are available to set options for Cisco ACI endpoint learning. This section describes 

endpoint learning related knobs for EPG, bridge domain, and fabricwide configurations. Use cases for these knobs 

are also presented. 

Table 1, at the beginning of this document, provides a summary of all the features discussed in this section. 

EPG-level configuration options 

This section discusses options that apply to EPGs. 

L4-L7 Virtual IPs 

The L4-L7 Virtual IPs option was introduced in Cisco Application Policy Infrastructure Controller (APIC) Release 

1.2(1m). This option is located at Tenant > Application Profiles > Application EPGs or uSeg EPGs (Figure 11). This 

option is used to disable data-plane IP learning for a particular IP address for direct server return, or DSR, use 

cases. By default, this feature is not enabled. 
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Figure 11.   L4-L7 Virtual IPs under Application EPGs 

 

L4-L7 Virtual IPs use case 

The only tested and supported use case for the L4-L7 Virtual IPs option is with Layer 2 DSR. The DSR option is 

deployed mainly when a large amount of return traffic is coming from a server. Typically, a load balancer is in the 

path between the client and the server: for both client-to-server incoming traffic and server-to-client returning traffic. 

If the amount of return traffic is large, the traffic will consume load-balancer resources, which will create a 

bottleneck. To help prevent this situation, in a DSR deployment return traffic directly goes back to the client without 

going through the load balancer. 

In a DSR deployment, an ARP response must be suppressed on real servers. Only the load balancer will reply with 

ARP to the virtual IP address, but real servers use the virtual IP address for server-to-client traffic. In a traditional 

network, this return traffic does not update IP information, but with Cisco ACI, the fabric learns the virtual IP 

address through data-plane IP learning, resulting in a problem. 

By default, DSR does not work in Cisco ACI because of data-plane IP learning. This option disables data-plane IP 

learning for the specific DSR virtual IP address. Failure to disable IP learning for the DSR virtual IP address will 

result in IP endpoint flapping between different locations in the Cisco ACI fabric. 

For example, as shown in Figure 12, 172.16.1.1 tries to connect to 192.168.1.100 (DSR virtual IP address), and 

the traffic goes to the load balancer because the load balancer has replied to an ARP request for 192.168.1.100. 

Next, the traffic is load-balanced to one of the real servers by rewriting the destination MAC address. Finally, 

server-to-client traffic is generated on the server. This return traffic uses 192.168.1.100 as the source IP address. 

The Cisco ACI fabric will learn 192.168.1.100 from different locations: from the load balancer and from real servers. 

Therefore, you need to prevent data-plane IP learning for the DSR virtual IP address. 


























































