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Introduction 

With the increasing adoption of Cisco
®
 Application Centric Infrastructure (Cisco ACI

Ê
) as a pervasive fabric 

technology, enterprises and service providers commonly need to interconnect separate Cisco ACI fabrics. 

Business requirements (business continuance, disaster avoidance, etc.) lead to the deployment of separate data 

center fabrics, and these need to be interconnected with each other. Depending on the deployment option used 

(and as explained in this document), these fabrics may be called pods or fabrics and sites. 

Note:   To best understand the design presented in this document, readers should have at least a basic 

understanding of Cisco ACI and how it works and is designed for operation in a single site or pod. For more 

information, see the Cisco ACI white papers available at the following link: 

https://www.cisco.com/c/en/us/solutions/data-center-virtualization/application-centric-infrastructure/white-paper-

listing.html. 

Figure 1 shows the architectural options to extend connectivity and policy enforcement between different ACI 

networks that have been offered from the launch of Cisco ACI up to today. 

Figure 1.   Cisco ACI connectivity options and policy domain evolution 

 

ǒ The first option, available from Cisco ACI Release 1.0, consists of a classic leaf-and-spine two-tier fabric 

(a single pod) in which all the deployed leaf nodes are fully meshed with all the deployed spine nodes. A single 

instance of Cisco ACI control-plane protocols runs between all the network devices within the pod. The entire 

pod is under the management of a single Cisco Application Policy Infrastructure Controller (APIC) cluster, 

which also represents the single point of policy definition. 

ǒ The next step in the evolution of Cisco ACI geographically stretches a pod across separate physical data 

center locations, usually deployed in the same metropolitan area. Given the common limited availability of fiber 

connections between those locations, the stretched fabric uses a partial mesh topology, in which some leaf 

nodes (called transit leaf nodes) are used to connect to both the local and remote spine nodes, and the rest of 

the leaf nodes connect only to the local spine nodes. Despite the use of partial mesh connectivity, functionally 

the stretched fabric still represents a single-pod deployment, in which a single instance of all the Cisco ACI 

control-plane protocols run across all the interconnected data center sites, and so creates a single failure 

domain. 

https://www.cisco.com/c/en/us/solutions/data-center-virtualization/application-centric-infrastructure/white-paper-listing.html
https://www.cisco.com/c/en/us/solutions/data-center-virtualization/application-centric-infrastructure/white-paper-listing.html
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Note: For more information about the Cisco ACI stretched-fabric deployment option, refer to the following link: 

https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/kb/b_kb-aci-stretched-fabric.html. 

ǒ To address the concerns about extending a single network fault domain across the entire stretched-fabric 

topology, Cisco ACI Release 2.0 introduced the Cisco ACI Multi-Pod architecture. This model calls for the 

deployment of separate Cisco ACI pods, each running separate instances of control-plane protocols and 

interconnected through an external IP routed network (or interpod network [IPN]). The Cisco ACI Multi-Pod 

design offers full resiliency at the network level across pods, even if the deployment remains functionally a 

single fabric, with all the nodes deployed across the pods under the control of the same APIC cluster.  

The main advantage of the Cisco ACI Multi-Pod design is hence operational simplicity, with separate pods 

managed as if they were logically a single entity. This approach implies that all the Cisco ACI functions 

available in single-pod deployments (network service chaining, microsegmentation, virtual machine manager 

[VMM] domain integration, etc.) can be deployed seamlessly across pods: a unique value provided by this 

architecture. Note, though, that because a Cisco ACI Multi-Pod architecture is managed as a single fabric 

(APIC domain), it represents a single tenant change domain, in which any configuration and policy changes 

applied in the context of a given tenant are immediately applied across all the pods. Although this behavior 

contributes to the operational simplicity of a Multi-Pod design, it also raises concerns about the propagation of 

configuration errors. 

Note: Changes are applied immediately across all the pods, but only in the context of a given tenant. The 

implicit multitenant nature of a Cisco ACI fabric helps ensure complete isolation for all the resources deployed 

in separate tenants, shielding them from errors and disruptive events. For more information about the Cisco 

ACI Multi-Pod design, refer to the following link: https://www.cisco.com/c/en/us/solutions/collateral/data-center-

virtualization/application-centric-infrastructure/white-paper-c11-737855.html. 

Additionally, a maximum latency of 50 msec RTT can be supported between Pods starting from Cisco ACI 

software release 2.3(1). In previous Cisco ACI releases, this limit is 10 msec RTT instead. 

ǒ The need for complete isolation (both at the network and tenant change-domain levels) across separate Cisco 

ACI networks led to the Cisco ACI Multi-Site architecture, introduced in Cisco ACI Release 3.0(1). This 

architecture is the main focus of this document and will be discussed in detail in the following sections. 

Before exploring the details of the Cisco ACI Multi-Site design, you should understand why Cisco uses both Multi-

Pod and Multi-Site architectures and how you can position them to complement each other to meet different 

business requirements. To start, you should understand the main terminology used in this document: 

ǒ Pod: A pod is a leaf-and-spine network sharing a common control plane (Intermediate Systemïtoï

Intermediate System [ISIS], Border Gateway Protocol [BGP], Council of Oracle Protocol [COOP], etc.). A pod 

can be considered a single network fault domain. 

ǒ Fabric: A fabric is the set of leaf and spines nodes under the control of the same APIC domain. Each fabric 

represents a separate tenant change domain, because every configuration and policy change applied in the 

APIC is applied to a given tenant across the fabric. In the context of this discussion weôll then equate a Cisco 

ACI fabric to an availability zone. 

ǒ Multi-Pod: A Multi-Pod design consists of a single APIC domain with multiple leaf-and-spine networks (pods) 

interconnected. As a consequence, a Multi-Pod design is functionally a fabric (a single availability zone), but it 

does not represent a single network failure domain, because each pod runs a separate instance of control-

plane protocols.  

https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/kb/b_kb-aci-stretched-fabric.html
https://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/application-centric-infrastructure/white-paper-c11-737855.html
https://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/application-centric-infrastructure/white-paper-c11-737855.html
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ǒ Multi-Site: A Multi-Site design is the architecture interconnecting multiple APIC cluster domains with their 

associated pods. A Multi-Site design could also be called a Multi-Fabric design, because it interconnects 

separate availability zones (fabrics), each deployed as either a single pod or multiple pods (a Multi-Pod 

design). We can hence introduce the term ñRegionò to indicate the set of ACI fabrics part of the same Multi-

Site architecture (i.e. under the control of the same Multi-Site Orchestrator, as it will be clarified later in the 

document). 

Note: Do not confuse the term ñMulti-Fabric designò used here to identify the Multi-Site architecture discussed 

in this document with the term ñdual-fabric design,ò which refers to a precursor of the Multi-Site design and is 

documented at the following link: https://www.cisco.com/c/en/us/solutions/data-center-

virtualization/application-centric-infrastructure/white-paper-c11-737077.html?cachemode=refresh. 

An understanding of availability zones is essential to understanding why Cisco decided to invest in a Multi-Site 

architecture after having already delivered the Cisco ACI Multi-Pod design. Organizations typically need to deploy 

applications across data center fabrics representing separate availability zones. This setup is critical to help ensure 

that any network-level failures or configuration or policy definition errors that occur in one availability zone will not 

ever be propagated to the applicationôs workloads running in a separate availability zone, hence essentially 

guaranteeing business continuance. 

The deployment of Cisco ACI Multi-Pod and Multi-Site architectures thus can be combined to meet two different 

requirements. You can create a group of flexible Cisco ACI islands that can be seen and operated as a single 

logical entity (fabric) and function using the classic active-active model. You then can also reliably interconnect and 

scale those fabrics. See Figure 2. 

Figure 2.   Combined deployment of Cisco ACI Multi-Pod and Multi-Site architectures 

 

In the specific example in Figure 2, the Multi-Pod fabrics are created across separate physical data centers to 

locally connect workloads for the same application in separate availability zones. 

https://www.cisco.com/c/en/us/solutions/data-center-virtualization/application-centric-infrastructure/white-paper-c11-737077.html?cachemode=refresh
https://www.cisco.com/c/en/us/solutions/data-center-virtualization/application-centric-infrastructure/white-paper-c11-737077.html?cachemode=refresh
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Note:   The combined deployment of a Cisco ACI Multi-Pod and Multi-Site architecture shown in Figure 2 is 

supported in Cisco ACI Release 3.2(1) and later. 

The remainder of this document focuses on the Cisco ACI Multi-Site architecture, starting with an overview of its 

functional components. 

Cisco ACI Multi-Site architecture 

The overall Cisco ACI Multi-Site architecture is shown in Figure 3. 

Figure 3.   Cisco ACI Multi-Site architecture 

 

The architecture allows you to interconnect separate Cisco ACI APIC cluster domains (fabrics), each representing 

a different availability zone, all part of the same region (i.e. Multi-Site Orchestrator domain). Doing so helps ensure 

multitenant Layer 2 and Layer 3 network connectivity across sites, and it also extends the policy domain end-to-

end across the entire system. This design is achieved by using the following functional components: 

¶ Cisco ACI Multi-Site Orchestrator: This component is the intersite policy manager. It provides single-pane 

management, enabling you to monitor the health score state for all the interconnected sites. It also allows you 

to define, in a centralized place, all the intersite policies that can then be pushed to the different APIC domains 

for rendering them on the physical switches building those fabrics. It thus provides a high degree of control 

over when and where to push those policies, hence allowing the tenant change domain separation that 

uniquely characterizes the Cisco ACI Multi-Site architecture. For more information about the Cisco ACI Multi-

Site Orchestrator, see the section ñCisco ACI Multi-Site Orchestrator.ò 

¶ Intersite control plane: Endpoint reachability information is exchanged across sites using a Multiprotocol-BGP 

(MP-BGP) Ethernet VPN (EVPN) control plane. This approach allows the exchange of MAC and IP address 

information for the endpoints that communicate across sites. MP-BGP EVPN sessions are established 

between the spine nodes deployed in separate fabrics that are managed by the same instance of Cisco ACI 

Multi-Site Orchestrator, as discussed in more detail in the section ñCisco ACI Multi-Site overlay control plane.ò 
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¶ Intersite data plane: All communication (Layer 2 or Layer 3) between endpoints connected to different sites is 

achieved by establishing site-to-site Virtual Extensible LAN (VXLAN) tunnels across a generic IP network that 

interconnects the various sites. As discussed in the section ñIntersite connectivity deployment considerationsò, 

this IP network has no specific functional requirements other than the capability to support routing and 

increased Maximum Transmission Unit (MTU) size (given the overhead from the VXLAN encapsulation). 

The use of site-to-site VXLAN encapsulation greatly simplifies the configuration and functions required for the 

intersite IP network. It also allows network and policy information (metadata) to be carried across sites, as shown in 

Figure 4. 

Figure 4.   Carrying network and policy information across sites 

 

The VXLAN Network Identifier (VNID) identifies the Bridge Domain (BD) (for Layer 2 communication) or the Virtual 

Routing and Forwarding (VRF) instance (for Layer 3 traffic) of the endpoint sourcing the traffic (for intra-VRF 

communication). The class ID is the unique identifier of the source Endpoint Group (EPG). However, these values 

are locally significant within a fabric. Because a completely separate and independent APIC domain and fabric is 

deployed at the destination site, a translation function must be applied before the traffic is forwarded inside the 

receiving site, to help ensure that locally significant values identifying that same source EPG, bridge domain, and 

VRF instance are used.  

To better understand the need for the spinesô translation function, it is important to clarify what happens when a 

specific contract is defined between two EPGs deployed in separate sites in order to allow intersite 

communications between endpoints that are part of those EPGs. As shown in Figure 5, when the desired 

configuration (intent) is defined on the Cisco ACI Multi-Site Orchestrator and then pushed to the different APIC 

domains, specific copies of the EPGs, named ñshadow EPGs,ò are automatically created in each APIC domain. 

This ensures that the whole configuration can be locally instantiated in each site and the security policy properly 

enforced, even when each EPG is only locally defined and not stretched across sites.  
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Figure 5.   Creation of ñShadowò EPGs 

 

In the example above, the yellow EP2 EPG is created as a ñshadowò EPG in APIC domain 1, whereas the green 

EP1 EPG is a ñshadowò EPG in APIC domain 2. Since both APIC domains are completely independent from each 

other, it is logical to expect that different VNID and class-ID values would be assigned to a given EPG (the ñrealò 

and the ñshadowò copy) across sites. This implies that a translation of those values is required on the spines 

receiving data-plane traffic from a remote site before injecting the traffic into the local site, as highlighted in 

Figure 6, below. 
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Figure 6.   Name-space translation function on the receiving spine nodes 

 

When the policy is created on Cisco ACI Multi-Site Orchestrator stating that ñEP1 EPGò must communicate with 

ñEP2 EPG,ò the Multi-Site Orchestrator instructs the APIC controllers to program proper translation rules in the 

local spines. The end result is that the configured policy can then correctly be applied on the leaf node before 

sending the traffic to the destination endpoint. 

Note:   The example in Figure 6 shows the policy being applied on the leaf node in the receiving site. This is 

normally the case until the leaf node in the source site learns via the data-plane the location information of the 

remote endpoint. From that moment on, the policy can be applied directly on the ingress leaf. The use of service-

graph with Policy-Based Redirection (PBR) is a specific case where this may not be always the case, as discussed 

in more detail in the ñNetwork services integrationò section. 
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This name-space translation function should be performed at line rate to avoid negatively affecting the performance 

of intersite communication. To achieve this, you must use specific hardware for the spine nodes deployed in the 

Cisco ACI Multi-Site architecture: only the Cisco Nexus
®
 EX platform (and newer) generation of spine switches are 

supported in a Multi-Site deployment. Note that first-generation spine switches can coexist with the new spine-

switch models, as long as the latter are the only ones connected to the external IP network and used for intersite 

communication, as shown in Figure 7. 

Figure 7.   Coexistence of first-generation spine switches with EX-platform (and newer) spine switches 

 

The specific coexistence scenario displayed in Figure 7 also shows that not every deployed spine needs to be 

connected to the external Layer 3 domain. You determine the number of spines and links used to connect to the 

external IP network based on the specific hardware available and your desired level of resiliency and throughput. 

The introduction of the Cisco ACI Multi-Site architecture also allows you to scale up the total number of leaf and 

spine nodes deployed across the interconnected fabrics, as well as the total number of endpoints. This capability is 

one of the main points of differentiation between Cisco ACI Multi-Site and Multi-Pod designs, because the latter 

option is still bound by the scalability restrictions of a single fabric design.  

Note:   When planning a Cisco ACI deployment, you always should refer to the scalability guides available at 

Cisco.com. See, for example, the following link for the scalability guide valid for the Cisco ACI Release 4.0(1): 

https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4-x/verified-scalability/Cisco-ACI-Verified-

Scalability-Guide-401.html. 

The translation table entries on the spine nodes are always populated when an EPG is stretched across sites; this 

is required to allow intra-EPG communication that is permitted by default. If instead there is a requirement to 

establish intersite communication between endpoints that are part of EPGs locally defined in separate sites, the 

definition of a contract between the EPGs is required to trigger the proper population of those translation tables 

(this is the example shown in Figure 6, above). 

https://www.cisco.com/web/partners/partner_with_cisco/channel_partner_program/resale/specializations/index.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4-x/verified-scalability/Cisco-ACI-Verified-Scalability-Guide-401.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4-x/verified-scalability/Cisco-ACI-Verified-Scalability-Guide-401.html
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Up to the Cisco ACI Release 4.0(2), it is not possible to remove the need for establishing a security contract 

between EPGs to enable intersite communication: this means that Cisco ACI Multi-Site does not support the 

configuration of a stretched VRF as ñunforced,ò or the inclusion of EPGs into preferred groups. The use of ñvzAnyò 

construct is also not supported, which essentially implies that a contract must be created between each pair of 

EPGs that require intersite communication. Notice that this contract could be very simple (the equivalent of a 

ñpermit allò) and could be applied between all the different EPG pairs if the goal is to allow any-to-any 

communication. 

Cisco ACI Release 4.0(2) introduces support for EPG preferred groups with Cisco ACI Multi-Site. The preferred 

group construct is enabled at the VRF level and allows grouping together all (or a subset of) the EPGs defined in 

that VRF. As shown in Figure 8, EPGs that are part of the preferred group can communicate with each other 

without requiring the creation of a contract. EPGs that are excluded from the preferred group still require the 

definition of a contract to communicate between them and with any of the EPGs included in the preferred group. 

Figure 8.   EPGs and Preferred Groups 

 

For the specific Cisco ACI Multi-Site scenario, the inclusion of EPGs as part of the preferred group causes the 

automatic creation of the proper translation entries on the spines to enable intersite communication between 

endpoints that are part of those EPGs. As such, it is important to consider the overall scalability figures for the 

number of EPGs supported in a preferred group. As previously mentioned, this information is available on the 

Validates Scalability Guide available on the Cisco.com website. 
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Cisco ACI Multi-Site Orchestrator 

The Cisco ACI Multi-Site Orchestrator is responsible for provisioning, health monitoring, and managing the full 

lifecycle of Cisco ACI networking policies and stretched tenant policies across Cisco ACI sites around the world. It 

essentially represents the single source of truth for these policies.  

The Cisco ACI Multi-Site Orchestrator provides these main functions: 

¶ Create and manage Cisco ACI Multi-Site users and administrators through application of Role-Based Access 

Control (RBAC) rules. 

¶ Use the health dashboard to monitor the health, faults, and logs of intersite policies for all the Cisco ACI 

fabrics interconnected in the Cisco Multi-Site architecture. The health-score information is retrieved from each 

APIC cluster domain and presented in a unified way, as shown in Figure 9. 

Figure 9.   Cisco ACI Multi-Site Orchestrator dashboard 

 

¶ Add, delete, and modify Cisco ACI sites. 

¶ Provision day-0 infrastructure to allow the spine switches at all Cisco ACI sites to peer and connect with each 

other. This feature allows the system to establish MP-BGP EVPN control-plane reachability and exchange 

endpoint host information (MAC and IPv4/IPv6 addresses). 

¶ Create new tenants and deploy them in all the connected sites (or a subset of them). 

¶ Define policy templates. Each template can be associated with and pushed to a specific set of fabrics, as 

shown in Figure 10. 

Note: One or more templates can be grouped together as part of a schema, which can be considered as a 

ñcontainerò of policies. However, the association of policies to a given template is always done at the template 

level (not at the schema level). 
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Figure 10.   Schema, templates, and sites 

 

This feature is one of the most important that the Cisco ACI Multi-Site Orchestrator offers, together with the 

capability to define and provision scoped policies for change management. When you define intersite policies, 

Cisco ACI Multi-Site Orchestrator also properly programs the required name-space translation rules on the 

Multi-Site-capable spine switches across sites. 

¶ Import tenant policies from an already deployed Cisco ACI fabric (a brownfield deployment) and stretch them 

to another, newly deployed, site (a greenfield deployment). For more information, see the section ñMigration 

scenarios.ò 

The Cisco ACI Multi-Site Orchestrator uses the Out-Of-Band (OOB) management network to connect to the APIC 

clusters deployed in different sites. It also provides northbound access through Representational State Transfer 

(REST) APIs or the GUI (HTTPS), which allows you to manage the full lifecycle of networking and tenant policies 

that need to be stretched across sites.  

The Cisco ACI Multi-Site Orchestrator is not responsible for configuring Cisco ACI site-local polices. This task still 

remains the responsibility of the APIC cluster at each site. The Multi-Site Orchestrator can import the relevant APIC 

cluster site-local policies and associate them with stretched objects. For example, it can import site-locally defined 

VMM domains and associate them with stretched EPGs.  

Note:   If desired, the Cisco ACI Multi-Site Orchestrator can also be used to configure site-local tenant policies. 

When doing so, it is important to consider the overall scalability numbers for objects, schemas, and templates for 

the chosen Cisco ACI software release to ensure that the creation of those site-local policies does not affect the 

definition of inter-site policies that can only be configured via the Multi-Site Orchestrator. 

The Cisco ACI Multi-Site Orchestrator design is based on a microservices architecture in which three virtual 

machines are clustered together in an active-active fashion. Internally, each virtual machine has a Docker daemon 

installed with Multi-Site application services. Those services are managed and orchestrated by a Docker swarm 

that load-balances all job transactions across all Cisco ACI Multi-Site Orchestrator containers in concurrent active-

active fashion for high availability.  
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A stable data-plane connection must exist between the Cisco ACI Multi-Site Orchestrator virtual machines part of 

the same cluster when they are deployed over a WAN. The virtual machines in a Cisco ACI Multi-Site Orchestrator 

cluster communicate with each other over a TCP connection, so if any drops occur in the WAN, dropped packets 

will be retransmitted. Each MSO cluster node is assigned a unique IP address; there is no requirement for those IP 

addresses to be part of the same IP subnet, as communication between the nodes can be routed. Also, be sure to 

appropriately mark the Differentiated Services Code Point (DSCP) value of virtual machine traffic in a VMware port 

group. The recommended approach is to mark the DSCP as Expedited Forwarding (EF).  

The recommended connection bandwidth between nodes in a Cisco ACI Multi-Site Orchestrator cluster is from 300 

Mbps to 1 Gbps. These numbers are based on internal stress testing while adding very large configurations and 

deleting them at high frequency. In these tests, bursts of traffic of up to 250 Mbps were observed during high-scale 

configurations, and bursts of up to 500 Mbps were observed during deletion of a configuration consisting of 10,000 

EPGs (that is, beyond the supported scale of 3000 EPGs for Cisco ACI Multi-Site deployments in Cisco ACI 

Release 3.2(1)). 

At the time of writing of this document each Cisco ACI Multi-Site Orchestrator node is packaged in a VMware 

vSphere virtual appliance (Figure 11). 

Figure 11.   Cisco ACI Multi-Site cluster for VMware vSphere appliance 

 

For high availability, you should deploy each Cisco ACI Multi-Site Orchestrator virtual machine on its own VMware 

ESXi host so that all three virtual machines form a cluster over three different ESXi hosts to eliminate any single 

point of failure. The overall number of virtual machines used for the Multi-Site Orchestrator cluster has in fact a 

direct impact on the fault tolerance of the cluster itself, as discussed in the document at the link below: 

https://docs.docker.com/engine/swarm/admin_guide/#add-manager-nodes-for-fault-tolerance. 

https://docs.docker.com/engine/swarm/admin_guide/#add-manager-nodes-for-fault-tolerance
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In the configuration with three virtual machines supported for the creation of the Multi-Site Orchestrator cluster, it is 

possible to lose one virtual machine and have the cluster still fully functional. The cluster would instead become 

inactive if losing two virtual machines, which leads to the recommendation of deploying each virtual machine on a 

separate ESXi host.  

Note:   Other form factors, such as a physical appliance and Linux Kernel-based Virtual Machine (KVM) virtual 

appliance, will likely be supported in future Cisco ACI software releases. 

The VMware vSphere virtual appliance requirements for each virtual machine are dependent on the deployed 

Cisco ACI Multi-Site Orchestrator release, as shown below: 

¶ For Cisco ACI Multi-Site Orchestrator Release 1.0(x): 

Ǔ VMware ESXi 5.5 or later 

Ǔ Minimum of four virtual CPUs (vCPUs), 8 Gbps of memory, and 50 GB of disk space 

¶ For Cisco ACI Multi-Site Orchestrator Release 1.1(x): 

Ǔ VMware ESXi 6.0 or later 

Ǔ Minimum of four virtual CPUs (vCPUs), 8 Gbps of memory, and 50 GB of disk space 

¶ For Cisco ACI Multi-Site Orchestrator Release 1.2(x) and above: 

Ǔ VMware ESXi 6.0 or later 

Ǔ Minimum of eight virtual CPUs (vCPUs), 24 Gbps of memory, and 100 GB of disk space 

The supported Round-Trip Time (RTT) latency between Multi-Site virtual machines in the cluster is up to 150 

milliseconds (ms), which means that the virtual machines can be deployed 150 ms apart if required. The Multi-Site 

Orchestrator cluster communicates with each siteôs APIC cluster over a secure TCP connection, and all API calls 

are asynchronous. The current maximum supported RTT distance is up to 1 second between the Multi-Site cluster 

and each specific siteôs APIC cluster. Those values may be increased in future Cisco ACI Multi-Site software 

releases.  

Security hardening is built into the Cisco ACI Multi-Site Orchestrator cluster appliance. Note that the Cisco ACI 

Multi-Site Orchestrator cluster design has passed all leading industry benchmark vulnerability tests, such as 

Nessus, WhiteHat, Corona, and Norad, resulting in no security vulnerabilities discovered in the first test run. In 

addition, the Multi-Site Orchestrator cluster design implements IP-table firewall rules in each virtual machine and 

opens required ports only for cluster communication. Finally, all traffic between virtual machines in a cluster is 

automatically encrypted using IP Security (IPsec). Hence, Multi-Site Orchestrator cluster nodes can be deployed 

securely over a maximum 150-ms RTT latency from each other. 

Cisco ACI Multi-Site Orchestrator deployment considerations 

There are two popular use cases for Cisco ACI Multi-Site Orchestrator deployments: 

¶ Centralized (local) data center, which requires the creation of separate availability zones 

¶ Geographically distributed data centers across cities, countries, or continents, in which each data center is an 

availability zone and requires a single pane for provisioning, monitoring, and management to deploy stretched 

policies across availability zones 
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Cisco ACI Multi-Site deployment in a local data center for high leaf-node scale  

The centralized deployment use case is popular in the financial and government sectors. In these scenarios, a 

Cisco ACI Multi-Site design is deployed in a building or a local campus with an ultra-high port count for bare-metal 

server, virtual machine, or container connectivity. A high number of leaf nodes are deployed across separate Cisco 

ACI fabrics to scale out the deployment and yet limit the scope of the failure domain and manage everything 

through a single pane.  

In the example shown in Figure 12, four Cisco ACI fabrics are deployed in one hall in four rooms, with each Cisco 

ACI fabric consisting of 200 leaf switches. The Cisco ACI Multi-Site cluster virtual machines (in this case, three 

virtual machines) are deployed on their own separate ESXi host so that there is no single point of failure. All tenant 

policies can be stretched across all four Cisco ACI sites through the Cisco ACI Multi-Site interface.   

Figure 12.   Cisco ACI Multi-Site cluster deployed within a data center 

 

It is best practice recommendation not to connect the MSO nodes to the ACI fabric; since the only supported option 

is for the MSO to connect to the OOB address of the APIC controllers part of the Multi-Site deployment, the MSO 

nodes can be deployed outside of the data center. 

Note:   It is not officially supported establishing communication between the MSO nodes and the inband interface 

of the APIC controllers. 






































































































































































