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Introduction

Cisco® DFA (Dynamic Fabric Automation) optimizes data centers through integration. DFA architecture eliminates
the need for overlay networks that can hinder traffic visibility and optimization and reduce scalability when physical
server and virtual machine environments are integrated. This architecture enables zero-touch provisioning and
greater orchestration, while delivering more predictable performance and latency for large cloud networks. The
following building blocks are the foundation of DFA

6 Fabric management: Fabric management simplifies workload visibility, optimizes troubleshooting, and
automates fabric component configuration.

6 Workload automation: The automation mechanism integrates with automation and orchestration tools
through northbound APIs. It provides control for the provisioning of fabric components by automatically
applying templates that use southbound APIs and standards-based protocols. These automation
mechanisms can also be extended to network services.

& Optimized networking: A simple distributed gateway mechanism is used to support any subnet, anywhere,
concurrently. Existing redundancy models are also used to provide N+ redundancy across the entire fabric.

6 Virtual fabric: Virtual fabric extends the boundaries of segmented environments to different routing and
switching instances by using logical fabric isolation and segmentation within the fabric. All these
technologies can be combined to support hosting, cloud, and multitenancy environments.

Newer versions of software releases for Cisco DFA deployments have several enhancements. Autoconfiguration
profiles are among the main elements of the fabric that have been modernized, moving from individual to universal
profiles.

Universal profiles have been available since Cisco NX-OS Software Release 7.1(0)N1(1) for Cisco Nexus® 6000
Series Switches and the Cisco Nexus 5600 platform, and since NX-OS 7.2(0)D1(1) for Cisco Nexus 7000 Series
Switches and Cisco Prime Data Center Network Manager (DCNM) Release 7.1(1).

Universal profiles are enhanced configuration profiles that can support optional parameters and nondisruptive

profile refreshes. Support is also extended to Virtual Routing and Forwarding (VRF) profiles through the use of the

include profleanyc ommand in the networ kds i ndivwvvficammar) neddmbtbepr of i | e
statically defined using Power On Auto Provisioning (POAP); instead, you can select any universal VRF profile in

Cisco Prime DCNM while creating a partition (vrf-common-universal, vrf-common, and so on). During the

instantiation of the network, the system downloads the selected VRF profile for the partition and performs the

necessary VRF, VLAN and switch virtual interface (SVI), bridge domain and bridge domain interface (BDI), and

Border Gateway Protocol (BGP) configurations.

In addition, Cisco Prime DCNM, also known as the central point of management and monitoring (CPOM), now has
new leaf switch templates (Fabric_N5600_N6K_Leaf migration) to accommodate these changes.

This document helps customers who are planning to migrate their existing Cisco data center DFA deployments.

In this document, Cisco Prime DCNM will be migrated from Release 7.0(2) to Release 7.1(2). Hence, individual
profiles packaged in Release 7.0(0) will be upgraded to prepackaged universal profiles in Release 7.1(2).

Note: ~ When migrating from any other DCNM version, such as Release 7.0(1), the procedure is the same as the
procedure described here.

Switches that use NX-OS will be migrated from Release 7.0(0).N1(1) to Release 7.1(1).N1(1).
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The step-by-step procedure is presented here.

The topology shown in the next section shows the current running software versions before the migration described
in this document.

Cisco Prime DCNM Release 7.0(2) is used.
The leaf switches (Cisco Nexus 6000 Series and 5600 platform switches) use NX-OS Release 7.0(2).N1(1).

The focus of this document is the upgrading and migration of leaf switches. Border leaf and spine switches need to
be upgraded as well using the new templates. Because hosts are connected to leaf switches, this document
discusses the migration of profiles only for leaf switches.

Note:  The migration process is disruptive. Hence, you must have a maintenance window when starting this
implementation. Make sure that you do not make any new changes during the entire migration process.

Topology

Figure 1 shows a typical Clos topology in which each leaf switch connects to all spine switches, and each spine
switch also connects to every leaf switch.

Figure 1.  Typical Clos Topology

A - Cisco DFA Spine 4 = Cisco DFALeaf = Cisco DFA Border Leaf

To demonstrate a practical migration scenario, a simplified testbed was used (Figure 2). This testbed includes two
virtual PortChannel (vPC) paired leaf switches, one spine switch, and a dual-attached fabric extender (FEX)
connected to a hypervisor. Two VMs are spawned [[PLS REWRITE TO CLARIFY]] on the server connecting to
FEX 103 on host interface (HIF) port e103/1/23.

The hardware consists of:

O«

Spine: Cisco Nexus 6004 Switch
& Leaf: Cisco Nexus 6001 Switch
FEX: Cisco Nexus 2232TM 10GE Fabric Extender

O«
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Figure 2.  Testbed

Step 1: Upgrade Cisco Prime DCNM from Release 7.0(2) to 7.1(2)

As part of upgrade process, back up the current DCNM release. For step-by-step details of the upgrade process,
see the following link:

http://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/7 x/dcnm/installation/master_files/OVA_Installation
Guide/installing DCNM_OVA.html - pgfld-747883

The testbed here uses DCNM without high availability, so you can use the steps that follow.

1. Loginto DCNM as the root user.

2. Enter the command appmgr backup all to back up DCNM.
[root@xxx ~]# appmgr backup all
Backing up all Process.

Backup is available at /root/backup.05_07_2015__09_50_27.tar.gz

3. Copy the backup file you just created to a network server or TFTP server.
[root@xxx ~]# scp backup.05_07_2015__09_50_27.tar.gz <tftp_server>:/<path>/

4. Power off DCNM 7.0(2).

5. Deploy the DCNM Open Virtualization Archive (OVA) file for Release 7.1(2). Use exactly the same deployment
settings as for Release 7.0(2), such as network parameters (IP address, subnet, gateway, and Domain Name
System [DNS]), password, and VMware vCenter port groups for both network interfaces, and disable auto-
power-on.
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You can find the OVA file on Cisco.com at:
https://software.cisco.com/download/release.html?mdfid=281722751&flowid=&softwareid=282088134&release
=7.1(2)&relind=AVAILABLE&rellifecycle=&reltype=latest

After DCNM 7.1(2) has been upgraded, right-click the virtual machine and choose Edit Settings > Hardware.
For both network adapters, update the MAC addresses so that they are the same as in DCNM 7.0(2). This
step is required to avoid problems Cisco Prime DCNM licensing.

Power on the DCNM 7.1(2) virtual machine.

Copy the backup file from old DCNM 7.0(2) in the external repository to the new DCNM 7.1(2). The file is
copied under the root in the following location in the new DCNM 7.1(2):

[root@xxx ~]# pwd

/root

[root@xxx ~]# Is *backup*
backup.06_04_2015_ 13 33 _45.tar.gz
[root@xxx ~]#

[root@xxx ~J# appm gr status all

DCNM Status

PID USER PR NIVIRTRES SHR S %CPU %MEM TIME+ COMMAND

1637root 20 03932m 1.2g 27mS 2.015.9 1:01.11 java

LDAP Status

PID USER PR NIVIRTRES SHR S %CPU %MEM TIME+ COMMAND

2671ldap 20 O 314m 19m 2508 S 0.0 0.2 O: 00.02 slapd

TFTP Status

PID USER PR NIVIRTRES SHR S %CPU %MEM TIME+ COMMAND

1431root 20 O 21716 1004 768 S 0.0 0.0 0:00.00 xinetd

DHCP Status

PID USER PR NIVIRTRES SHR S %CPU %MEM TIME+ COMMAND

1444 dhcpd 20 045776 1184 212S 0.0 0.0 0:00.01 dhcpd

XMPP Status
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10.

PID USER PR NIVIRT RES SHR S %CPU %MEM TIME+ COMMAND

2469 root 20 01389m 16m 6744 S 0.0 0.2 0:00.17 jabberd

AMQP Status

PID USER PR NIVIRTRES SHR S %CPU %MEM TIME+ COMMA

2759 rabbitmg 20 0 1102m 65m 2708 S 0.0 0.8 0:01.78 beam.smp

Use appmgr stop all to shut down all applications on Release 7.1(2).
[root@ xxx ~]# appmgr stop all

Stopping SANServer ... [

Stopping Cisco SMI - S Agent...

Stopping LANServer... Stopped Cisco SMI - S Agent.

Stopping slapd: [

Stopping rabbitmq - server: rabbitmg - server.

Stopping xinetd: [

Now stopping Jabber XCP:

\

Shutting down dhcpd: [

To restore the file, use appmgr upgrade <backup_file_name>.

[root@xxx ~]# appmgr upgrade backup.05_07_2015_09_50_27.tar.gz

PLEASE SHUT DOWN ALL APPLICATIONS BEFORE CONTINUING..
Press 'y' to continue [y/n] [n]

y

Sele ct an option for upgrading this appliance [] :

[1] Standalone DCNM with Local PostgreSQL database

[2] Standalone DCNM with External Oracle database

[3] High Availability

Choice [1]|2]3]

1

Restoring DCNM...

Iroot

Restoring complete.

Fhkkkkkkkkkkkkokokokok STARTING all Applications. Please check status using

appmgr StatUS a” *kkkkkkkkkkkkkkkkkkk
***x Check /root/upgrade.log for details...****

[root@ xxx ~]# appmgr status all
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DCNM Status

PID USER PR NIVIRTRES SHR S %CPU %MEM TIME+ COMMAND

9438 root 20 04039m 1.2g 27m S 0.0 15.0 1:06.02 java

LDAP Status

PID USER PR NIVIRTR ES SHR S %CPU %MEM TIME+ COMMAND

12889 Idap 20 0 360m 62m 3092 S 0.0 0.8 0:00.09 slapd

TFTP Status

PID USER PR NIVIRTRES SHR S %CPU %MEM TIME+ COMMAND

13415root 20 0217201016 776 S 0.0 0.0 0:00.00 xinetd

DHCP Status

PID USER PR NIVIRTRES SHR S %CPU %MEM TIME+ COMMAND

13466 dhcpd 20 048128 3992 628 S 0.0 0.0 0:00.00 dhcpd

XMPP Status

PID USER PR NIVIRTRES SHR S %CPU %MEM TIME+ COMMAND

13513 root 20 01389m 16m 6608 S 0.0 0.2 0:00.15 jabberd

AMQP Status

PID USER PR NIVIRT RES SHR S %CPU %MEM TIME+ COMMAND

13286 rabbitmg 20 01102m 64m 2712 S 0.0 0.8 0:01.33 beam.smp

Note:  If your deployment is a DCNM high-availability deployment, follow steps in the upgrade guide at the URL
listed at the beginning of Step 1.

11. Clear your browser cache. Log in to the new DCNM 7.1(2): https://<DCNM-MGMT-IP>.

12. The new version of DCNM requires some changes, so you need to modify General Settings. Choose Admin >
Fabric > General Settings.
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Px
W General 7% Pperformance e

—— Status Collections
12.0.0.31 Data Sources Database
e | Server Properties & Event

SFTP Credentials Registration
1000045999 Switch Groups Forwarding
joo00-60000 | Custom Port Groups EMC Callhome
7 Use SSL for DCNM to LDAP communication License 1 Fabric

Federation General Settings

13. Scroll down to Other Configs. Change the global mobility domain from the default mdO to your own mobility
domain. In this example, the mobility domain is md-global. Click Apply.

Note:  The Global Mobility Domain Detectable VLAN Range shown here is the default range, which is 1-1000.
Change the VLAN values to match your environment. Otherwise, autoconfiguration of workloads will not be
possible.

14. Choose Admin > Fabric > POAP Settings.

Forwarding
Custom Port Groups EMC Callhome
License 1 Fabric
Federation General Settings

& Management Users Border Leaf Settings —

Remote AAA POAP SettingS e =

Note that the Lightweight Directory Access Protocol (LDAP) host name and server name on the Manageability
tab for each leaf POAP definition is now mandatory, which differs from the previous release, so make sure that
you have it set as shown here under POAP Settings one time so that it autopopulates on each leaf template.
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Admin>Fabric>POAP Settings

MGMT_PREFIX :

LDAP_SERVER_IP :

DEFAULT_GATEWAY :

12.0.100.1

MANAGEMENT_VLAN :

LDAP_SERVER_NAME :

test.cisco.com

12.0.0.31

/4 Areyou sure you want to apply the settings?

e J( ™

Note:  If custom profiles are used in DCNM, the customer or user needs to manually add them to the new
DCNM 7.1(2). Doing so will be helpful in the next steps.

Step 2: Import the Migration POAP Template to Cisco Prime DCNM and Publish

The migration POAP template consists of new universal profiles such as the one shown here. It includes the

include profile any specification, unlike the previous individual profiles. In addition, the vrf-common-universal

configuration profile is now added as part of workload instantiation and no longer needs to be present on the
switch. Customers thus no longer need to have it configured on the switch. The template shown here works for

both old and new profiles.

configure profile defaultNetworkUniversalEfProfile

vlan $vlanid

vn - segment $segmentid

mode fabricpath

interface vlan $vlanid
vrf member $vrfName

ip address $gatewaylpAddress/$netMaskLength tag 12345

ip dhcp relay address $dhcpServerAddr use

ipv6 address $gatewaylpv6Address/$prefixLength tag 12345

fabric forwarding mode proxy

no ip redirects

- gateway
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no ipv6 redirects

mtu $mtuValue

no shutdown
include profile any

1. Download the POAP migration template from the following link to your desktop and import it into DCNM and

publish it: https://communities.cisco.com/docs/DOC-58672.

2. Loginto DCNM and navigate to Config > Templates.

admin v DONM-SAN | DONM-LAN | O™ |

DashboardY  Healthv  PerformanceY  InventoryY  ReportsY  ConfigY  Admin¥

/Config Delivery/Templates (50 items)

ey & Archive 7 Delivery

View Templates ff—

3. Import the template. Click on the downward-pointing arrow as shown here.

[Config Delvery/Tempiates (50 ems) T
Name Description Patforms Tags Tempiate Type  Published  Modified Time:

4. Point to the template file that you saved before on your desktop. The template content

Confiq Template

Template content | J

Template Name:  Fabric_NS600_N6K_Leaf_migration

Template Description:  Fabric Leaf for use with 7.0.2 upgrade only

1594 rd auto |
Tags: 1595 | address-family ipvé unicast r
1596 route-target both auto
1597 adc ~family ipvé unicast
1598 route-target both auto
Supported Platforms: 1599 | router ogp $asn

[1ces00 [JNIK [JNIO10 [] N0 yo00

vrt svrfName
1601 address-family ipv4 unicast

1602 mm route-map FABRIC-RMAP-REDIST-HOST
Onsc [JNes00 [Nk [ sk 1603 redist irect route-map FABRIC-RMAP-REDIST-SUBNET
1604 90 2
[ NSS00 [v] NS600 (7] N6K [ N7 1605 route-map 0spfMap
1606 6 unicast
1607 route-map FABRIC-RMAP-REDIST-HOST
[ Nk O wMps [Jucs Al 1608 route-map FABRIC-RMAP-REDIST-SUBNET
1609 maximum-paths iogp 2
1610 exic
1611

1612| configure profile vrf-common-L-ES

PoAP 1613 | vrf context SvrfName
. 1614| | vni sinclude_vrfSegmentid
() Published 1615 | raauto
1616 | Ip route 0.0.0.0/0 Sincluce_serviceNodelpAddress
1617 | adaress-family ipvé unicast
1618 2
1619
1620
1621
1622 vt SvrfName
1623 accress-family ipvé unicast
1624 v mm route-map FABRIC-RMAP-REDIST-HOST
1625 rect route-map FABRIC-RMAP-REDIST-SUBNET
1626 m ns ibgo 2
1627 " route-map 0spfMan
1628 acdres: ipv6 unicast
1629 edist mm route-map FABRIC-RMAP-REDIST-HOST
1630 Irect route-map FABRIC-RMAP-REDIST-SUBNET
1631 maximum-patns (bgo 2
1632 ex
1633
1634 22 [E)
1635 I=]
1636 [<] ] - - T |
Validate Template Syntax Save | | Saveand Exit | | Cancel

5. Select Published. A warning dialog box appears. Click OK.

e

|
| Publishing the template makes it read only.
Do you want to proceed ?

Ea) Eomes)

6. Click the Save and Exit button.
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https://communities.cisco.com/docs/DOC-58672

Step 3: Copy the Migration Script and Leaf Switch Release 7.1 Software to Cisco Prime
DCNM

The migration script will help in converting the individual profiles that are currently used to newer universal profiles.

1. Download the migration script from the Cisco community page at
https://communities.cisco.com/docs/DOC-58668 to your new DCNM.

2. Copy the script to the root folder in DCNM. The script will look like this:
[root@xxx ~]# pwd
[root
[root@xxx ~]# Is *Idap*
Idapprofilesmigration.zip
[root@xxx ~]#
3. Download the leaf switch software version from Cisco.com and copy it into your DCNM /var/lib/dcnm/ folder.
Download the kickstart image from the link shown here; then select 7.1(1)N1(1).

https://software.cisco.com/download/release.html|?mdfid=284599508&flowid=39362&softwareid=282088130&r
elease=6.0(2)N2(7)&relind=AVAILABLE&rellifecycle=&reltype=latest

4. Download the system image from the link shown here; then select 7.1(1)N1(1).

https://software.cisco.com/download/release.htm|?mdfid=284599508&flowid=39362&softwareid=282088129&r
elease=7.0(5)N1(1)&relind=AVAILABLE&rellifecycle=&reltype=latest

5. Verify that your DCNM has the images at specified location.
[root@xxx denm]# cd /var/lib/dcnm/
[root@xxx dcnm]# Is *n6000 - uk9*
n6000 - uk9.7.1.1.N1.1.bin n6000 - uk9 - kickstart.7.1.1.N1.1.bin

Step 4: Complete the POAP Definitions for Leaf Switches Using the New Migration Template
and Software

1. Choose Config > Power on Auto Provisioning (POAP).

Power-On Auto Provisioning (POAP) @ Archive & Delivery
Configuration Steps: View Tempiates
Compare Jobs
| SRR ones Copy & Power-On Auto Provisioning (POAP)
" Allocate temporary IP Address =
S%7 Configure bootscript settings Jobs &1 Fabric
d SME Auto-Configuration
Images and Configuration Provision Profiles
(). store Kickstart and System Image, Border Leaf Device Pairing
M FOAP welitch configuretion. PoAR Border Leaf Extended Partitions
Get 1P} 4

POAP Definitions Server

boe, cor
fl‘ Generate definitions in bulk from n. App
an existing template.
Upload individual switch configuration —
files and assign each file to a switch. A
Switch Serial Numbers are required. S 3
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2. Click POAP Definitions. You would see your switches listed under POAP Switch Definitions.

& htun o Lamcon: POAP Switch Definitions Selected 0 | Totais @ 6 2 @
POAP Steps | &2
| [ Soetumber Swach 10 Management 1P st Model  Template/Config Fle Name  Bootscript Last Updated Time.
| & SwichSuts  PahSuts  BoctsrptSuts O State
| O rocisanoms BLeaf2008 65108 B Bubished POAP script s finshec  Off Detected NS600  Eabeic NS600 NGK Borderiedl Tue Jun 16 12:52:57 GMT-0700 2015
'l O rocismes | Lesaow 5107 B Butisted POAP srit o frshec DMTDstacted  NSE00 | Fabric NSOO NGK Leaf v2  Tum M 16 125150 GMT-0700 2035
& WeIEAPGD we0a M 1020 B Pasarec POM ot 8 foshec DAIDmated WX Base AK AdmiDC Tue i 16 16:07:50 GT-0700 2015
BCP Suige WIETNGE spre  spine 5104 (T8 [ DffiDseted VOO Fabec VOC Sone w2 Tom Jn 16 1625:51 GMT-0700 2015

10:19:03 GMT-0700 2015

O rocissnoe Lest2008 65108 B« Bubished POAP scrigt i frshec DOTDetected  NS600  Fabeic NSEQD MK Leaf v2  Wed
O rocisimoxs Lear2008 65106 B« Puished POAP scrpt s frhec DITDReced  NSE00  Fabric NS00 NGK Leatv2  Wed Jun 17 10:109:14 GMT-0700 2015

0}
Image and Config Servers

— m{%m

Cable Plan

3. Before you edit the definition to point to the migration template that you imported in Step 2, follow the next
steps to work around an issue. See the appendix for more information.

a. Under POAP Switch Definitions, click Add.

Adc

b. Select Generate Definition. Click on Next

POAP Definitions Select an Option

(@ Generate Definition

Generate POAP definition from a tempiate

() Upload Startup Config

Uploac Startup Config to the POAP SCP repasitory

Next> | | Cancel |
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c. Click Next Donét enter anything yet
POAP Definitions Enter Switch Details
 Geneate or Upioad Contg
| elect Switches | Enter comma separated Serial Numbers or Serial Number:VDC Name identfiers. Examples: 123456, 123457 or 46795:VDC1, 486795:VDC2 Total 0
Te et « Switches:
5
| Import from CSV File...
Note: The username/password is used by DCNM only to manage the switch and
* Switch Typo: Select... v DDCNM will not create the entered usemame/password in the switch.
Image Server: Default_SCP_Repository v | * Add Switches to Group: Default_LAN v
|
* System image: N6000-uk9-Kickstart.7.1.LN1.Lbin ¥ * Switeh User Name:
* Kickstart Image: | N6000-uk9-KIckStart.7.1.LNLLbIN v | * Switch Password:
* Config Server: Default_SCP_Repository v [] Show password in ciear text

(Esmch)] Mt ] (iSmmonl))

d. From the Fabric drop-down list,

choose Template as Fabric_N5600_N6K_Leaf migration.

POAP Definitions
V Genenne o Lpios Contlg

X Seect Swiches

Select Switch Config Template

Tomplate  Fabric_NS600_NSK_Leal_migration -

Template Parameters - 0 Switches
General Fabric

Swtch Name - The

Asmesrave Userrame  30m00 ’ -

Aom st ave Passec . -

Saved Settngs  vpcvil v Apply

Gateway  VPC-Peer  Interfaces  FCot

Varagemect® . B atuse

Maragerent Prafx 24

Detast Gatoway > oo

Vacagere-t VRS management

Varagement VIAN

Bresout Cases P A S——

Comoe tmesu 0 - e timaanst in

Comsce Soees 9600

< Back Noxt > Cancel
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e. Click Cancel. Now you will be returned to the POAP Switch Definitions page.

4. Select one leaf switch at a time and click Edit to edit the POAP definition.

aF Add / Edit

Serial Number
[]

] FOC1623ROE3
FOC1651R1X5
[]  FOC1651R1X6

5. Select Generate Definition and click Next.

6. On the Enter Switch Details page, select the kickstart and system NX-OS 7.1(1)N1(1) images. Then click Next.

POAP Definitions Enter Switch Details
v Geneate or Upload Config
E=u Enter comma separated Serial Numbers or Serial Number:VDC Name identfiers. Examples: 123456, 123457 or 456795:VDC1, 456785:VDC2 Total 1
 Tempate Parameters * Switches: POCIASIRINS
* Switch Type: NeK |
* Image Server: Default_SCP_Repository
* Systom Image: n6000-uk9.7.1.1.N1.1.bin |
* Kickstart Imoge: | n6000-uk9-kickstart.7.1.1.N1.1.bin |
* Config Server: L Default_SCP_Repository
< Back Next > | Cancel
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7. Point to the migration template that you downloaded from the Cisco Community page.

POAP Definitions Select Switch Config Template

& G o et Tomplato | Fabric_NS600_N6K_Leaf_migration | v | | View... Diff... Saved Settings | vpe-vi1 v | Apply || Manage...

 Seect Switches

Template -1 Switches : 1X5

[ omviets anctars__ [ rabric Gateway | VPCpeer | Interaces | rcoe

Swich Name  vpe-vi1

Agminisrative Username | 30min z Administrative Usar which will be use anage ¢

Acministative Password | Cisco123

Maragement P | 12.0.100.10

Management Prefix 8

Defast Gateway | 12.0.100.1

ManagementVRF  management 8 Outot-Band Mansgement use manage

Management VIAN

Breakou Cables

Coraole tmeout 0

Corsole Speed | 115200

< Back Next >

Cancel

8. Fill in the mandatory details, marked with red asterisks (*), on each tab.

POAP Definitions Select Switch Config Template

IR Tomplato | Fabric_NS600_N6K_Leaf_migration | v | | View.. | | Dff.. Savod Settings | vpe-vit v | [ Aeply | | Manage...

v SeectSwiches
Template Parameters - 1 Switches : FOC1651R1X5

m General  Managability ~ Fabric  Backbone/BGP  Gateway  VPC-Peer  Interfaces  FCOE

Eratie Secure LOAP [
LDAP IP Address  12.0.0.31
LOAP Hosame test.cisco.com
LOAP2 P Accress
LDAP2 Hostname
LOAP Usemame | reacer
LOAP Password | fabric
XMPP Server 1P| 12.0.0.31
XMPP Server Name | karthik-b31.dsco.co QDN of the XMPP Server [name entered for DCNM OVA deployment]
XMPP Groups | cerm-cfa
XMPP Password | iscol 23
w&w»v,:w\.—u
AM Senver P Name or P Addrass of AAA

AAA Shamd Sacmt

Note: The test setup shown in this document uses an active-active, or dual-homed, FEX.

The pattern of the FEX has changed from the old release. Follow the steps shown here to correct your FEX

configuration in the new migration template. These steps apply for both dual- and single-connected fabric

extenders. For more information, see the appendix.
a. Click Manage.

b. Click Add and name the settings test as shown here.
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-
Manage Settings File X
4F Add | = Delete || Import | Export = Settings Name: | test
i [a]
LDAP_SERVER_NAME test.cisco.com il
vpe-vit-new
vpe-vi-new-ast LDAP2_SERVER_IP i
vsi
LDAP2_SERVER_NAME il
vpe-vii-final
vpe-vi2 LDAP_USERNAME reader
VpoREmigelemp LDAP_PASSWORD fadric
vpc-vi1-migr-temp — LDAP_USERNAME is of type string
XMPP_SERVER_IP
XMPP_SERVER karthik-b31.cisco.com
XMPP_GROUPS dcnm-dfa
XMPP_PASSWORD cisco123
AAA_TYPE none -
A
[«] | IC
Save Close
\

c. Click Save and then OK.

Manage Settings File
dF Add | == Delete || Import | « Settings Name: test
po-v [a]
oAt LDAP_SERVER_NAME test.clsco.com B
vpc-vi-new-last LDAP2_SERVER _IP -
- LDAP2_SERVER_NAME ||
na
reader
L Settings Flle added successfully fabric
vpe-vit-r s
AMPP_SERVER Karthik-b31.cisco.com
XMPP_GROUPS denm-dfa
XMPP_PASSWORD ciscol23
AAA TYPE none —
v
[<] ] [>]

Save

\

Close

d. Scroll down to the FEX_ARRAY field.

FABRIC_INTERFACES

FEX_ARRAY
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e. If you have two or more fabric extenders, you need to add, true after the port numbers or before the two
curly braces as shown here. Then add this value for each and every FEX.

For example, if you have two fabric extenders, your settings should look like this:

f.  Return to Saved Settings and select the desired name. In the example here, the name is test.
Then click Apply.

10. Click Next.
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