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Introduction 

This document discusses preparation and implementation steps for deploying a new Cisco Nexus
®
 unified fabric 

network with the latest innovations. It demonstrates how you can successfully deploy a new Cisco Nexus unified 

fabric using the latest innovations, including the following products and technologies: 

ǒ Spine-and-leaf network based on the Cisco Nexus 5600 and 7700 platforms with F3-Series switches 

ǒ Fabric management provided by Cisco Prime
Ê 

Data Center Network Manager (DCNM) 

ǒ Power-On Auto-Provisioning (POAP) using predefined templates 

ǒ Optimized networking using Cisco
®
 FabricPath with Multiprotocol Border Gateway Protocol (MP-BGP) 

ǒ Tenant separation using Layer 2 and Layer 3 segment IDs within the fabric 

ǒ Workload automation to automatically perform host network and tenant configuration on leaf switches 

Note:   In addition to the hardware used for the examples described in this document, the Cisco Nexus 5500 

platform and the Cisco Nexus 6000 and 7000 Series Switches support various roles in the data center fabric. For a 

detailed explanation of the available roles for each platform, see the ñPlatform Requirementsò section of the Cisco 

Dynamic Fabric Automation Solution Guide. 

Deployment Workflow 

Figure 1 shows the workflow with the steps and information needed to successfully complete the deployment. 

The workflow starts with the prerequisites for Cisco Prime DCNM Open Virtualization Format (OVA) deployment 

and continues to the integrated POAP process for modeling the data center fabric. 

Figure 1.   Deployment Workflow 

 

The deployment workflow can be completed with the integration of a compute/storage orchestrator (such as 

OpenStack and Cisco UCS
®
 Director) and services orchestration (Cisco Prime Network Services Controller [NSC]). 

http://www.cisco.com/c/en/us/td/docs/switches/datacenter/dfa/solution/guide/b-dfa-solution-guide/b-dfa-solution-guide_chapter_011.html#concept_BBC4C4605B674C60BD597AF08225C63B
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/dfa/solution/guide/b-dfa-solution-guide/b-dfa-solution-guide_chapter_011.html#concept_BBC4C4605B674C60BD597AF08225C63B
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Deployment Overview 

The next sections present the target topology and provide an overview of the required information. 

Prerequisites 

Before starting the deployment process, make sure that the necessary licenses have been installed on the 

switches. 

Note:   There is no grace period for the LAN Base license on Cisco Nexus 5500, Nexus 5600 and Nexus 6000. 

The LAN Base license is available at no cost during ordering. The license may not have been installed because of 

In Service Software Upgrade (ISSU) restrictions. Be sure to install this license before configuring the switches or 

starting the POAP process. Additional Licenses required is the Enhanced Layer-2 (EL2) as well as the LAN 

Enterprise. Please Install the licenses in the order of LAN Base, LAN Enterprise, Enhanced Layer-2. 

Required Information 

Table 1 lists the information required for the example presented in this guide. This sample information is intended 

for use in the scenario described in this guide. 

For additional information about terms used in this deployment example, please consult the Cisco Dynamic Fabric 

Automation Technology: Overview and Deployment Considerations white paper and the Cisco Dynamic Fabric 

Automation Command Reference. 

Table 1. Required Information (Prepare) 

Cisco Prime DCNM 

 Name Out-of-Band IP Address Management IP Address Gateway 

 myDCNM 172.16.5.200/24 10.141.10.200/24 10.141.10.1 

POAP 

Serial Number Name Out-of-Band IP Address 

(Mgmt0) 

In-Band IP Address 

(Backbone VLAN) 

Switch ID 

FOC1231 Spine1 172.16.5.1/24 192.168.12.1/24 1 

FOC1232 Spine2 172.16.5.2/24 192.168.12.2/24 2 

FOC1233 Spine3 172.16.5.3/24 192.168.12.3/24 3 

FOC1234 Spine4 172.16.5.4/24 192.168.12.4/24 4 

FOC543A  Leaf1 172.16.5.11/24 192.168.12.11/24 11 

FOC543B Leaf2 172.16.5.12/24 192.168.12.12/24 12 

FOC543H Leaf3 172.16.5.13/24 192.168.12.13/24 13 

FOC555T Leaf4 172.16.5.14/24 192.168.12.14/24 14 

FOC543C BorderLeaf1 172.16.5.201/24 192.168.12.201/24 201 

FOC435D BorderLeaf2 172.16.5.202/24 192.168.12.202/24 202 

Backbone VLAN 2 

Fabric BGP autonomous system  65501 

http://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/unified-fabric/white-paper-c11-731098.html
http://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/unified-fabric/white-paper-c11-731098.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/dfa/command/reference/dfa-cr-book.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/dfa/command/reference/dfa-cr-book.html
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Workload Automation (Sample Organization and Partition) 

VLAN Virtual Routing and 
Forwarding (VRF) 
Instance 

Gateway IP and Mask Forwarding Profile 

45 OrgA:PartA 10.55.23.1/24 EF (proxy-gateway), IPv4 

Note:   Workload Automation in this example requires the definition of a Mobility Domain (per Switch), which does 

map to the Network Definition in Cisco Prime DCNM. 

Topologies 

The topologies are categorized into physical and logical topologies. Each graphical topology representation 

provides additional information to simplify the deployment. All details shown in the graphical topology 

representations are also noted in ñRequired Informationò Table. 

Note:   This document uses a sample topology. The naming, numbering, and spine-to-leaf ratio may not be 

adequate for other deployments. In addition, a minimum of two border leaf nodes is highly recommended. 

The role of the spines is represented in the figures by the Cisco Nexus 7000 Series and the Cisco Nexus 7700 

platform, but the Cisco Nexus 5600 platform and Cisco Nexus 6000 Series could be used as well. 

The role of the leaf and border leaf nodes is represented in the figures by the Cisco Nexus 5600 platform and 

Cisco Nexus 6000 Series, but the Cisco Nexus 7000 Series and 7700 platform with the F3-Series I/O module (as 

based on Cisco NX-OS Software Release 7.1) could be used as well. 

See the Cisco Dynamic Fabric Automation Technology: Overview and Deployment Considerations white paper for 

detailed information about hardware and software requirements. 

Physical 

To prepare for a simplified deployment, several steps are required. As a prerequisite, the Cisco Nexus switches 

should be connected to the out-of-band (OOB) management network, and all serial numbers must be available 

(Figure 2). 

Note:   Support for in-band management and POAP is available but not described in this document. 

http://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/unified-fabric/white-paper-c11-731098.html
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Figure 2.   Physical Topology with Out-of-Band Network and Serial Numbers 

 

Figure 2 shows only how the OOB network and Cisco Prime DCNM are connected to each other. Figure 3 shows 

how the switches are connected to each other. The examples in this document use a spine-and-leaf topology with 

four spine nodes, four leaf nodes, and one border leaf node. Of the four leaf nodes, one pair builds virtual 

PortChannel (vPC+) domain. 

Figure 3.   Physical Topology with Switch Names and Fabric Interfaces 

 

Having an interface usage concept, which allows the use of the same fabric facing interface name and number 

across the role level (role = spine or leaf), will simplify the configuration and related modeling. 
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Logical 

The logical diagrams show the numbering and naming conventions of the two control planes used. 

The Cisco FabricPath topology (Figure 4) shows the switch-ID representation for all physical switches as well as 

for the vPC+ domain. The backbone VLAN (fabric control-plane VLAN) represents a global VLAN, which is used 

only for control-plane connectivity. 

Note:   The backbone VLAN is a global VLAN, which means that it is globally significant to the fabric and not 

mapped to a segment ID. If you use VLAN 2 as the backbone VLAN, the use of segment IDs 8ô192 to 12ô287 

(0x2000 to 0x2FFF) is disallowed. See the Cisco Dynamic Fabric Automation Technology: Overview and 

Deployment Considerations white paper for detailed information. 

Figure 4.   Logical Topology with Cisco FabricPath Switch ID and Backbone VLAN 

 

The BGP topology represents the BGP autonomous system (AS) and the in-band IP network, which are used for 

the adjacencies between the internal BGP (iBGP) peers (Figure 5). This topology is achieved by creating switch 

virtual interface (SVI) instances in the backbone VLAN (VLAN 2). 

To achieve simplified and resilient iBGP peerings, two BGP route reflectors are used. 

http://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/unified-fabric/white-paper-c11-731098.html
http://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/unified-fabric/white-paper-c11-731098.html
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Figure 5.   Logical Topology with Backbone Network and BGP 

 

Fabric Management Deployment 

Cisco Prime DCNM 

Table 2 lists all the information to successfully complete the Cisco Prime DCNM deployment. For prerequisites and 

virtualization-related information, see the Cisco DCNM 7.0 OVA Installation Guide. 

Table 2. Required Information for Cisco Prime DCNM OVA Deployment 

Parameter Value Additional Information 

Virtual machine name myDCNM Virtual machine name as shown in VMware vCenter; name can be 
altered later  

Deployment size Small or Large ǒ Small: 2 virtual CPUs (vCPUs) with 8 GB of memory 

ǒ Large: 4 vCPUs with 12 GB of memory 

Sizing details available in Cisco Prime DCNM release notes. 

Disk format Thin Various options available; choose the option that best applies to your 
virtualization environment 

Network mapping Port-Group: 

DCNM-Access 

Cisco Prime DCNM management: Network for user access to Cisco 
Prime DCNM; be sure to prepare the virtual-switch port group and 
port profile in advance 

Port-Group: 

Fabric-Management 

Enhanced fabric management: Network for switch access to Cisco 
Prime DCNM; be sure to prepare the virtual-switch port group and 
port profile in advance 

Application management Yes Enables central point of management (CPOM) with integrated 
Domain Host Configuration Protocol (DHCP), Secure Copy (SCP), 
Trivial FTP (TFTP), Extensible Messaging and Presence Protocol 
(XMPP), etc. services 

Password Passw0rd Password for user admin (web user interface and thick client) and 
user root (Secure Shell [SSH] and database) 

Note: Follow the requirements for password length and characters. 

Host name dcnm.mydomain.com Fully qualified domain name (FQDN) used to access Cisco Prime 
DCNM; mapped to the Cisco Prime DCNM management IP address 

Register FQDN in DNS (required for XMPP). Example DNS zone 
configuration: 

mydomain. com 

dcnm   in   a   10.141.10.200  

http://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/7_x/dcnm/installation/master_files/OVA_Installation_Guide.html
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Parameter Value Additional Information 

Cisco Prime DCNM Management 

IP address 10.141.10.200 Cisco Prime DCNM management IP address used to access Cisco 
Prime DCNM; mapped to the Cisco Prime DCNM host name (FQDN) 
in DNS: 

mydomain.com  

dcnm   in   a   10.141.10. 200  

Subnet mask 255.255.255.0 

Default gateway 10.141.10.1 

Domain Name System (DNS) 
server 

10.12.65.66 DNS server in which Cisco Prime DCNM is registered (FQDN) 

Enhanced Fabric Management 

IP address 172.16.5.200 Enhanced fabric management IP address used to access switches 
(OOB network) 

Subnet mask 255.255.255.0 

DNS server 10.12.65.66 A valid DNS server; may be the same as above 

Note:   Be sure that you have uploaded using SCP or Secure FTP (SFTP) all the required system and kickstart 

images for the switches to the predefined Cisco Prime DCNM image and configuration repository (/var/lib/dcnm) 

prior to starting the configuration modeling in Cisco Prime DCNM (creating POAP definitions). It is also possible to 

create a new repository that points to a location external to DCNM that serves as an Image & Config repository. 

Network Fabric Deployment 

For additional information about the network fabric deployment, see the Cisco Dynamic Fabric Automation 

Technology: Overview and Deployment Considerations white paper. 

Power-On Auto-Provisioning 

This section presents information required to complete the POAP definition in Cisco Prime DCNM. 

Spine 

Tables 3 and 4 show the information required to configure all four spine switches. 

Table 3. Cisco Prime DCNM Switch Information for Spine POAP Definition 

Parameter Value Additional Information 

Serial number FOC1231, FOC1232, FOC1233, 
FOC1234 

The serial number is the main identifier for mapping a specific 
configuration to a switch. The exact order will be used to apply the 
configuration. 

Switch type N7K You can choose N5k, N6k, or N7k (N6k also incorporates the Cisco 
Nexus 5600 platform). 

System image n7700-s2-dk9.6.2.8.bin Choose the appropriate system and kickstart images for your spines. 

Kickstart image n7700-s2-kickstart.6.2.8.bin 

Image server Default_SCP_Repository The default image and configuration repository is located in Cisco 
Prime DCNM (/var/lib/dcnm). 

Configuration server 

Username admin Choose a username and password that Cisco Prime DCNM can use to 
discover your switches. 

Note: These credentials will not be created in the process for anyone 
other than the admin user (depends on the template used). 

Password Switch123 

http://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/unified-fabric/white-paper-c11-731098.html
http://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/unified-fabric/white-paper-c11-731098.html
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Table 4. Cisco Prime DCNM Configuration Information for Spine POAP Definition 

Parameter Value Additional Information 

Template N7k_Spine_Template Default template for spine 

Switch name Spine{1-4} Generates the switch name with ascending numbers in the same 
order as the serial numbers entered  

Administrative username admin Admin user for the switch 

Administrative password Switch123 Admin password for the switch 

Management IP address 172.16.5.1-4 Generates the IP address on mgmt0 with ascending IP addresses in 
the same order as the serial numbers entered  

Management prefix 24 

Default gateway 172.16.5.254 Gateway for leaving the OOB network; if the gateway does not exist, 
choose the Cisco Prime DCNM enhanced fabric management 
interface 

Backbone VLAN 2 Creates this VLAN and related SVIs on all switches 

Backbone IP address 192.168.12.1-4 Generates the IPv4 address on the backbone SVI (VLAN 2) with 
ascending IP addresses in the same order as the serial mumbers 
entered Backbone IP prefix 24 

Backbone IPv6 address 2000::1-4 Generates the IPv6 address on the backbone SVI (VLAN 2) with 
ascending IP addresses in the same order as the serial numbers 
entered Backbone IPv6 prefix 64 

Cisco FabricPath switch ID 1-4 Generates the Cisco FabricPath switch ID in ascending order in the 
same order as the serial numbers entered 

Fabric interfaces eth1/1-5 Generates interfaces configured as fabric interfaces on all switches 

Is route reflector True Two of the spines become BGP route reflectors, so set this 
parameter to true (you will change this parameter to false for the 
other two spines later). 

BGP AS number 65501 BGP autonomous system used for the fabric 

BGP client subnet 192.168.12.0/24 IP subnet in which all BGP route-reflector clients reside 

Enable second route reflector True Two of the spines become BGP route reflectors, so set this 
parameter to true. This field does only apply if ñIs Route Reflectorò is 
already set to true. 

Other route reflector IP 
address 

192.168.12.2,192.168.12.3 Enter the backbone IP address for the second BGP route reflector. 

This example scenario creates four spine configurations, but only two are BGP route reflectors, so you need to 

alter one value before publishing. In the spreadsheet view, change the field ñIs Route Reflectorò to false for the 

spines that are not BGP route reflectors. 

Leaf 

Tables 5 and 6 present the information required to configure all four leaf switches. 

Table 5. Cisco Prime DCNM Switch Information for Leaf POAP Definition 

Parameter Value Additional Information 

Serial number FOC543A, FOC543B, FOC543H, 
FOC555T 

The serial number is the main identifier for mapping a specific 
configuration to a switch. The exact order will be used to apply the 
configuration.  

Switch type N6K You can choose N5k, N6k, or N7k (N6k also incorporates the Cisco Nexus 
5600 platform). 

System image n6000-uk9.7.0.2.N1.1.bin Choose the appropriate system and kickstart images for your spines. 

Kickstart image n6000-uk9-kickstart.7.0.2.N1.1.bin 

Image server Default_SCP_Repository The default image and configuration repository is located in Cisco Prime 
DCNM (/var/lib/dcnm). 

Configuration server 
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Parameter Value Additional Information 

Username admin Choose a username and password that Cisco Prime DCNM can use to 
discover your switches. 

Note: These credentials will not be created in the process for anyone other 
than the admin user (depends on the template used). 

Password Switch123 

Table 6. Cisco Prime DCNM Configuration Information for Leaf POAP Definition 

Parameter Value Additional Information 

Template N6k_Leaf_Template Default template for leaf 

Switch name Leaf{1-4} Generates the switch name with ascending numbers in the same 
order as the serial numbers entered  

Administrative username admin Admin user for the switch 

Administrative password Switch123 Admin password for the switch 

Management IP address 172.16.5.11-14 Generates the IP address on mgmt0 with ascending IP addresses in 
the same order as the serial numbers entered  

Management prefix 24 

Default gateway 172.16.5.254 Gateway for leaving the OOB network; if the gateway does not exist, 
choose the Cisco Prime DCNM enhanced fabric management 
interface 

Lightweight Directory Access 
Protocol (LDAP) IP address 

172.16.5.200 Cisco Prime DCNM enhanced fabric management IP address used to 
access the configuration repository (LDAP) for workload automation 

XMPP server IP address 172.16.5.200 Cisco Prime DCNM enhanced fabric management IP address used to 
access Cisco Prime DCNM; mapped to the Cisco Prime DCNM host 
name (FQDN) 

Static mapping is configured on the switch and is required for the use 
of XMPP: 

ip host dcnm.mydomain.com 

172.16.5.200  

XMPP server name dcnm.mydomain.com FQDN used to access Cisco Prime DCNM; mapped to the Cisco 
Prime DCNM enhanced fabric management IP address 

XMPP password PerSwitchPW123 Each switch gets dedicated credentials for authenticating at the 
XMPP server. The username is the switch name, and the password 
must be specified here. 

Backbone VLAN 2 This VLAN and related SVI is created on all switches. 

Backbone IP address 192.168.12.11-14 Generates the IPv4 address on the backbone SVI (VLAN 2) with 
ascending IP addresses in the same order as the serial numbers 
entered Backbone IP prefix 24 

Cisco FabricPath switch ID 11-14 Generates the Cisco FabricPath switch ID in ascending order in the 
same order as the serial numbers entered 

BGP AS number 65501 BGP autonomous system used for the fabric 

Route reflector IP address 192.168.12.2 Enter the backbone IP address for the first BGP route reflector. 

Enable second reflector IP 
address 

True Two of the spines become BGP route reflectors, so set this 
parameter to true.  

Second route reflector IP 
address 

192.168.12.3 Enter the backbone IP address for the second BGP route reflector. 

Enable mobility domain True The mobility domain is required for data-packet-based workload 
automation and is an additional parameter for uniquely identifying a 
VLAN. Mobility domain MD1 

Enable vPC True Enables the vPC+ function 

vPC domain ID 1 Defines the vPC+ domain ID 

vPC F-path switch ID 100 Cisco FabricPath emulated switch id for the vPC+ domain 

vPC peer IP address 172.16.5.12,172.16.5.11 The vPC+ peer keepalive is implemented through the OOB interface 
(mgmt0). Specify the neighbor IP address first (inverse order). 

vPC peer channel 1 PortChannel ID used for building the vPC+ peer channel 

vPC peer interface eth2/5-6 Interfaces used for building the vPC+ peer channel 
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Parameter Value Additional Information 

Fabric interfaces eth2/1-4 Interfaces configured as fabric interfaces on all switches 

Host interfaces eth1/1-24 Host interfaces are configured as trunk ports and allow data-packet-
based workload automation in any VLAN. 

This example scenario creates four leaf configurations, but only two are in a vPC domain, so you need to alter one 

value before publishing. In the spreadsheet view, change the field ñEnable vPCò to false for the leaf nodes not 

participating in vPC domains. 

Border Leaf 

Tables 7 and 8 present the information required to configure one border leaf switch. 

Table 7. Cisco Prime DCNM Switch Information for Border Leaf POAP Definition 

Parameter Value Additional Information 

Serial number FOC543C, FOC435D The serial number is the main identifier for mapping a specific 
configuration to a switch. The exact order will be used to apply the 
configuration.  

Switch type N6K You can choose N5k, N6k, or N7k (N6k also incorporates the Cisco 
Nexus 5600 platform). 

System image n6000-uk9.7.0.2.N1.1.bin Choose the appropriate system and kickstart images for your spines. 

Kickstart image n6000-uk9-kickstart.7.0.2.N1.1.bin 

Image server Default_SCP_Repository The default image and configuration repository is located in Cisco 
Prime DCNM (/var/lib/dcnm). 

Configuration server 

Username admin Choose a username and password that Cisco Prime DCNM can use to 
discover your switches. 

Note: These credentials will not be created in the process for anyone 
other than the admin user (depends on the template used). 

Password Switch123 

Table 8. Cisco Prime DCNM Configuration Information for Border Leaf POAP Definition 

Parameter Value Additional Information 

Template N6k_Leaf_Template Default template for leaf 

Switch name BorderLeaf{1-2} Generates the switch name  

Administrative username admin Admin user for the switch 

Administrative password Switch123 Admin password for the switch 

Management IP address 172.16.5.201-202 Generates the IP address on mgmt0  

Management prefix 24 

Default gateway 172.16.5.254 Gateway for leaving the OOB network; if the gateway does not exist, 
choose the Cisco Prime DCNM enhanced fabric management 
interface 

LDAP IP address 172.16.5.200 Cisco Prime DCNM enhanced fabric management IP address used 
to access the configuration repository (LDAP) for workload 
automation 

XMPP server IP address 172.16.5.200 Cisco Prime DCNM enhanced fabric management IP address used 
to access Cisco Prime DCNM; mapped to Cisco Prime DCNM host 
name (FQDN) 

Static mapping is configured in the switch: 

ip host dcnm.mydomain.com 

172.16.5.200  

XMPP server name dcnm.mydomain.com FQDN for accessing Cisco Prime DCNM; mapped to Cisco Prime 
DCNM enhanced fabric management IP address 

XMPP password PerSwitchPW123 Each switch gets dedicated credentials for authenticating against the 
XMPP server. The username is the switch name, and the password 
must be specified here. 
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Parameter Value Additional Information 

Backbone VLAN 2 Creates this VLAN and the related SVI on all switches 

Backbone IP address 192.168.12.201-202 Generates the IPv4 address on the backbone SVI (VLAN 2) 

Backbone IP prefix 24 

Cisco FabricPath switch ID 201-202 Generates the Cisco FabricPath switch ID 

BGP AS number 65501 BGP autonomous system used for the fabric 

Route reflector IP address 192.168.12.2 Enter the backbone IP address for the first BGP route reflector. 

Enable second route reflector  True Two of the spines become BGP route reflectors, so set this 
parameter to true.  

Second route reflector IP 
address 

192.168.12.3 Enter the backbone IP address for the second BGP route reflector. 

Is Border leaf True Enables the border leaf function; automatically injects the default 
route (0.0.0.0/0) into all VRF instances  

Fabric interfaces eth2/1-4 Interfaces configured as fabric interfaces on all switches 

The border leaf role automatically preconfigures all necessary configuration parameters, which are different than 

for an ordinary leaf (switch role and BGP). 

For external communication, the configuration (external BGP [eBGP] neighbor, static route, etc.) is manual and 

must be performed on a per-VRF instance basis, typically after the POAP process is finished. The same approach 

applies for the physical interfaces connecting outside the fabric. 

Figure 6 shows the physical and logical topology for border leaf peering. 

Figure 6.   Physical and Logical Topology for Border Leaf Peering 

 

Note:   Per-VRF peering is required only if each VRF instance needs external connectivity. VRF route leaking on 

the border leaf and the combination of all per-VRF information into a single remote routing instance (VRF) are also 

possible. 

Here is an example of a configuration for peering with an eBGP neighbor, which provides external routing 

information. Some output has been omitted for readability. 

interface ethernet1/1  

  no switc hport  

  no shutdown  

interface ethernet1/1.1000  

  description BACKBONE (DEFAULT VRF)  
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  encapsulation dot1q 1000  

  ip address 10.254.254.1/30  

  no shutdown  

interface ethernet1/1.1001  

  description TENANT1 (OrgA:PartA)  

  encapsulation dot1q 1001  

  vrf member OrgA:PartA  

  ip address 10.254.254.5/30  

  no shutdown  

!  

router bgp 65501  

  fabric - soo 65501:1  

  router - id 192.168.12.201  

 

  address - family ipv4 unicast  

    redistribute hmm route - map FABRIC- RMAP- REDIST- HOST  

    nexthop route - map bgp_next_hop_filter  

    maximum- paths ibgp 2  

    additional - paths receive  

    additional - path s selection route - map ALL - PATHS 

    default - information originate  

    neighbor 10.254.254.2 remote - as 65505  

      description BACKBONE (DEFAULT VRF)  

      peer - type fabric - external  

 

  add ress - family vpnv4 unicast  

    additional - paths receive  

    default - information originate always rd 192.168.12.201:65501 route - target 

65501:9999  

  address - family ipv4 mvpn  

    additional - paths receive  

 

  neighbor 192.168.12.2 remote - as 65501  

      descripti on TO FABRIC 1stROUTE REFLECTOR 

    address - family ipv4 unicast  

      send - community both  

      next - hop - self  

    address - family vpnv4 unicast  

      send - community extended  

    address - family ipv4 mvpn  

      send - community both  

 

  neighbor 192.168.12.3 rem ote - as 65501  

      description TO FABRIC 2ndROUTE REFLECTOR 

    address - family ipv4 unicast  
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      send - community both  

      next - hop - self  

    address - family vpnv4 unicast  

      send - community extended  

    address - family ipv4 mvpn  

      send - community both  

 

  vrf OrgA:PartA  

   address - family ipv4 unicast  

   neighbor 10.254.254.6 remote - as 65505  

     description TENANT1 (OrgA:PartA)  

     peer - type fabric - external  

       send - community extended  

 

Note:   A border leaf switch always advertises all learned prefixes outside the fabric, even those that are host 

routes; therefore, a route aggregate (summary only) to external neighbors is advisable. Whenever a border leaf 

receives a prefix route that is learned through eBGP and iBGP, the border leaf advertises the externally learned 

specific prefixes in the fabric. When an IP network is extended to multiple fabrics (stretched), this situation can 

occur. In this case, the aggregate to the other fabric should allow the transport of individual host routes. An external 

learned route is not advertised to the fabric-internal neighbors unless an internal route exists that is less specific 

than the external route. 

Workload Automation Deployment 

Workload Automation 

Workload automation is provided through Cisco Prime DCNM together with the fabric forwarding capability in Cisco 

Nexus switching platforms: in particular, the Cisco Nexus 5600 platform and Cisco Nexus 6000 Series as specified 

in Cisco NX-OS Software 7.0 or later, and the Cisco Nexus 7000 Series and Cisco Nexus 7700 platform with F3 

I/O Module as specified in Cisco NX-OS Software 7.1. 

Note:   Command-line interface (CLI) trigger-based workload automation for VLANs was introduced in the Cisco 

Nexus 5500 platform in Cisco NX-OS Software 7.0(1)N1(2). Starting with Cisco NX-OS Software 7.1, the Cisco 

Nexus 5500 platform will also support Virtual Station Interface (VSI) Discovery and Configuration Protocol (VDP) and 

data-plane trigger for configuration download. 

Workload automation populates the LDAP configuration repository, and it provides a profile-based automatic 

configuration of organizations, partitions, and networks (Tables 9 and 10). 

Table 9. Cisco Prime DCNM Organization and Partition Definition for Workload Automation 

Parameter Value Additional Information 

Organization OrgA Name of my organization; this value is used to construct the VRF 
name 

Partition PartA Name of your partition; this value is used to construct the VRF name 

Each partition is assigned a unique ID, which is used to tag all 
routed data traffic in the VRF instance. The range for the partition ID 
can be defined in the settings [Layer-3 Segment-ID]. 
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Table 10. Cisco Prime DCNM Network Definition for Workload Automation  

Parameter Value Additional Information 

Organization OrgA Select the name that matches the organization you want to use. 

Partition PartA Select the name that matches the partition you want to use. 

Network Name NetA Name of the network to uniquely identify it 

Network ID 

Segment ID only  The network ID defines the type of trigger for which the network 
listens. 

The segment ID is used only used for workload automation with 
VDP-based learning, today from the Cisco Nexus 1000V Switch and 
open vSwitch (OVS). 

The mobility domain and VLAN are used for workload automation 
along with data-packet-based learning. 

Mobility Domain and VLAN Yes 

Segment ID Predefined 

(30ô000) 

Cisco Prime DCNM offers you a segment ID not already being used 
for any other network within Cisco Prime DCNM. The range for the 
host-facing network segment ID can be defined in the settings. 

Generate Seg ID Check If the predefined segment ID is not what you require 
[Layer-2 Segment-ID], this box allows you to manually specify a 
segment ID. 

VLAN ID 45 Switches with activated workload automation, data packets learned 
with VLAN 45, and a matching mobility domain trigger this network 
definition download. The mobility domain can be specified per 
switch. 

Note: The mobility domain defined in the workload automation 
profile should match the one generated by the POAP template. 

Mobility Domain ID MD1 

Profile Name defaultNetworkIpv4EfProfile Cisco Prime DCNM provides nearly 40 predefined profiles. In 
addition to the IPv4 and IPv6 variations, the enhanced forwarding 
(EF), or proxy gateway; and the traditional forwarding (TF), or 
anycast gateway, profiles are available: 

ǒ defaultNetworkIpv4EfProfile 

ǒ defaultNetworkIpv4TfProfile 

ǒ defaultNetworkIpv6EfProfile 

ǒ defaultNetworkIpv6TfProfile 

ǒ defaultNetworkIpv4v6EfProfile 

ǒ defaultNetworkIpv4v6tfProfile 

In addition to the profiles that provide gateway functions, Layer 2 
only profiles are available: 

ǒ defaultNetworkL2Profile 

Profile Parameters 

vlanId 45 Today some information must be specified redundantly. Specify the 
same VLAN as before. 

segmendId 30ô000 Today some information must be specified redundantly. Specify the 
same segment ID as offered by Cisco Prime DCNM or the manually 
specified one. 

vrfName OrgA:PartA Construct your VRF name by combining the organization name and 
partition name separated by a colon (Org:Part). 

gatewayIpAddress 10.55.23.1 Specify the IP address and netmask length for the subnet used in 
this specific VLAN. Your end host (server) will be part of this network 
and will use the IP address as the gateway. netMaskLength 24 

dhcpServerAddr 172.16.5.200 Specify your DHCP server IP address, if this is in use for that 
specific network. 

Note: Specify this field even if no DHCP service is required. 
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For More Information 

For additional information, see http://www.cisco.com/go/dfa. 
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