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DISCLAIMERS:

Tests document performance of components on a particular test, in specific systems. Differences in
hardware, software, or configuration will affect actual performance. Consult other sources of information
to evaluate performance as you consider your purchase. For more complete information about
performance and benchmark results, visit www.intel.com/benchmarks.

Intel technologies’ features and benefits depend on system configuration and may require enabled
hardware, software or service activation. Performance varies depending on system configuration. No
computer system can be absolutely secure. Check with your system manufacturer or retailer or learn more
at intel.com.

No computer system can be absolutely secure.

Intel, the Intel logo, Xeon, Mobileye, DL Boost,Nervana, Atom, Arria, Stratix and Movidius are trademarks of
Intel Corporation or its subsidiaries in the U.S. and/or other countries.

*Other names and brands may be claimed as the property of others.
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INDUSTRIAL REVOLUTION -- FROM PHYSICAL TQ DIGITAL

Fourth Industrial Revolution represents entirely new ways in which technology 4th
becomes embedded within industries, societies and even our human bodies
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DATA DEFINES THE FUTURE
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COMPETTIVENESS AND BUSIES GROWTH ARBANCREASINGLY DETERMINED
BY THE POWER OF DATA,

*Other names and brands may be claimed as property of others.
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INNOVATION ACROSS ALL INDUSTRIES
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Al 3 DRIVING ADVANGED ANALYTICS
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ALINSIDE INTEL
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INTEL® IS INFUSING Al INTO EVERYTHING WE DO
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End to End Data Analytlcs Flow

Decompression,  Aggregation, Summary Machine Learning Hypothesis Forecasting
Filtering, Dimension Statistics Parameter testing Decision
Normalization Reduction Clustering, etc. Estimation Model errors Trees, etc.
Simulation (1

Variety of data formats and structures Standard data and structures
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DEEP LEARNING FLOW

fp32=>fp16=>bfp16
TRAINING TFi)me tz) 'FI)'rain,>ac<F:>uracy, model size

MACHINE LEARNING

Lots of
Strawberry labeled data!l

DEEP
LEARNING

fp32=>fp16=>int8=>int4....

INFERENCE Inference throughput, latency
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www.intel.ai/technoloqgy

2.

Al IS EXPANDING

Deploy Al anywhere
with unprecedented hardware choice
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All products, computer systems, dates, and figures are preliminary based on current expectations, and are subject to change without notice.
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CPU FOUNDATION FOR ARTIFICIAL INTELLIGENCE

. JATRIX OPERATIONS
B LOWER & MIXED PRECISION ﬁ!ﬁ,,.,', ] e

Intel® Deep Learning Boost WA WAL LS NN

e
LARGER CACHES, MEMORY LATENCY & BANDWIDTH ﬁaéﬂj

IMC mmmm IMC Processor Cache
%5 OPTIMAL DATAMOVEMENT & TRANSFORMATIONS
it A0 OPTIMIZED LIBRARIES AND FRAMEWORKS

Illustration: Intel® Xeon® Scalable Processor

INTEL" XEON" SCALABLE PROCESSOR: ENABLES INFRASTRUCTURE-WIDE Al READINESS

Sailesh Kottapalli, #IntelDCISummit

Copyright © 2018 Intel Corporation (intel) ‘ 11



INTEL DLBOOST - VNNI EXAMPLE

8-bit Convolution Inner loop

A0

VPMADDUBSW VPMADDWD

SRC1

A
| e 16-bit

Ay*Bo + A*B,| A,*B, + A;*B, e Ag"Bga + Ag3*Bgs

| B, SRC2 | |
16-bit

Ao*Bo + A,*B4|A,*B, + A;*B,| PR Ag*Bg, + Ags*Bgs |

VPADDD ®
VPDPBUSD

SRC1
8-bit

| Cis

SRC 2
8-bit

* * * * * * * *
Ag*Bo + Ay"By + A*B; + Ay*By + =+ |Aeo*Beo + Agi™Bgy + Agy"Bez + Ag3™Bgs
+C, +Ci5

SRC3/ |
DEST
32-bit

Ag*Bo + Ai*By + A*B, + Ay*B, * =+ |Ago*Beo + Agi*Bgy + Agr*Bez + Agy*Bg

+C, +C5

3X peak operations providing significant improvement in inferencing performance

Copyright © 2018 Intel Corporation




REINVENTING XEON FOR Al
&

Introducing new INT8
VNNl instruction

2S Intel® Xeon® Platinum

INTS 2S Intel® Xeon® Platinum 9282 processor (56
8280 processor (28 cores/S)
cores/S)

Enabling Lower precision &

system optimizations for highe
throughput

March 6t 2019

o ©

FP32

*

With new library and
framework optimizations
FP32 Jan 19t 2018

Relative Inference Throughput (images/sec)
(Higher is better)

Intel® Optimized Caffe
At launch, July 11t 2017

2nd Generation Intel® Xeon®

Scalable Processor (Cascade Lake)

" Intel® Optimization for Caffe Resnet-50 performance does not necessarily represent other Framework performance.

2 Based on Intel internal testing: 1X,2.8x,5.7x,14x and 30x performance imé)rovement based on Intel® Optimization for Café ResNet-50 inference throughput performance on Intel® Xeon® Scalable Processor. See Configuration Details 3 )

Performance results are based on testing as of 7/11/2017(1x) ,11/8/2018 (5.7x), 2/20/2019 {14x) and 2/26/2019 (30x) and may not reflect all publically available security updates. No product can be absolutelgl secure. See conﬁguratlon disclosure for details., e .

O#f)um_lzatlon Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizafions that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does notpgfuaramee the availability, functionality, or

effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not spemﬁc to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the appllca'ble product User

and Reference Guides for more information regarding the specific instruction sets covered by this notice. Software and workloads used in performance tests mae( have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured u_sm% specific computer

systems, components, software, operations and functions. Any change to any of those factors may cause the resuits to vary. You should consult other informafion and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products.
or more complete information visit: http://www.intel.com/performance



http://www.intel.com/performance

SOFTWARE IS ESSENTIAL

TOOLKITS .
O Application OPENVINO™ TOOLKIT INTEL" MOVIDIUS™ SDK
a4 Developers ,
€ BRI MACHINE LEARNING LIBRARIES %ﬁ“ﬂﬂf’w"“s
Sand Data Scientists Scikit-Learn NumPy MLLlib --
FOUNDATION e DEEPLEARNING GRAPH COMPILER
.;. Library Developers Intel® nGraph™ Compiler

MKL-DNN cIDNN MLSL Python DAAL

(inlel') (intel‘)
STRATIX108 |} ARRIAIO
inside” ide” inside ¥ An Intel
L 0
HARDWARE = |

Other names and brands may be claimed as the property of others.



INTEL® DISTRIBUTION FOR PYTHON*

or

.

software.intel.com/intel-distribution-for-python

FOR DEVELOPERS USING THE MOST POPULAR AND FASTEST GROWING

PROGRAMMING LANGUAGE FOR Al

EASY, OUT-OF-THE-BOX
ACCESS TO HIGH
PERFORMANCE PYTHON

= Prebuilt, optimized for numerical
computing, data analytics, HPC

Python (no code changes required)

= Drop in replacement for your existing

DRIVE PERFORMANCE WITH
MULTIPLE OPTIMIZATION

TECHNIQUES

» Accelerated NumPy/SciPy/Scikit-Learn
with Intel® MKL

» Data analytics with pyDAAL, enhanced
thread scheduling with TBB, Jupyter*
Notebook interface, Numba, Cython

= Scale easily with optimized MPI4Py
and Jupyter notebooks

FASTER ACCESS TO LATEST
OPTIMIZATIONS FOR INTEL®
ARCHITECTURE

= Distribution and individual optimized
packages available through conda and
Anaconda Cloud

= Optimizations upstreamed back to
main Python trunk

ADVANCING PYTHON* PERFORMANCE CLOSER TO NATIVE SPEEDS

All products, corg@uter systems, dates, and figures are preliminary based on current expectations, and are subject to change without notice.

Other names an

© 2019 Intel Corporation Optimization Notice

rands may be claimed as the property of others.
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https://software.intel.com/en-us/articles/optimization-notice

INTEL® DATA ANALYTICS ACCELERATION LIBRARY (INTEL® DAAL)
BUILDING BLOCKS FOR ALL DATA ANALYTICS STAGES, INCLUDING DATA PREPARATION,
DATA MINING & MACHINE LEARNING

Pre-processing P Transformation P Analysis P Modeling P Validation P Decision Making

$ O e & &

Open Source | Apache* 2.0 License
Common Python, Java and C++ APIs across all Intel hardware
Optimized for large data sets including streaming and distributed processing
Flexible interfaces to leading big data platforms including Spark* and range of data formats (CSV, SQL, etc.)

HIGH PERFORMANCE MACHINE LEARNING AND DATA ANALYTICS LIBRARY

uter systems, dates, and figures are preliminary based on current expectations, and are subject to change without notice.

All products, com;t))
d brands may be claimed as the property of others.
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INTEL® MATH KERNEL FOR DEEP LEARNING NEURAL
NETWORKS (INTEL® MKL-DNN)

FOR DEVELOPERS OF DEEP LEARNING FRAMEWORKS FEATURING OPTIMIZED
PERFORMANCE ON INTEL HARDWARE

DISTRIBUTION DETAILS

= QOpen Source
= Common DNN APIs across all Intel hardware.

= Rapid release cycles, iterated with the DL community, to best
support industry framework integration.

= Highly vectorized & threaded for maximal performance, based
on the popular Intel® MKL library.

Accelerate Performance of Deep Learning Models

All products, comguter systems, dates, and figures are preliminary based on current expectations, and are subject to change without notice.
Other names and brands may be claimed as the property of others.

© 2019 Intel Corporation Optimization Notice _
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INTEL® DISTRIBUTION OF OPENVINO TOOLKIT

OPTIMIZE EXISTING MODELS, RUN INFERENCE WHERE YOU NEED IT
Build high performance deep learning inference and computer vision

Who needs it?

A toolkit to accelerate development of high * Computer vision, deep learning
performance computer vision & deep learning developers
inference into vision/Al applications from edge to * Data scientists

@ 3 cloud. It enables deep learning on hardware B OEMs, ISVs, system integrators
pe nVI N " accelerators and easy deployment across multiple Usages
types of Intel® platforms (CPU, GPU/Intel® Security surveillance, robotics, retail,
Processor Graphics, FPGA, VPU). healthcare, Al, office automation,

transportation, non-vision use cases
(speech, text) & more.

HIGH PERFORMANCE 2 STREAMLINED & OPTIMIZED 5 HETEROGENEQUS, CROSS-
AIEDGE TO CLOUD DEEP LEARNING INFERENCE PLATFORM FLEXIBILITY

Free Download P software.intel.com/openvino-toolkit
Open Source version » 01.org/openvinotoolkit

i (inteD) | 18
© 2019 Intel Corporation



HPC <~ —> Al: IMAGE ANALYSIS FOR DRUG DISCOVERY
NOVARTIS

Joint Intel & Novartis collaboration

Activation Size (in GB)
. ». : -
y 20.7GB
56 10.4GB
W 210l 2668
: = N

ImageNet

Larger Wl
: 1024 X1280 X3
Microscopic
Images
Customer: Challenge: High content screening of cellular

Novartis Inst. of

USE CASE

Processing 1024x1280 large image dataset,
reducing the training time to 371 minutes to
>99% accuracy on 2S Intel® Xeon® processor
based cluster.

High Content Screening/M-CNN Training on 8 Node Intel* 25 Xeon* 6148 processor HPC cluster

TensorFlow 1.7, Horovod, OpenMPI, BS=8/Worker, 4 Worker/Node, GBS=256, OPA Fabric
Large Memory Usage Per Node Time To Train -
ins

 TensorFlow variables

64.3GB Speedup:
6.6x

Eff: 82.59

 Z(size of activation)

measured in time to train in 1 node

Speedup compared to baseline 1.0

local batchsize=8 local batchsize=8

1 node 2 nodes 4 nodes 8nodes

1 training worker 4 training workers

Solution: Intel and Novartis teams were

Biomedical Research
(Switzerland) is one of
the largest
pharmaceutical
companies in the world

http://aidc.gallgry.video/detail/video/579061

Performance results are based on testing as of May 17, 2018 and may not reflect all publicly available security update, See confi
Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel

functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel micro
applicable product User and Reference Guides for more information regarding the specific instruction sets covered b% this notice. Software and workloads used in performance tests 5{
measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assisi

product when combined with other products. For more complete information visit

phenotypes is a fundamental tool supporting early
stage drug discovery. While analyzing whole
microscopic images are desirable, these images are
26X larger than benchmark dataset such as
ImageNet*-1K. As a result, the high computational

able to scale and train the model with 32
TensorFlow* workers in 31 minutes.

X

workload with high memory requirement would be Flow,
prohibitive for dee i ini N ’
8241001/d n-intel-architecture?autoStart=true&q=Datta _

g[ural\on disclosure for details. No product can be abslutely secure. 5 .
microprocessors for optimizations, that.are not unique to Intel' microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability,
ﬁ grocessors. Please refer to the
on Intel microprocessors. Performance fests, such as SYSmark and MobileMark, are
you in fully evaluating your contemplated purchases, including the performance of that

rocessors. Certain optimizations not specific to Intel microarchitecture _are reserved for Intel micro

may_have been optimized for performance onl

@D Al | 19
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HPC < —> Al: IMAGE ANALYSIS FOR DRUG DISCOVERY

High Content Screening Training with 313K Images on 64-Node
Intel® 2S Xeon® Scalable processor 6148, TensorFlow*, “horovod*”,
OpenMPI*, Batch Size=32/Node, Intel® Omni-Path™ Fabric

64 —o ® = 100%
100% @ 100% | 100% . 90%

94% P

=2 88% 80%
P % o o
16 N 78% 70/)2
= P \ 60%5
e 7 -
o 27 Speedup 20% 50%:'0
& s 40%<

S
\
\

30%3
p 4 20%

7 10%
1 p 0%

4 8 16 32 64
Number of Xeon® Training Nodes

Performance results are based on testing as of April, 2019 and may not reflect all publicly available security update. See configuration disclosure for details. No product can be absolutely secure. . =~ . . D .
Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations. that.are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other Intel does not the availability, - -
functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel micr . Certain not specific to Intel microarchitecture: arﬁ reserved for Intel mlcrog(? ess(i(rs. Pltﬁse,ref r to the Intel 20
applicable product User and Reference Guides for more information regarding the specific instruction sets covere b% this notice. Software and workloads used in performance tesfs may. have been optimized for performance onlx{ on Intel microprocessors. Performance fests, such as dgmar and MobileMark, ﬁre
measured Using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your dp including the p of that

product when combined with other products. For more complete information visit:
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' USE CASE
= HPC<—> Al: DIS/REPLACING MONTE CARLO'SIM.

- =

~ -GERN-HIGH ENERGY PHYSICS 94% scaling efficiency up to 128 nodes,

- ./0//”50[[/43034””//]””///”22 ANOSURESIRY with a significant reduction in training
, SN , time per epoch for 3D-GANs & >2500X

Inference

Wall Clock time per Activity

my MC - related

& MC Simulation

Time to create an electron shower

Time/Shower

Method Machine
(msec)

 MC Reconstruction
MC Event Generation

# Analysis

» Full Simulation | 2S Intel® Xeon®
(geant4) Platinum 8180

17000

Group Production
Data Processing

70 Processing

3D GAN 2S Intel® Xeon®
(batch size 128) = Platinum 8180

Inference Perf:
>2500X

Others

WLCG Wall Clock time for the ATLAS experiment ' T

CRIMINATOR

Customer: CERN, the Challenge: CERN currently uses Monte Carlo Solution: Distributed training using 128 nodes of
European Organization for simulations for complex physics and geometry the TACC Stampede 2 cluster (Intel® Xeon®
Nuclear Research, which modeling, which is a heavy computational load that Platinum 8160 processor, Intel® OPA) and a 3D
operates the Large Hadron consumes up to >50% of the Worldwide LHC (Large Generative Adversarial Network (3D GAN).
Collider (LHC), the world’s Hadron Collider) Computing Grid (WLCG) power for Performance was first optimized on a single node
largest and most powerful electron shower simulations. then scaled using TensorFlow* optimized with
particle accelerator r =) Intel® MKL-DNN, using 4 workers/node and an
XEON' optimized number of convolutional filters.

PLATINUM
inside S o ik - = Rad

httpsy//www.rdmag.com/article/2018/11 /imagining=Unthinkable-simulatich

21
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Multi-Node Training Performance & Accuracy (2018)

Distributed training using data parallelism

94% Scaling efficiency up to 128

Hizh £1rergy Physics: 3D GANs Training Speedup Performance Ratio of Ecal and Ep
Intel 2S Xeon(R) on Stampede2/TACC, OPA Fabric
TensorFlow 1.9+MKL-DNN+horovod, Intel MPI, Core Aff. BKMs, 4 Workers/Node
«9-2S Xeon 8160: Secs/Epoch Speedup -o-|deal =@-Scaling Efficiency

100% 100%
° Y 98% 97% 97% 96% 95% 94%

§~z
\

+* :
% +*i§%iﬂ+’rﬁg¢€+i t Lﬂﬁ Jf+ ul .
G w*%&&ﬁ@m

148 Secs/Epoch

i # n

C

+
T

Speedup Efficiency

g

8 16 32
Intel(R) 2S Xeon(R) Nodes

IXPUG Fall Conference, Hillsboro, OR Sept 25-28, 2018

DYALLEMC ETRSs (inteD |




USE CASE

HPC <= —> Al: CHEST X-RAY IMAGE CLASSIFICATION

DellEMC Training time reduced to 17 mins while

i . ; increasing the accuracy across 10 categories &
Joint collaboration with SURFsara, & DellEMC 4% (>90%) better relative to the existing

DenseNet-121 model

Categorical Accuracies in identifying diseases using ResNet-50 vs CheXNet-121

Identifying thoracic pathologies from the NIH

Pneumothorax

ChestXray14 dataset = T
Emphysema affects more than: 3 Mil U.S & 65 Mil c:te;,:c;su‘;aifg ;:aled Infiltration
Worldwide out trained ResNet50! ons°lidation
Pneumonia affects more than: 1 Mil US & 450 Mil ::S:”
Worldwide -
Atelectasis
IMAGENET NEWLY INITIALIZED WEIGHTS OuTPUT :;;:‘;z)o -
oo A7 | L - e
o o-oVo - Leal’["ng — e
@ o b g —— Cardiomegaly
S o 0 o ‘ o
) © o0 - = ResNet50,P=512,GBZ=8192,103 Epochs ResNet50,P=512,GBZ=4096,83 Epochs
Customer: DellEMC* Challenge: Train a chest X-ray model that Solution: 256-node cluster consisting of
Research on Al delivers highly-efficient scaling dual Intel® Xeon® Gold 6148 processor,
applications on Intel® performance on Intel® Xeon® processor Intel® Omni-Path fabric, and ResNet-50
Xeon® CPUs: Medical, nodes, while also delivering higher accuracy topology. ResNet50 tests performed with

Cloud, HPC, etc. than the existing ChexNet-121 model TensorFlow* and Horovod*.

b4 o : » Tensor - |
- y 50LD - T ,
“__https://ai.intel.com/diagnosing-lung-disease=using-deep: £ - )
- < . .

Performance results are based on testing as of May 17, 2018 and may not reflect all publicly available security update, See configuration disclosure for details. No product can be absolutely secure. =~ .- .
Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations. that are not unique to Intel” microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantse the availability, r B
functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel m\cmﬁrocesscrs. Certain optimizations not specific to Intel microarchitecture_are reserved for Intel mlcrogrocessors. I?ﬁse‘ref r to the Intel 2 3
applicable product User and Reference Guides for more information regarding the specific instruction sets covere b% this notice. Software and workloads used in performance tests may have been optimized for performance on_l{ on Inte| microprocessors. Performance tests, such as SYSmark and MobileMark ﬁre
measured Using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemp p including the p of that

product when combined with other products. For more complete information visit


http://www.intel.com/performance

Thanks to DellEMC for Access to Internal Clustetr

TRAINING PERFORMANCE: RESNET-50 ON CHESTXRAY14

INTEL" 25 XEON" GOLD 6148F PROCESSOR BASED DELLEMC™ POWEREDGE C6420 ZENITH* CLUSTER ON OPA™ FABRIC
TENSORFLOW* + “HOROVOD™", IMPI

200 - W&i};

187x faster using 256
Intel® Xeon® nodes!

— —_—
(o) o]
re o

~

Training Time
8 MINUTES
to reach a solution with 256
2Skt Intel® Xeon® Gold
6148 processor

i3

L

104x faster using 128
Intel® Xeon® nodes!

(0]
o

Relative Training Throughput
esN,lsea)
& isBetre

N
o

N
o

1

(@)

TensorFlow ResNet-50 TensorFlow ResNet-50 TensorFlow ResNet-50
Node=1, Workers=4... Nodes=128, Workers=512... Nodes=256, Workers=1024...

Performance ﬁsults are based on testing as of May 17, 2018 and milahy not reflect all pufb\ic\y avlayalb\e_securily update, See configuration disclosure for. delati\s.lyl'\l‘o‘prqduct can be abs?#ele\y secure.
n

Optimization Notice: Intel's compilers nay or may nof optimize to the same degree dor n?n-n ?\A‘mICTOPTOCeSSOI'S for optimizations, that are not unique to Intel p C S€ include SSE2, SSE3, and SSSE3 instruction sets and other optimizati?ns. Intel does not uaran‘ge the av; ilabilihy, u
functionality, or ef eﬁlweness of any optimization on microprocessors not manu gc(ure by Intel. \_croprocessor—d%pendem optimizations in this roduit are intended for use with Intel mlcroRroce%sors. Certain ggtlmlza ions not s&)ﬁcnﬁc to Intel ,mlcroarchnemurepaﬁ reserved for Intel microj (? sars. Pl se,lreMar the Int&l
applicable product s?r and Reference Guides for more information regarding the $pecmc insfruction sets covere b}/' this notice. Software and workloads used in performance te?ts may have been Opélmllr? jor performance n)( on Inte] microprocessors. Performance tests, such as mark and MobileMar ﬁre

measured using specific computer systems, Fgomponems, s?ﬁware, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully your p including the performance of that

product when combined with other products. For more complete information visit:
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Case Study: Image Recognition

World Bank

RESULT

High accuracy results using an AWS
Databricks* platform to train a dataset | .
consisting of almost 1 million images in b
69 categories, with near linear scalingon/ =
a partial dataset

.

4

e

__NiNe
wramazon
N webservices

aaaaaa gm]l
- -, "
X »

»

Client: The International | Challenge: The World Bank team needed to | Solution: Utilized Intel’s BigDL framework (a =

Comparison Program

Development Data

Intel does not control or audit third-party benchmark data or the web sites
referenced in this document. You should visit the referenced web site and
confirm whether referenced data are accurate.

automate the process of confirming that the | distributed deep-learning library for Apache § &
(ICP) in the World Bank crowd-sourced photos, gathered from |
cellphone contributors from 15 countries,
Group were accurately classified into one of 162
categories ranging from food to footwear,
and to remove personally identifiable = | |
information (PIl) from the photos. : 3&

Spark*) and an AWS Databricks* platform al
running on Intel® Xeon® Processors (AWS
R4.8xlarge instance with 20 nodes) to hel
Class it RPN .

Peam
d.



https://itpeernetwork.intel.com/artificial-intelligence-world-bank-image-recognition/
https://databricks.com/session/using-crowdsourced-images-to-create-image-recognition-models-with-bigdl

RESULT

“Dataset, model development and
training [...] implementing 3D CNN
in BigDL to analyze MRI scans and
classify OA (osteoarthritis) [...]
provides rich 3D imaging support
[...] on the same cluster where data

CENTER FOR DIGI
- INNOVATION (CD

\

is stored” )

‘ ~ 2= $™hadoop
T e * = .

= Spark. DL
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Client: Center for Digital | Challenge: Projected by 2040 —78M adults Solution: Apache Spark* with BigDL on CDH
Health Innovation (CDHI) | with doctor-diagnosed OA & 35M with arthritis- | 5.9* on Intel® Xeon® servers from Dell*.

at UCSF, leveraging new | attributable activity limitations. Need With 3D image convolution in BigDL, the
digital health automated system that classifies menisci based | CDHI team built a MRI classification system
technologies to on presence/absence of lesions, provides & deployed it on their CDH Dell cluster.
transform healthcare. immediate objective results at MRW

eliminates intra-user variability.

https://cdn.oreillystatic.com/en/assets/1/event/269/Automatic%203D%20MRI%20knee%20damage%20classification%20with%203D%20CNN %2 Ousing%20BigDL%200n%20S park%20Presentation.pdf
UCSF = University of California — San Francisco

*QOther names and brands may be claimed as the property of others. Iy )
Intel does not control or audit third-party benchrr?arl?dat% or the web sites referenced in this (II'ItEl AI . 26
document. You should visit the referenced web site and confirm whether referenced data are accurate.



https://cdn.oreillystatic.com/en/assets/1/event/269/Automatic%203D%20MRI%20knee%20damage%20classification%20with%203D%20CNN%20using%20BigDL%20on%20Spark%20Presentation.pdf

Artificial
Intelligence
will empower

TRANSFORMATIVE
INNOVATIONS






