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Teams rely on
scattered visibility

Disconnected toolchains lead to
blind spots for problems that span
teams & services
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Splunk’s approach to Observability

Ensure the resilience of digital systems and reduce the human toil of
operating them by letting software do more of the heavy lifting, to identify
problems, find root causes, and take corrective action.
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See the bl mpact of every performance problem




Splunk: The Unified Security and
Observability Platform
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Splunk Platform

Single source of truth, single resilience platform
...all teams working together with shared context
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Spll.ll"lk » Apps 5 Settings - Activity - Help Find

Search Analytics Datasets Reports Alerts Dashboards > Search & Report
New Search Save As ¥ Create Table View  Clos
1 index=* All time = E
+ 109,864 events (before 10/07/2022 15:09:04.000) Mo Event Sampling = Job + A & 1 * Smart Mode
Events (109,864) Patterns Statistics Visualization
Format Timeline « — Zoom Out 1day per col
— | [
List = & Format 20 Per Page - l 1 | 2 3 < 5 6 7 8 Mext
¢ Hide Fields := All Fields i Time Event

> 07/03/2022 [67/Mar/2022:18:24:082] VendorID=5036 Code=B AcctID=6024298300471575
SELECTED FIELDS

18:24:02.000 host = vendor_sales source = tutorialdata.zip:\vendor_sales/vendor_sales.log sourcetype = vendor_sales/vendor_sales

a host 5
a source 8 >  07/03/2022 [07/Mar/2022:18:23:46] VendorID=7026 Code=C AcctID=8702194102896748
a SGLITCC‘L':,"[JQ 3 18:23:46.000 . .
Aoz Eneh host = vendor_sales source = tutorialdata.zip:.\wvendor_sales/vendor_sales.log sourcetype = vendor_sales/vendor_sales
INTERESTING FIELDS >  07/03/2022 [07/Mar/2022:18:23:31] VendorID=1043 Code=B AcctID=2063718909897951
¥ AccliD) 10CH 18:23:31.000 host = vendor_sales source = tutorialdata.zip:\vendor_sales/vendor_sales.log sourcetype = vendor_sales/vendor_sales
# bytes 100+
a clientip 1004 > 07/03/2022 [67/Mar/2022:18:22:59] VendorID=1243 Code=F AcctID=8768831614147676
a Code 14 18:22:59.000

host = vendor_sales source = tutorialdata.zip:.\vendor_sales/vendor_sales.log sourcetype = vendor_sales/vendor_sales
# date_hour 24

# date_mday 8 > 07/03/2022 [07/Mar/2022:18:22:48] VendorID=1239 Code=K AcctID=5822351159954740



1 index="tutorialdata"
2 | where AcctID like "87%"

~+ 684 events (before 912/22 10:56:05.000 PM) No Event Sampling =

Events (684) Patterns Statistics Visualization

Format Timeline = — Zoom Out

List = # Format 20 Per Page -
< Hide Fields = All Fields i Time Event
> 61122 [11/Jun/2822:18:23:46] VendorID=7026 Code=C Acctl 194102896748
SELECTED FIELDS

6:23:46.000 PM host = vendor_sales | source = tutorialdata.zip:./vendor_sales/vendor_sales.log sourcety)

a host 1
a source 1 > BM22 [11/Jun/2822:18:23:46] VendorID=7026 Code=C AcctID 194102896748
d Source 1 . .
type 6:23:46.000PM 55t = vendor_sales | source = tutorialdata.zip:/vendor_sales/vendor_sales.log = sourcety)
INTERESTING FIELDS > BM22 [11/Jun/2022:18:22:59] VendorID=1243 Code=F Acctl 331614147676
# Acctlb 100+ 6:22:55.000 PM host = vendor_sales | source = tutorialdata.zip:./vendor_sales/vendor_sales.log sourcety)
a Code 14
# date_hour 24 > BM22 [11/Jun/2022:18:22:59] VendorID=1243 Code=F AcctIL-876[1831614147676

# date_mday 8 6:22:539.000PM 45t = vendor_sales | source = tutorialdata.zip:./vendor_sales/vendor_saleslog = sourcety



Machine Data Contains Critical Insights

Sources Customer ID __ Order ID Product ID
‘ 10098213}562281734 A-2100
Order Processing 569281734 10098213
ﬁ Order ID Customer ID
Middleware
Error
P Time Waiting On Hold
| W 16:33
CUSTID 100982138 Customer ID
Care IVR 16:37

{actor:{displayName:"Go Boys!!",followarsCount:1366,friendsCount:789,link:
"http://dallascowboys.com/",location: {dis Twitter ;'Dallas, TX",objectType Customer’s Tweet |
ysF@n

objectType:"person”,preferredUsername:"” " statusesCount:6072},body:"Just bought
his POS device from @ACME. Doesn't work! Called, gave up on waiting for them to answer! RT if
you hate @ACME!!",objectType:"activity”,postedTime:"2013-05-21T716:39:40.647-0600"}

Company’s Twitter ID

Y,

Twitter




Table of Top 10 Issues

Site: Global

Priority Count Severity Last Status Device
Issue Type = S : S Occurred = Names = : Name = IP Address = MAC Address = Family = Role = Site =
EIGRP_Peering P1 5 HIGH 2025-085-12 EIGRP Adjacency Failed on Device "LO-CN* Interface active LO-CN 10.93.141.20 30:8b:b2:ba:c2:80 Switches ACCESS Global/OR/
16:18:25 Vlan149 (Interface description: to_PDX_access) with active PDX-MGMT 10.93.141.29 40:14:82:f6:57:890 and Mubs ACCESS LO/Floor-3
Neighbor 140.7 active POX~MGMT 10.93.141.29 40:14:82:16:5¢:80 Switches ACCESS
EIGRP Adjacency Failed on Dev active PDX-RO 0.93.141.23 00:1e:e6:06:0d: 0@ and Hubs BORDER
Interface Vlan32 (Interface description: ) with active PDX~CORE 10.93.141.18 6c:03:05:66:60:00 Switches ROUTER
Neighbor 10.93.141.42 and Hubs CORE
EIGRP Adjacency Failed on Device Routers
Interface Vian32 (Interface descr ) with Switches
Neighbor 10.93.141. 41 and Hubs
ncy Failed on Dev Interface
GigabitEthernet2 (Interface descript
TO_CSR2_GI2) with Neighbor 18,93 2
EIGRP Adjacency Failed on Device "PDX-CORE"
Interface V1an14@ (Interface description:
to_PDX_ 2 s) with Neighbor 10.93
BGP_Down P1 2 HIGH 2025-85-12 BGP is down on 'PDX-RO' with neighbor active PDX-RO 190.93.141.23 00:1e:e6:06:04:00 Routers BORDER Global/OR/
17:08:44 '10.93.141.17"' active PDX~-MGMT 10.93.141.29 40:14:82:f6:5f:80 Switches ROUTE PDX/
BGP is down on 'PDX-MGMT' with and Hubs ACCESS Floor-2
'10.93.141. 41
infra_link_down P1 2 HIGH 2025-85-13 Interface "GigabitEthernete/@" (Interface active NYC~- 10.93.141.26 30:8b:b2:b5:32:00 Switches DISTRIBUTION Global /NY/
04:01:04 description ) is down on network device "NYC- active ACCESS 190.93.141.28 950:77:¢e:ac:ab: 80 and Hubs CORE NYC/
ACCESS*® LO-BN Switches Floor-8
Interface "GigabitEthernet1/8/18" (Interface and Hubs
description ) is down on network device "LO-BN"
BGP_Flap P2 2 HIGH 2025-85-12 BGP is Flapping on Device "PDX-RO* with Neighbor active PDX-RO 10.93.141.23 90:1e:e6:06:0d:00 Routers BORDER Global/OR/
16:15:17 10.93.141.17 active PDOX~MGMT 10.93.141.29 40:14:82:f6:57:80@ Switches ROUTER POX/
BGP is Flapping on Device "PDX-MGMT" with Neighbor and Hubs ACCESS Floor-2
10.93.7141. 4Y
global _ap_disconnect_trigger P2 1 HIGH 2025-05-12 AP(s) disconnected from WLC on Switch “LO-BN® active LO-BN 19.93,141.28 90:77:ee:ac:ab: 8@ Switches CORE Global /OR/
15:47:58 and Hubs LO/Floor=-3
default_trap_event_trigger P3 1 HIGH 2025-05-13 Stack member 1 removed from stack active PDX-MGMT 10.93.141.29 40:14:82:f6:5f:80 Switches ACCESS Global/OR/

04:00:59 and Hubs POX/




talyst Center = Dashboands = Search

Overview
This dashboard provides an overview of various metrics and statistics in the Cisco ﬁx‘l'.ﬂl',-'s'u NETWOrK,

Time Range Cisco Catalyst Center Host Site

hitpsM10.93141.45 - b4 Global m Hide Filters

Average Network Health Score Average Client Health Score

Site: Global Site: Global

Total Mumber of Active |ssues Device Reachability Type Percentages

Site: Global Site: Global
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© Administrator* () Messages»  Settings v Activity»  Helpr | O Find

splunk = enterprise Apps =

Home Unified Network Observability =

Catalyst Center Overall ~
Cisco Catalyst Center Overall

Glabal Thme Range Catabyst Center CaiC Categony Device Role Devvice Family Device Type Devices Pl Colaction Status Reachability Status
‘Complance Reglon State City Building Floor

Controller Total HNatwork Device Total MNetwork Device Health
Fair Good Mo Health Mot Available Poor
3 9 1 5 1 1,874 26,920 6,842 3150 668
Darvice Family Davice Role
Wireless Controder, 0190% ot Avalable, B104% A
Houters, B.005% 242
30
Unified AP, S0TET%
Swilehis mnd Huba, 40 5% gm
e
3E&A 35D
2 . — 5
39 454 ACCESS BOADER ROUTER CORE DESTRIBLITION Mot Avadablo LICHOWN
) Duvice Hole
OS5 Versions Dwevice Family OS Versions
otee (27), 2.399% 03.03025E, 2TET% 0o
1705 1004% o 03.06.00E, 3.1
1762, JRATER 03.06.02aE, 1104% .
Chbn I50 Sarted Mansged Seiohei
CHob Cataban 2960-C Siras Swllihid
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splunk>enterprise  App: RWI - Executive Dashboard v

Messages ¥ Settings v Activity v Help v Find Q
RWI - Executive Dashboard VPN~ Authentication » Video Conference v Others ggg RWI - Executive Dashboard
RWI - Executive Dashboard «....cu - Edit

Active VPN Sessions Active Zoom Meetings Most Popular App Today

2.451 419 Salesforce

718 Unique Users Accessed the App Today

Description: Current number of connected workers. Description: Current number of Zoom meetings. Description: Most popular apps accessed today.
Number of VPN Logins Number of Zoom Meetings Top Apps
aK
I Failure B Success — Success Rate % ! Number of Meetings = Average Meeting Duration (min)
10K 100 10.0K 42
— > Con_nse
r ’ § = Sele... @)
B 5K 50 i S 50K i | 36 ! Ser._ow
3e= 2T § Slack
: a5 3 an
2 } 3 ing
: l' L ‘ - 2 - - Zoom
MonMor23 TueMor24 WedMar25 ThuMoar26  Fri Mar 27 MonMar23 TueMor24 Wed Mar25 ThuMar26  Fri Mar 27 Mon Mar23 TueMar24 Wed Mar25 ThuMar 26  Fri Mar 27
2020 2020 2020
Description: Number of workers connecting to VPN over time on a daily Description: Number of Zoom Meetings created over time on a dally Description: Top applications accessed over time.
basis. basis.

Connected Workforce by Location
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Estimated Billing - Current Month

Account |D Currency

= Al usD 0|~

Estimated Cost - Month to Date

Estimated Cost by Account

1 Messages Settings

Edit ~ = More Info ~ + &
Total Projected Cost - This Month
Estimated Cost by Service
ather (13) AwsDataTransfer
Splunk Mobile Amazoni3 AWSSupportBusiness
AmaronRDS

Splunk Apps

Month over Month Comparison - Daily Cost

30,000

20,000
i
Fri Jan 1 Fri Jan 8 Fri Jan 1% Fri Jan 22
2016

AmazonClowdFront
Amazonkblasulache

Splunk Eng

Splunk Light

AmazonEC2

Cost Projection Over Time Estimated Cost by Account and Service - Month to Date

75,000 Account
Account D Hame Service Cost Percentage:
50,000 TATI26726831  Splunk AmazonEG? §13928 41.68%
2 25,000 S —— ;
g e
\___ﬂ___,._——f—’ 063605715280  Splunk AmazonEC2 $5565  16.55%
] — Mobile
111353726070 s3s40  y.79%
Fri Jan 1 Fri Jan 15 Fri Jan 29 Fri Feb 12 111353726070

AmazonEC? $3571  Noeow
2016 —




@ Power Utilization S Water Capacity & Room Temperature é} Power Usage

4151 102%. s« 106- . .
T T v e

Updated a few seconds ago Updated a few seconds ago Updated a few seconds ago

NN\ NS S

nawn-—-

[g Server Room Heatmap

1:00 AM 7.00 PM 3.00 AM .00 AM
B safe 050" Wed Dec %6 Thu Dec 17
2020

HVAC -1 | wt:

® o ‘ B Hgh 70°100° b 2
’?'/")*Q Fan Speed System ¢ Rack ¢ Devices ¢ Value ¢
>, "
PAES 18 P 2 PDU-02 3400
ower
~
Power . PDUL-O7 2375
< Power 2 PDU12 2245
“~ :
m Host ¢ Priority ¢ Rack ¢ Row ¢
mysql-02 High 2 A
o
m-' storage_web... Medium 2 A
2 ) ! storage_exc... High 2. C
Lv db-01 Critical 2 A
- ; HVAC -2
websphere-01 Medium 2 A
websphere-01 Medium 2 A

'E%q; Fan Speed
Y 3

1 2 Next>



splunk - enterprise

Crosnabinw ‘Working Dashboards

Apps =
Inspirational Dashboards >  Choud Platforms Usetul Datasets =

Unified Sustainability Dashboard

T Dk T i

Energy Cost

The
Splunk |~
T_Shirt
Co.

HMao: Hoy Hor Eo

CO-e Emissions

Year To Date

N8 Basel
. Clgr m

M 2oz c0.

B 2024 co.e Gow

Scope 1 Scope 2
Realtime Performance Buildings
Last 4 hours
CO.e kg 3,804
1__.-;—\—._\_‘_'___,4-'"_‘%._,4-"—~—
Energy kWh 2,808
e i T,
896
Energy $

S

Esectricity Carbon Intensity =

$95,729
g | | | I

2 wm

End User Devices

1,465

— T T T

1,213

e M

520

Documentation =

@  Administrator =

Al Otjects =

Total CO,e

U
i . -
Fa=ri] Fa=ril

Maszages v

oy
in

Settings +  Acthvity =

®,  Sustainability Toolkt for Splunk

T Dl Tl Wi

134,020
.

W0

Mo: Mo HMor HEo

This Year

Data Centers

6,893

P e T

5,285

Factories

7,306

e it
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Splunk Observability

Meeting customers where they are

4 A
Unified Observability Experience
APM Infrastructure ExDie?fiitear: ce Business Application Observability Network
Monitoring Mgnit oring Insights Security for Al Observability
Traditional
environments
Splunk Platform
J

i)
&
=

@ [E
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® Q2%
Hoalh
Mobile Banking
Health Score
Account services

g% Account Listing ool boass 98 > 98‘“" MMM‘M MMM W‘M

@ Loans @ Mortgage @ Crodt cards
3 Product ADpicaion “""o;':': 9 5 ’ 9 9 e . Insurance Overdraft @) savings
0:0 ... (D Direct Debit A At b, Ak 8,125 @ Crodtcards _ 4, 10 s Liai, 32,489 @) Standing orders b ubbuidudl 845
Py Payments & Transfers ,,_,,”.99 ' 1 00 . @ Chroques ) ihidu il 1,025 @ Intitransfor uuad Ada i Ak 2,012 @ Intl orders adiaskanda alias, 1,254
service Chat bot Live chat
[i_la Account Management o 9 8 » 9 8 Futm @ :.w,m * ¢
Notification Security Authentication Open Banking
da\
‘ ° Success AMALAMa A 5 125 ﬁ
98 e 99 99 Fid = kA% 95 e Supporting services
Health Score Healh Scom Hoalh Scorm Latency dundedaadias. 137 DR B
Presentation & Authentication layer Service layer Data layer
100 99 g 84
Database
Infrastructure ("D (EJ— é 100
Core = =)
Load = =
o Mo =5 100

‘@99 | o



IT Services

Global Time Range

Last 24 hours -
e
ITS i Overall IT Health Scores of all Locations
Splunk > D hboceg Location 2 Emails 3 Documents = Phone Calls ¢  IT Health Score ¢
a C1SCO company as ar o Zurich 57 27 63
Oversh o e Vienna 617 109 33
Health Scoce Heath Score —
Luxembourg 1222 190 27
:’:” 110 Dubai 541 " 28
London 912 18 40
Ln % AM Vmo am -nu AM " 28 AM 3000 km
FriNov 29 P 1 2 Next)
2024
\
7~
IT Services Email  Phishing Total 200 COMS  Failed Total Phone O Total 40
""’M
n Mails Emails 94 Downloads Documents M 9‘ o M
92 5. 108 116 AM 1124 AM 13 1405 nwav 1124 AM 27, 1" 6 AM 124 AM
Has 2o Heath Scere PriNow 29 Hesth Score ’ FriNov.29 Heath Score P Nov.29
2024 2024 2024
Applications Cloud Microsoft 365 Teams Salesforce Azure AD On- Exchange SharePoint Kubernetes © unify
premise
Q3 Aeeicaton 90 92 93 93 54 92 93 99
Health Score
Hoath Scoro Haath Score Mosith Score Hoalth Score Hoaith Score Hoa Score Heals Scoro Moslth Score
S
4
Network Firewall Switch Web Server Virtualization VMware VM Citrix 'On-pnmlso Wind s - CPU Utlization M Utization
92 92 97 96 96 95 96 22
45
Heath Score Heath Score Health Scove Heath Scote Moath Scoce Hoal Score Hoath Score
Hoanh Score
Mealth Score
Router Access Points VPN Hyper-V NetScaler *nix Server CPU Utilization Memory Utilization
92 93 93 29 99 92
Heath Score Heath Score Heath Score Heals Score Healty Score Heath Scorm
Database & Storage Database Throughput Storage Utilization
93 M 2
Hoath Scoew
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splunk> Warehouse Management Overal

Health Score
turn data Into doing e

#Goods Receipts On-time In-full #On-time Shipments

; 1,930 183 @ 955
i i W
E £0n-time
a . : Shipments

Goods

Receipt

== e r 4
Infrastructure 02 [

Delivery Warehouse Shipment

Warehouse
e #Orders Management

on, 978
o6k
99k
Score
ConnectShip Heatth

Score Voice Pick
RF Devices

((‘l’)) ::::\
. - Warehouse
:‘;? . Health Access Points lh'\'ﬁ:ll))l:nces

Active Soore

Directory Printers

SQL Server
#lLogin Falures #Queucd Files

Oracle DB

i



The
Splunk
T Shirt
Co.

Order to Cash Service
Total Value of Open Orders  11.32m

i

215;.c

fok

Warehouse

GO0 PM 1200 AM
Sat Oct 22

SAP Databases
I:MECI’Q SAP App Servers
ceS Load Balancer
EMEA- m ceees f.@ "”@
8.03 eooe .5,. Fmﬂ Firewall
= = eeoe eove |
e e
2o
[or)
Presentation T oa e SR P Sy
32 1
Co% TR LR
2022 2022
fiv-’ Time
DIA Response Time T-RFC queue (SM58) Falled jobs
Application 1.0 32 0
P@ﬂ Q-RFC quoue (SMQT) ABAP Dumps SAP Locks (1 day)
7 e 7 :
Infrastructure <PV Memory (%) Disc Response Ti... Network In
— 51 62 17 61
- N AL P S, L RN A \ -

SAP Predicted
Health Score

72%

New Order

Acquisition 290 o

inlasthour ~VYWwAN\A

Goods Issue

in last hour 232 .
VANANAN

Invoice

Creation 240 ..

inlasthour WYV

Sales Orders

in last hour 88 +ox
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Splunk Security

Powering the SOC of the future with the leading TDIR solution

Unified threat detection, investigation & response

N

Splunk Asset & Risk

Intelligence Splunk Attack Analyzer Splunk SOAR Splunk Enterprise Security

. ! Automated threat analysis Security automation SIEM
Continuous asset discovery

Traditional Cloud native
environments environments

s
.

Splunk Platform
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All Authentications -

Failed Authentications

Access over Time by Action

2,000

2,000

Top Authentications by Source
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Successful Authentications

Applications

23,277

fallure
sUCCRSS

unknown

Authentication Attermpts by Application

app =
plunk

1= af
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Users
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Security Posture

High Severity Intrusion Alerts v Previous 24 Hrs Infected Hosts v Previous 24 Hrs Malware Signatures v Previous 24 Hrs

Hosts and Devices Reporting Accounts Monitored

Intrusion Alerts by Severity Intrusion Alerts over Time Top 10 Critical/High Severity Intrusion Alerts

600 &0

400
200
o 1000 2,000 3,000 4000 5,000 5,000 7000 2,000 8000 10000 1000 —_—— 000 — 0800
count Sun Sep 6 Mon Sep 7
I critical WM high [ informational  El low I medium 2020
W critical WM high 0 informational [l 1ow Il medium ansa Adobe Flash Player A Adobe Flash Player R.. Adobe Reader THTFil..
Generic Template af P . [ M Ex - Hest Integr... Micrasaft Word RTF P...
Multiple Sniffer Vend... Operswan and stran...
360 View by Accounts: Event Types over Time 360 View by Hosts: Event Types over Time
AR A g0 g8 g aF0 8 T 8 8 R O 0 g S A s S A A B R A A L G S A R - T
L 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ] . >=1 L 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ] . >=1
add ® ® © ® *© @ ® + @ * @ & s+ ° @ v o+ = s = = s . ® =57 add ® @ ® @ ® @ ® ° @ o @ ° o+ + @+ s+ w2 s w2 . @ =a
attack r 2 o+ =2 2 o 1 @ e e = = e ® ¥ =8 "8 = 8 = 8w ¥ = attack + r 2 s 2 o+ @ e = = = & ¥ s 8 8 8 "8 =8 "8 8 v =
change ® © ® ® ©@ ® ® © ® © & ® ® @ & & s w8 s+ s s s o+ . @ >=u3 change ® ® ©® ® ® © ® © ® ¢ ® & ® * s 8 s ¥ o+ & = o+ s+ + @ =82
delete ® ® & & & & & & # & @+ @ e = e s s e . . . . 5 © >=168 delete ® ® ® & & & & & & & * 8 s 8 s s 2+ s s+ = . . . o ® =122
email . - . . . - N . . . . . . . . . . . . . . . email . . . - . . = P e . - . L] L] . - . . . L] . . . L]
error ® ® & & & @ & ® ® ® P * 8 ® * s o+ = = = = = s o =224 error ® ® ® @ & 0 0 & ® ® ® ® ® * s e s o+ o+ s s o . . @ >=wW2
failure ® ® ® & & & @ % * 0 @ ® e ° e+ & s s s s = s . failure ® ® ® @ ©® ® & @& @® & o & # e & 8w s s s . . . '
lock ® ® © & O © & & * + & 8 s s s+ o+ s & a2 a2 - . - lock ® @O ® O O & & & & + & & 8 s s & s s 4 e = . .
lockout ® O © & O ° & @& & & e 2 e+ s+ s s & 2 = = = lockout ® ® ©® © @ o o @ & - @8 e =+ s+ 2 s e 4w s s ..
misconfiguration... ® . [ ] . misconfiguration... ® . [ ] L]
success ® ® ® ® & ® ©® ° ® ® ° P M e * 8 s e o+ v ow ' SuCCess ® ® ® ® & & & & & & & 8 8 s 8 s s s s s @ s '
vulnerability . . ® . vulnerability . . [ ] .
access [ ] . . . L] . @ . - - . [ ] L] . . . . . . - ACCRSS [ ] L] . . . . ® . . . . [ ] . . - - . . . .
cleared . [ ] cleared . [ ]

ol I hl I h
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Global Time Range Single #1 Selection Timechart Selection Table Selection

Splunk > EnterPrise §ecugit¥ @
Security Posture 408 ... 7., 2,

|
!

Total Case Count Investigations Opened UBA Anomalies Detected

10 0 \ Click For Data Glossary

New Infections Detected

.
Overall Security Posture V Summary Of Security Events By Urgency .<4)>. Summary Of Security Events By ES Domain Ef@
E CRITICAL, 6.863%
ACCESS, 16.176%
MEDIUM, 20 833%
. CR|T|CAL HIGH, 19.853% Access
Critical AUDIT, 7108%
. HIGH THREAT, 45.098% . Audit
TOTALS High ToTALS
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This Is a summary of all security events, broken out by Enterprise
Security Domain, in your Splunk ES environment.
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