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Overview

CHAPTER 1

Backup Solution Testing

* Overview, page 1

» Backup Testing Strategy, page 2

This program Backup Testing (Backup to Disk/De-duplication Disk and Replicate to Tape) validates data
backup from the Windows and Linux operating systems on the Cisco UCS environment. Backup data are
stored in the Local HDD/De-duplication Disk and replicated to HP MSL 2024 External Tape Library . The
objective of Backup Testing is to verify the Backup/Restore of Data files, entire disks of Windows 2012 R2,
Linux SLES 11.3, RHEL 7.1, MS SQL, UCS Central and VM's by the backup software (Commvault Backup
11.0).

Acronyms
Acronym Description
BDR Baremetal Disaster Recovery
CNA Converged Network Adapter
FI Fabric Interconnect
FC Fibre Channel
Gb Gigabit Ethernet
GB/S Gigabit per Second
HDD Hard Disk Drive
JOS Japanese Operating System
LUN Logical Unit Number
MS Microsoft
(0N Operating System
PCI Peripheral Component Interface

Backup Solution Testing on Cisco C-Series Server using Commvault Backup i
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. Backup Testing Strategy

Acronym Description

PCle Peripheral Component Interface Express
RAID Redundant Array of Independent Disks
RDM Raw Device Mapping

RHEL RedHat Enterprise Linux

SLES SUSE Linux Enterprise Server

Sp Service Pack

SQL Structured Query Language

ucCs Unified Computing System

UCSM Unified Computing System Manager
VIC Virtual Interface Card

VM Virtual Machine

Backup Testing Strategy

The requirements gathered for Backup Testing (Backup to Disk/De-duplication Disk and Replicate to Tape)
are specific to the Japanese usage and market.

The following requirements are derived based on the inputs and prioritization given by Cisco Japan Solution
Engineers:

+ JOS Windows Server 2012 R2(x64), SLES 11.3, RHEL 7.1 are installed on the Cisco UCS B Series
Server (B460M4, B200M4, B260 M4) for Similar/ Dissimilar Hardware Disaster Recovery

» Windows Server 2012 R2 JOS is installed on the local HDD of C240 M4 Server. Commvault 11.0 is
installed on top of it and acts as Backup, Media Server.

* Backup data is stored in C240 M4 Server Local HDD/De-duplication disk and then replicate to HP MSL
2024 External Tape Library using Commvault Backup 11.0 backup software

» Data files of size 500MB includes Microsoft Excel, Microsoft Word and PDF for full backup and
additional 100MB files used for incremental/differential backup

* Data backup from the Windows 7 SP1, Windows Server 2012 R2,RHEL 7.1 and SLES 11.3 JOS are
deployed as VMs.

* Data backup from the Windows Server 2012 R2, RHEL 7.1 and SLES 11.3 JOS are deployed in baremetal
servers

¢ Full VM Backup of Windows 2012 R2 (x64), RHEL 7.1 and SLES 11.3 in ESXi 6.0 are deployed in
UCS B Series servers (B200 M4, B460 M4, B260 M4) for Backup and Recovery to Same/Different host

* Cisco UCS Central VM is also deployed in UCS B Series servers (B200 M4, B460 M4, B260 M4) for
Backup and Recovery to Same/Different host

Backup Solution Testing on Cisco C-Series Server using Commvault Backup
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Backup Testing Strategy .

* MS SQL Server 2014 Sp1 is installed in windows 2012 R2 (x64) VM for Database Backup. 15GB RDM
is mapped to this VM for the database creation

Backup Solution Testing on Cisco C-Series Server using Commvault Backup
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CHAPTER 2

Test Topology and Environment Matrix

» Test Topology, page 5

» Environment Matrix, page 6

Test Topology

Fig 1: Topology in use
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Test Topology and Environment Matrix

Environment Matrix

MS SQL 2014
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Win 7
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Environment Matrix

NetApp EMC VNX 5300

Storage

Ethemet
Cluster Link
FC

FCoE

WIN 2012 R2

UCS C240 M4

—_

Component

Version

UCS

Blade servers

Cisco UCS B200 M4, B260 M4, B460 M4

Rack Server Cisco UCS C240 M4
UCSM 3.1(2b)

Adapters

Cisco UCS VIC 1380 4.1(2d)

Infra

Nexus 7010 7.2(1)D1(1)

Nexus 5548 UP 7.2(1)N1(1)
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Environment Matrix .

Component Version

MDS 9513 6.2(13b)

Backup Software

Commvault Backup 11.0

Operating Systems

Windows OS Windows 7 Enterprise SP1 x64 (Japanese)
Windows Server OS Windows Server 2012 R2 x64 (Japanese)
RHEL Redhat Enterprise Linux 7.1 x64 (Japanese)
SLES SUSE Linux Enterprise Server 11.3 (Japanese)
Data Base

MS SQL server Microsoft SQL Server 2014 SP1(Japanese)
Hypervisor

ESXi VMware ESXi 6.0

UCS Central

UCS Central 1.5(1a)

Tape Library

HP MSL 2024 External Tape Library NA

PCI Adapter

Cisco UCS VIC 1227 4.1(2d)
Storage Array

Storage Firmware

NetApp 2554 8.3.2 CMode

EMC VNX 05.32.000.5.218

Backup Solution Testing on Cisco C-Series Server using Commvault Backup
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Backup Solution Testing on Cisco C-Series Server using Commvault Backup
[ 8 | |



CHAPTER 3

Implementation and Features Tested

* Design and Implementation, page 9

» Features Tested, page 9

Design and Implementation

* Backup Server UCS C240 M4 is deployed in UCSM integrated mode connected to FI using VIC 1227.

 The internal RAID controller used on Cisco UCS C240 M4 Server is Cisco 12G SAS Modular RAID
Controller card.

* Backup server is connected to HP MSL 2024 External Tape Library through the 8 GB/s FC uplink of
the FI.

* Esxi 6.0 is installed in the local HDD of the Client servers (UCS B200 M4, B460 M4, B260 M4).

* VM's in client servers (UCS B200 M4, B460 M4, B260 M4) are deployed in the LUN of EMC VNX
and NetApp storages.

* VMware Vcenter 6.0 is deployed to Manage the ESXi host.

» Commvault Backup 11.0 backup client agent for Windows is installed on the Windows Server 2012 R2
x64 and Windows 7 SP1 x64.

» Commvault backup 11.0 client agent for SQL is installed on top of Windows Server 2012 R2 by adding
required privileges.

» Commuvault backup 11.0 client agent for Linux is also installed on SLES 11.3 and RHEL 7.1.

» VMware vCenter 6.0 is integrated with Commvault 11.0 Backup server for Agentless backup and
recovery of VMs.

Features Tested

Data Backup was tested with the following backup methods:
Full Backup

Backup Solution Testing on Cisco C-Series Server using Commvault Backup
I



Implementation and Features Tested |
. Features Tested

Full backup is the starting point for all other types of backup and contains all the data in the folders and files
that are selected to be backed up. Because full backup stores all files and folders, frequent full backups resulting
faster and simpler restore operations.

Differential Backup

Differential backup contains all files that have changed since the last FULL backup. The advantage of a
Differential backup is that it shortens restore time compared to a full backup or an incremental backup.
However, if you perform the differential backup too many times, the size of the differential backup might
grow to be larger than the baseline full backup.

Incremental Backup

Incremental backup stores all files that have changed since the last FULL, DIFFERENTIAL, or
INCREMENTAL Backup. The advantage of an incremental backup is that it takes the least time to complete.
However, during a restore operation, each incremental backup must be processed, which could result in a
lengthy restore job.

Synthetic backup

Synthetic backup is an accurate representation of the client's file system at the time of the most recent full
backup.

De-Duplication

Deduplication is the process of minimizing storage space taken by the data by detecting data repetition and
storing the identical data only once. Deduplication may also reduce network load: if, during a backup, a data
is found to be a duplicate of an already stored one, its content is not transferred over the network.

Disk Staging Backup

This is a process in which first data is copied on a Storage Unit then copied to another Storage unit. Images
expire after copying data to secondary unit

Compression

Compression reduces the size of a backup by reducing the size of files in the backup. In turn, the smaller
backup size decreases the number of media that is required for storage. Compression also decreases the amount
of data that travels over the network as well as the network load.

Encryption

The Encryption attribute determines whether the backup should be encrypted. When the server initiates the
backup, it passes on the Encryption policy attribute to the client in the backup request. The client compares
the Encryption policy attribute to the Encryption host properties for the client. If the encryption permissions
for the client are set to REQUIRED or ALLOWED, the policy can encrypt the backups for that client.

AES 128: a data/file encryption technique that uses a 128-bit key to encrypt and decrypt data or files.
AES 256: a data/file encryption technique that uses a 256-bit key to encrypt and decrypt data or files.
Volume Shadow Copy Service

These options are effective only for Windows operating systems. The option defines whether a Volume
Shadow Copy Service (VSS) provider has to notify VSS-aware applications that the backup is about to start.
This ensures the consistent state of all data used by the applications; in particular, completion of all database
transactions at the moment of taking the data snapshot by Symantec NetBackup 7.6.1.

Snapshot

The feature on NetBackup client that takes snapshot of file system state or application prior to performing
backups. On UNIX/Linux platforms, this operation requires a specific policy attribute to be turned on to use

Backup Solution Testing on Cisco C-Series Server using Commvault Backup
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Features Tested .

this feature. On Windows, this feature is automatically enabled to make use of Windows Volume Shadow
Copy Service (VSS).

Backup Solution Testing on Cisco C-Series Server using Commvault Backup
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CHAPTER I

Test Scenarios for UCS with Commvault Backup
11.0

» Disaster Recovery for Similar Hardware , page 13

» Disaster Recovery for Dis-Similar Hardware , page 16
e Full VM, page 18

* Windows Files and Folders-VM , page 19

* Windows Files and Folders- Baremetal , page 20

¢ Linux Files and Folders-VM , page 21

» Linux Files and Folders-Baremetal , page 23

* SQL Backup, page 24

» UCS Central Backup , page 25

Disaster Recovery for Similar Hardware

Fig 2: Topology in use
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. Disaster Recovery for Similar Hardware

Ethernet
--------- Cluster Link

FCoE

= = = Backup Data Flow

________________________ =il
s
I | |
| | |
I | |
I I |
I | |
1] 44 7| I
| F1 6332 | |2
| !
I | I
| I— 4= == = -3 Windows Server 2012 R2/ RHEL |
— e — — 7.1/ SLES11.3 I |
)
w
Network Shared
_ Location |
—.
UCs C240 M4
Backup Data flows
Step From To
1 Backup of B Series Server(Entire | Network Share
Disk)
2 Network Share B Series Server

Description

* Backup of Entire Disks from Japanese SLES 11.3, RHEL 7.1 and Windows server 2012 R2 Operating
System to Network Share Location

* Restore the Entire Disks from Network Share location to the Similar hardware from Commvault Backup
11.0 Recover Option

Fig 3: Topology in use
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Disaster Recovery for Similar Hardware .
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Backup Data flows

Step From To

1 Disk array(NetApp, EMC VNX) | B Series Server

2 B Series Server(Entire Disks) Network Share

3 Network Share B Series Server

4 B Series Server Disk array(NetApp, EMC VNX)
Description

* Backup of Entire Disks(SAN Boot) from Japanese SLES 11.3, RHEL 7.1 and Windows server 2012 R2
Operating System to Network Share Location

* Restore the Entire Disks from Network Share location to the Similar hardware from Commvault Backup

11.0 Recover Option
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. Disaster Recovery for Dis-Similar Hardware

Disaster Recovery for Dis-Similar Hardware

Fig 4: Topology in use
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Description

* Backup of Entire Disks from Japanese SLES 11.3, RHEL 7.1 and Windows server 2012 R2 Operating
System to Network Share Location

» Restore the Entire Disks from Network Share location to the Dis-Similar hardware from Commvault
Backup 11.0 Recover Option

Fig 5: Topology in use
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Disaster Recovery for Dis-Similar Hardware
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Backup Data flows

Step From To

1 Disk array(NetApp, EMC VNX) | B Series Server

2 B Series Server(Entire Disks) Network Share

3 Network Share B Series Server (Different Server)

4 B Series Server (Different Server) | Disk array(NetApp, EMC VNX)
Description:

* Backup of Entire Disks from Japanese SLES 11.3 and Windows server 2012 R2 Operating System to

Network Share Location

» Restore the Entire Disks from Network Share location to the Dis-Similar hardware from Commuvault
Backup 11.0 Recover Option
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Test Scenarios for UCS with Commvault Backup 11.0

[ T

Full VM

Fig 6: Topology in use

Nexus 7010
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NetApp EMC VNX 5300
Storage
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------- Cluster Link
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FCoE
= = = Backup Data Flow

WIN 2012 R2

Ucs c240 M4

Backup Data flows

Step

From

To

1

Disk Array (NetApp,EMC VNX)

VM in B series SAN based Server

2

VM in B series SAN based
Server(Backup Client)

Backup Server

Backup Server

Backup Server Disk

Backup Server

HP MSL 2024 External Tape
Library

Description:

* Select the VM to be backed up using Commvault Backup 11.0.
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Test Scenarios for UCS with Commvault Backup 11.0

* Run the Backup Job and Backup of VM is Successful.

* Select the Archive and create Recovery Plan.

Windows Files and Folders-VM .

* Specify where to recover as "New Virtual Machine" in Recovery Plan.

* Run the Recovery Job and the Restore of VM is successful .

Windows Files and Folders-VM

Fig 7: Topology in use
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. Windows Files and Folders- Baremetal

Backup Data flows

4 Backup Server HP MSL 2024 External Tape
Library

Description

* Backup of data files (Word, PDF, and Excel) from Windows 7 JOS to Backup Server
LocalHDD/De-duplication disk and then replicate the same to HP MSL 2024 External Tape Library
using Commvault Backup 11.0 software.

* Recover the Files either from Local HDD/De-duplication disk or HP MSL 2024 External Tape Library
by using various Recovery Options available on Commvault Backup 11.0 Software.

Windows Files and Folders- Baremetal

Fig 8: Topology in use
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Test Scenarios for UCS with Commvault Backup 11.0
Linux Files and Folders-VM .

Backup Data flows

Step From To

1 Disk Array (NetApp, EMC VNX) | B series SAN based Baremetal
Server

2 B series SAN based Baremetal Backup Server

Server(Backup Client)

3 Backup Server Backup Server Disk

4 Backup Server HP MSL 2024 External Tape
Library

Description:

* Backup of data files (Word, PDF, and Excel) from Windows 2012 R2 JOS to Backup Server
LocalHDD/De-duplication disk and then replicate the same to HP MSL 2024 External Tape Library
using Commvault Backup 11.0 software.

* Recover the Files either from Local HDD/De-duplication disk or HP MSL 2024 External Tape Library
by using various Recovery Options available on Commvault Backup 11.0 Software.

Linux Files and Folders-VM

Fig 9: Topology in use
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[l LinuxFiles and Folders-VM

Ethernet
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Backup Data flows
Step From To
1 Disk Array (NetApp, EMC VNX) | VM in B series SAN based Server
2 VM in B series SAN based Backup Server
Server(Backup Client)
3 Backup Server Backup Server Disk
4 Backup Server HP MSL 2024 External Tape
Library
Description:

* Backup of data files (Word, PDF, and Excel) from Linux OS (RHEL 7.1/ SUSE 11.3) to Backup Server
LocalHDD/De-duplication disk and then replicate the same to HP MSL 2024 External Tape Library
using Commvault Backup 11.0 software.

* Recover the Files either from Local HDD/De-duplication disk or HP MSL 2024 External Tape Library
by using various Recovery Options available on Commvault Backup 11.0 Software.
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Linux Files and Folders-Baremetal .

Linux Files and Folders-Baremetal

Fig 10: Topology in use
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Description:
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Test Scenarios for UCS with Commvault Backup 11.0

. SQL Backup

* Backup of data files (Word, PDF, and Excel) from Linux OS (RHEL 7.1/ SUSE 11.3) to Backup Server

LocalHDD/De-duplication disk and then replicate the same to HP MSL 2024 External Tape Library

using Commvault Backup 11.0 software.

* Recover the Files either from Local HDD/De-duplication disk or HP MSL 2024 External Tape Library

by using various Recovery Options available on Commvault Backup 11.0 Software.

SQL Backup

Fig 11: Topology in use
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UCS Central Backup .

Backup Data flows

4 Backup Server HP MSL 2024 External Tape
Library

Description:

* Backup of database from MS SQL 2014 SP1 Server to Backup Server LocalHDD/De-duplication disk
and then replicate the same to HP MSL 2024 External Tape Library using Commvault Backup 11.0
software.

* Recover the Files either from Local HDD/De-duplication disk or HP MSL 2024 External Tape Library
by using various Recovery Options available on Commvault Backup 11.0 Software.

UCS Central Backup

Fig 12: Topology in use
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. UCS Central Backup

Test Scenarios for UCS with Commvault Backup 11.0 |

Backup Data flows

Step

From

To

1

Disk Array (NetApp, EMC VNX)

VM in B series SAN based Server

2

VM in B series SAN based
Server(Backup Client)

Backup Server

Backup Server

Backup Server Disk

Backup Server

HP MSL 2024 External Tape
Library

Description:

* Backup of UCS Central to Backup Server LocalHDD/De-duplication disk and then replicate the same
to HP MSL 2024 External Tape Library using Commvault Backup 11.0 software.

* Recover the Files either from Local HDD/De-duplication disk or HP MSL 2024 External Tape Library
by using various Recovery Options available on Commvault Backup 11.0 Software.
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* Issues, page 27

» Related Documentation, page 31

Windows Baremetal Disaster Recovery failed

BDR Backup job successfully completed with 1-Touch Windows x64 image
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Successfully added Storage and NIC drivers to 1-Touch Windows ISO image
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. Issues

1-Touch Boot CD Wizard

Boot CD ISO Destination Location
Please select Boot CD 150 destination location

Choose the source IS0 image

1-Touch IS0 downloaded from cloud site, use the correct version of the [SO based on
the processor type selected in the wizard.

One Touch CD 150 File: re¥administrator. CV¥Desktop¥1-Touch-Windows-x64.isc ..

Choose the destination location for 150 image

Nindows T = \L‘

1-Touch

1, The SO file is created.

Tl

Save in: ‘c chCo¥1T |

You can bun the 1-Touch IS0 image to a CD by using any software that is 1S0-9660
compliant after the wizard finishes.

ows Server 2012 R2

Windows Server

ST i C P S ® g
Booting the server with 1-Touch Windows ISO image failed to recover the BDR backup and getting
the below screen

A FI-6332 / root / C¥_B200M4 client[BDR] (Chassis - 2 Server - 5) - KVM Console{Launched By: admin) -8
File View Macros Tools Virtual Media Help

_&Shutdonns  Create Image

KM Console | Properties W Activate Virtual Devices
 1-Touch X64-Windows.iso Mapped to CD/DVD

Map Removable Dick .
Map Floppy

Your PC needs to be repaired

There isn't er o lable 10 cre:

Press Enter to try again
Press 8 for Startup Settings

10.78.241.59 | admin || 1.4 fps || 10.807 KB/s

EE

System Time: 2016-10-21705:43

10:30 PM
‘ i B 10/20/2016

@Cnn.nectedm[P: 10.75.241.59 : ‘ _ = | |
Tl ElEaEE 1N
BDR Backup successfully restored as VM using 1-Touch windows ISO image
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i vCenter e HE: 819218 AL SHEREO B
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Linux Baremetal Disaster Recovery and P2V Failed
BDR Backup job successfully completed with 1-Touch Linux x86 ISO image
(G commserve - vi1 CommcCell Console =2 x
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Linux BDR successfully restored on the Baremetal Server using 1-Touch Linux x86 ISO image
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& % h57h -k i Y

B 192.166.100.103

I 192.168.100.154

=22 client-hdr

= File S
P TR © 537 ID QUL SaTEEE: 425 [

1 defaultBackupSet
{5 Virtual Server
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Linux BDR restored successfully and failed to boot the OS

A

FI-6332 / root / CY_B200M4_client[BDR] (Chassis - 2 Server - 5) - KVM Console(Launched By: admin) -|@

File View Macros Tools Virtual Media Help

* Shutdorn Server ., Reset

K Console | properties

35.9236961 hostil: ned Port ID 5302c2
35.9509561] scsi 1:0:€ Direct-Access NETAPP LUN C-Mode 0.3 PQ
O ANSI: 4
35.960869]1 sd 1:0:0:0: Attached scsi generic sgZ2 type ©
35.9675341 sd 1:0:0:0: [sdc] 207618048 51Z2-byte logical blocks: (106 GB-99.0
GiB)
[ 35.9769311] sd 1:0:
[ 35.9830141 sd 1:0:
sn’t support DPO or FUA
[ 35.995133] sdc: sdcl sdc2
L 35.9996061 sd 1:0:0:0: [sdc]l Attached SCSI disk
[ 36.6240431 udev: renamed network interface ethl to eth2
[ 36.7158671 udev: renamed network interface renameZ to ethl
Will call udevsettle with timeout=30 seconds for the udev entries to be populate
d
[ 50.478819]1 device-mapper: uevent: version 1.0.3
[ 50.484681]1 device-mapper: ioctl: 4.23.0-ioctl (2012-07-25) initialised: dm-d
eve l@redhat .com
Will pause for the USB sub system to settle down
[ 65.955109]1 rport-1:0-0: blocked FC remote port time out: removing rport
Is: cannot access sdev/hd*: No such file or directory
ls: cannot access /dev/sr=*: No such file or directory
ls: cannot access sdev/scd=: No such file or directory
sinit: line 513: restart_dialog: command not found
bash-3.2#

0:0: [sdc] Write Protect is off
0:0: [sdcl Write cache: disabled, read cache: enabled, doe

10.78.241.59 | admin |[0.2fps||0.001KB/s

ad
{3 Connected to IP: 10.78.241.59 System Time: 2016-10-21T12:15
—— T e e o]
= — T — = = S
= 12} e | L | [ & ﬁ 5% & a6
W || & S

Linux BDR successfully restored as VM using 1-Touch Linux x86 ISO image
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Related Documentation
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Sy fuk defaultBackupSet
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MediaAgent: COmMmServe

YOS 2dmin

T ORRIEHRE R

BoA—3uA gk LI

5i8A
[ok | [ B | [~z ]

Linux BDR restored successfully on VM and failed to boot the OS
@ SLES-P2V on 192.168.100.102 - |a

File View VM

oy 8B GHE @?_'w

8888081 xsave/xrstor: emabled xstate_bv Bx7, cntxt size Bx348
8008081 Checking aperture. ..
8988081 No AGP bridge found
8008081 Memory: BB93828k-94371Bdk available (4512k kernel code
, 294264k reserved, 7623k data, 1368k init)
8000081 Hierarchical RCU implementation.
8888881 oRCU dyntick-idle grace-period acceleration is enabled
8000081 NR_IROS:262488 nr_irqs:712 16
8888081 Extended CMOS year: 2888
8000081 Console: colour UGA+ 8Bx25
8888081 console [ttyB] enmabled
8090081 console [ttySA1 enabled
8888081 allocated 67188864 bytes of page_cgroup
8008081 please try 'cgroup_disable=memory’ option if you don’t want memor
cgroups
£.08486801 TSC freq read from hypervisor : 2294.686 MHz
8.89488081 Detected 2294.686 MHz processor.
£.0008621 Calibrating delay loop (skipped) preset value..
1pj=9178744)
£.00020831 pid_max: default: 32768 minimum: 381
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Related Documentation

Cisco Servers- Unified Computing
http://www.cisco.com/en/US/docs/unified computing/ucs/overview/guide/UCS roadmap.html

https://software.cisco.com/download/navigator.html

Backup Solution Testing on Cisco C-Series Server using Commvault Backup
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Issues |
. Related Documentation

Commvault Backup 11.0

http://documentation.commvault.com/commvault/v11/article

Backup Solution Testing on Cisco C-Series Server using Commvault Backup
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