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Cisco Secure Firewall

Full coverage, from 10T/OT & Branch / SASE to Enterprise/Carrier Class modular chassis

Physical appliances Private & Public cloud loT and integrations

Cisco Secure Firewall Cisco Multicloud Defense, ISA 3000
hardware appliances ASAv and FTDv application Running either ASA or FTD application
running either ASA or FTD Running on all major public cloud
application and private cloud hypervisors Catalyst 9300

ASAC running as a container

Meraki MX and Catalyst 8000
Snort 3 running in container
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Cisco Secure Firewall Hardware

Full coverage, from 10T/OT & Branch / SASE to Enterprise/Carrier Class modular chassis

4200 Series

e 3100 Series 65-145 Gbps
‘ L] g 10-45 Gbps up to 1.79Tbps in 16x cluster
: 1200 Series up to 0.57Tbps in 16x cluster
1200 Series Compact 9-18 Gbps
6-9 Gbps

93xx

£ 41xx
ol Fe— 4 55-68 Gbps
s e 19-53 Gbps
=] L ETH—— e
[& o 2.5-10 Gbps
1010 11xx
2-5 Gbps
<1 Gbps
ISA 3000
<0.7 Gbps
+ + 4+ + 4+ +
JllLJLllJL ooooan foooon o000 fsoooan o000 goooan %°
0 Hi HIE HIE I A
ﬂ PE=I? = PET=I? = P P9

OT/loT Branch / SASE Campus / Enterprise / Data Center / SP

* all performance values for 1024B avg. packet size with NGFW traffic profile I
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Secure Firewall 4200 Series

p
3 models - 4215/4225/4245

32-128 (64-256) cores (4245 has two CPUs)
8x1/10/25G SFP/SFP+ and two Network Module bays
256GB-1TB of RAM

Two NVMe slots, 1.8TB of RAID1 protected space

AC redundant PS

- Advanced FPGA and one to four VPN crypto hardware
accelerators

- Clustering support on all models, up to 16x nodes

- Up to 145Gbps for NGFW traffic profiles (~3x over
4100)

up to 45Gbps with 50% of TLS 1.2/1.3 mix
up to 140Gbps for IPsec traffic

- Up to 190Gbps for ASA traffic profiles (>2x over 4100)
%
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Secure Firewall 4200 Series Overview

Appllance Mode Security Platform for FTD or ASA Application
Fixed configurations: 4215, 4225, 4245
 Lightweight virtual Supervisor module w/Multi-Instance (7.6) and Clustering
« Integrated Datapath FPGA w/Flow Offload and Crypto Engines SFP Data Interfaces
* Rear dual redundant power supplies and triple fan trays « 8x1/10/25GE

NVMe Drives

. Up to 2x900GB in RAID1 on 4215/4225 (SED)
. Up to 2x1.8TB in RAID1 on 4245 (SED)

Expansion Network Modules

« Standard: 8x1/10GE, 8x1/10/25/50GE, 4x10/40GE, 2x100GE, 4x40/100/200GE, 2x200/400GE SFP+ (with 7.6)
+ Fail-to-Wire: 8x1GE Copper; 6x10GE or 6x25GE SFP+ (SR and LR variants)
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Secure Firewall 4200 Series Architecture

2x25Gbps

"1‘7

x86 CPU Complex RAM
4215: 1 CPU (64 cores) 4215: 256GB
4225: 1 CPU (128 cores) 4225: 512GB
4245: 2 CPUs (256 cores) 4245 1TB System Bus
4215: 50Gbps
4225: 100Gbps Ethernet
Flow Offload Crypto 4245: 200Gbps i Crypto <=>

Engines Offload \® Engines

Chip-to-Chip Link
4215/4225: 100Gbps <=>

4245: 2x100Gbps

Internal Switch Fabric

mSXZS/SOGbps m16x25/506bp3m1 6x25/50Gbps

2x1/10/25GE SFP
Management

On-board 8x1/10/25/50GE || Hot-swappable interface Hot-swappable interface
fiber interfaces expansion module expansion module
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Secure Firewall 4200 Series Performance a

4215 4225 4245
<FW+AVC+IPS 65Gbps 85Gbps 145Gbps >
HTTP 1024B Avg Packet
IPsec VPN 45Gbps 80Gbps 140Gbps
HTTP 1024B Avg Packet (45Gbps per tunnel) (57Gbps per tunnel) (57Gbps per tunnel)

TLS Decryption
HTTP 1024B Avg Packet 20Gbps 30Gbps 45Gbps
50% Flows Decrypted

Boost in Boost in Boost in
Upto X AN FW+AVC+Ps ~ UPTO BX A IPsec VPN Unto X AN 708 Decrypt
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Secure Firewall 3100 Series

5 models - 3105 & 3110/20/30/40

single CPU, 12-32 cores
8x1G TX

8x1/10G or 8x1/10/25G plus NetMod bay
64-256GB of RAM

two SSD slots

AC/DC redundant PS (400W)

- Advanced NPU and VPN crypto hardware
Clustering support on 3110-3140, up to 16x nodes

17-45 Gbps for FW+AVC+IPS with 1024 bytes
average packet size

11-39.4 Gbps for IPsec with 1024 bytes average
packet size with release 7.2

/

.
S T T S R e ——
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Secure Firewall 3100 Series

Overview

Appliance-Mode Security Platform for FTD or ASA Application
» Fixed configurations: 3105, 3110, 3120, 3130, 3140

- Lightweight virtual Supervisor module w/Multi-Instance and Clustering SFP Data Interfaces

* Integrated Datapath FPGA w/Flow Offload and Crypto Engine + 8x1/10GE on 3105-3120

* Rear dual redundant power supplies and fan trays + 8x1/10/25GE on 3130-3140

—_—

Py,

c
co»B

Copper Data Interfaces Network Module
« 8x10/100/1000BaseT » 8x1/10/25GE or 6x10/25GE FTW on 3105-3120
. 4x40GE, 2x40GE FTW and 2x100GE on 3130-3140
- 8x10/100/1000BaseT & 6x1GE, 6x10GE, 6x25GE SFP FTW

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 1



Secure Firewall 3100 Series
Architecture
x86 CPU Complex

3105-3110: 24 cores
3120: 32 cores
3130: 48 cores
3140: 64 cores

3105-3120: 25Gbps
3130-3140: 80Gbps

3105-3120 :2x10Gbps 3105-3120: 40Gbps
3130-3140: 2x25Gbps 3130-3140: 50Gbps

Internal Switch Fabric

XXX
3105-3120 :8x10Gbps
8x1Gbps
Yo' d ll!!!!jl b mmm-smo: 8x25Gbps

RAM
3105-3110: 64GB
3120-3130: 128GB

3140: 256GB

Flow Offload Crypto WA N Crypto
Engine Offload \* %4 Engine

iiii 3105-3120 :8x10Gbps
1434+ 3130-3140: 8x25Gbps

10GE SFP On-board 8x1GE 3105-3120: On-board 8x10GE SFP
Management/Events copper interfaces 3130-3140: On-board 8x25GE SFP

Hot-swappable interface
expansion module

System Bus

G

Ethernet

—

Chip-to-Chip Link
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Secure Firewall 1200 Series Compact ﬂ @

- 3 models - 1210CE, 1210CP, 1220CX
+  Network/Security SoC with 8 ARM cores design
16GB of RAM
«  480GB of NVMe storage
- Fixed 8x1GE:

1210CP - 4 ports with UPoE+ support
(120W total, max of 90W per port)

1220CX - plus 2x 1/10G SFP+

- Multiple SoC-embedded accelerators
« encryption/decryption

. traffic processing

- Up to 2.6Gbps (450B) or up to
9Gbps (1024B) for NGFW traffic profiles
(~10x over 1010, ~3x over 11xx)

- Upto 10Gbps for IPsec VPN, and
up to 1.5Gbps for TLS 1.2/1.3

;
'N—\“’W-@ln H

Osv—

| -~ o (imm ... WU
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Secure Firewall 1200 Series Compact

Overview

Appllance mode Security Platform for FTD or ASA Application
Desktop form factor (1210, 1220)
« Fully integrated System-on-a Chip (SoC) with embedded
networking/security acceleration 2x SFP+

« Active/standby HA support (no clustering, no multi-instance) on CSE1220CX

+ Optional rack mounting kit
* Quiet blower for active cooling
» External brick-style AC power adapter

model

] l
Cisco — — — — —— — — S——
= [E JEE § JEC R ] [== JE § = = ] JEC R | g | - - -
el fe T T W o0 T °
@ (55¢
®  12vbc—55a S 1 2 3 4 5 7 8

8x T000BASE-T 4 ports with UPoE+
Ethernet on CSF1210CP
model

e

USB 3
Type A

Management
Ethernet

RJ-45 &
USB-C
console

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Secure Firewall 1200 Series Compact

Architecture

AV 4
M

Management
interface

Network/Security SoC with ARM cores

1210 & 1220: 8 Cores RAM
1210-1220: 16GB

Inline Crypto Accelerator

Internal Switch Fabric

| memaiswwnFai
T

On-board copper interfaces On-board SFP+ interfaces

System Bus

)

Ethernet

—
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Secure Firewall 1200 Series Compact

Key Metrics 1210CE/CP 1220CX
FTD AVC+IPS 6 Gbps 9 Gbps
HTTP 1024B average packet size
IPsec VPN 5 Gbps 10 Gbps
1024B TCP w/FastPath
TLS 1 Gbps 1.5 Gbps
50% decrypt
Concurrent sessions 200k 300k
with AVC
New connections 35k 50k
per second
Maximum VPN peers 200 300

Maximum VRFs 5 10
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Secure Firewall 1200 Series Compact
Key Metrics

1210CE/CP 1220CX
ASA _ 6.5 Gbps 15 Gbps
UDP 1500B average packet size
ASA multiprotocol 6 Gbps 12 Gbps
HTTP, SMTP, FTP, IMAPv4, BitTorrent, DNS mix
IPseC_ | 5.5 Gbps 12 Gbps
450B site to site, AES-256
Concurrent sessions 200k 300k
full stateful tracking and inspection
New connections 175k 250k
per second
Maximum VPN peers 200 300
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Secure Firewall 1200 Series

3 models - 1230, 1240 and 1250 4
Network/Security SoC with 12-16 ARM cores design
16-32GB of DDR5 RAM
960GB of NVMe storage
Fixed 8x1GE (1230 & 1240) and 8x1/2.5GE (1250)
Fixed 4x SFP+ (1/10G)

Multiple SoC-embedded accelerators

encryption/decryption

traffic processing

Up to 12Gbps (450B) or up to 18Gbps : — T O D0
(1024B) for NGFW traffic profiles

Up to 22 Gbps for IPsec VPN, and
up to 4 Gbps for TLS 1.2/1.3

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 18



Secure Firewall 1200 Series a @

Overview
Copper Data Interfaces
« 1230-1240: 8x1000BaseT SFP Data Interfaces
. 1250: 8x1/2.5GBaseT « 1230, 1240, 1250 : 4x1GE/10GE SFP+

- aliafn (L4 ““.“‘0““‘ 000(00000000
cisco _ & ] .“
et e 80
L
1RU o:o ~
L 2 g CSFJS&% 22896"
Management Appllance Mode Security Platform for FTD or ASA Application
« 10/100/1000BaseT Ethernet Rack-Mount (1230, 1240, and 1250)
* RJ-45 and USB-C console * Fully integrated System-on-a Chip (SoC) with embedded
+ USB-A for external flash networking/security acceleration

« Active/standby HA support (no clustering, no multi-instance)

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 19



Secure Firewall 1200 Series

Architecture

N

y

Management
interface

Network/Security SoC with ARM cores RAM

1230-1240: 12 Cores 1230: 16GB
1250: 16 Cores 1240-1250: 32GB

Inline Crypto Accelerator

1230-1240: 2x10GE 1230-1240: 1x10GE
1250: 1x50GE 1250: 1x25GE

Internal Switch Fabric

1230-1240: 4x1/10GE
8x1GE 1250: 4x1/10GE

On-board copper interfaces On-board SFP+ interfaces

© 2025 Cisco and/or its affiliates. All rights reserved.
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Secure Firewall 1200 Series
Key Metrics

1230 1240 1250
FTD AVC+IPS | 9 Gbps 12 Gbps 18 Gbps
HTTP 1024B average packet size
IPsec VPN 13 Gbps 18 Gbps 22 Gbps
1024B TCP w/FastPath
TLS 2.5 Gbps 3.1 Gbps 4.1 Gbps
50% decrypt
Concurrent sessions 0.4M 0.6M ™
with AVC
New connections 50k 80k 100k
per second
Maximum VPN peers 500 1000 1500

Maximum VRFs 5 5 10
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Secure Firewall 1200 Series

Key Metrics 1230 1240 1250
ASA | 20+ Gbps 20+ Gbps 20+ Gbps
UDP 1500B average packet size
ASA multiprotocol
Mix of HTTP, SMTP, FTP, IMAPv4, 20+ Gbps 20+ Gbps 20+ Gbps
BitTorrent, and DNS
Psec 13 Gbps 18 Gbps 22 Gbps
450B site to site, AES-256
Concurrent sessions
full stateful tracking and 0.4M 0.eM ™
inspection
New connections 350k 450k 550k
per second
Maximum VPN peers 500 1000 1500

All performance estimates are subject to change in public release.
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Secure Firewall 9300 Series

- 1 chassis, choice of three Service Modules

- central Supervisor with switching fabric - 2x40GE towards each Service Module, 5x40GE towards Network Module bays
«  8xSFP/SFP+ ports built-in plus one SFP management port

- two Network Module bays - choice of 1/10/40/100GE interfaces & FTW

« each Service Module can run either ASA or FTD - support for mixed mode operation

- AC/DC redundant PS (3000W)

- Advanced NPU and VPN crypto hardware on each Service Module

« Clustering support on all models - up to 16x

« up to 64 Gbps for FW+AVC+IPS with 1024 bytes
average packet size per Service Module

« upto 51 Gbps for IPsec with 1024 bytes average
packet size with release 7.2 per Service Module

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 23



Secure Firewall 9300 Series Overview

Supervisor Network Modules
* Application deployment and orchestration « 10GE, 40GE, 100GE
» Network attachment and traffic distribution « Hardware bypass for inline NGIPS

» Clustering base layer for ASA or FTD

5 s s L = =0 o < <
.'_ 28305506 6000 0060

3RU

Security Modules

* Embedded Smart NIC and crypto hardware

« Cisco (ASA, FTD) and third-party (Radware DDoS) applications
» Standalone or clustered within and across chassis

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 24



Secure Firewall 9300 Series

Supervisor Module

RJ-45 1GE Management Built-in 10GE Data Optional Network
Console Interface (SFP) Interfaces (SFP+) Modules (NM)

Network interface allocation and security module connectivity
LACP or Static (in FXOS 2.4.1) Port-Channel creation with up to 16 member ports
Up to 500 VLAN subinterfaces for Container instances in FXOS 2.4.1

Application image storage, deployment, provisioning, and service chaining

Clustering infrastructure for supported applications

Smart Licensing and NTP for entire chassis

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 25



Secure Firewall 9300 Series

Supervisor Architecture

System Bus
Security Security Security mm——)
Module 1 Module 2 Module 3
2x40Gbps Ethernet

Internal Switch Fabric
(up to 24x40GE)

s A

On-board 8x10GE
interfaces Slot 1 SIot 2

x86 CPU

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 26



Secure Firewall 9300 Series

Security Module Architecture

RAM System Bus
——)
SM-24/36/44: 256Gb x86 CPU 1 x86 CPU 2
SM-40/48/56: 384Gb
24,36, 40, 44, 48, or 56 24, 36, 40, 44, 48, or 56 Ethernet
cores cores =

2x100Gbps

Smart NIC and
Crypto Accelerator

2x40Gbps

Backplane Supervisor Connection

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 27



Secure Firewall 9300 Series

Security Modules
- Built-in hardware Smart NIC and Crypto Accelerator
-« SM-40, SM-48, and SM-56

- Dual 1.6TB SSD in RAID1 by default
- Higher performance on cryptographic operations

- Previous generation SM-24, SM-36, and SM-44
- Dual 800GB SSD in RAID1 by default
- SM-24 is NEBS Level 3 Certified

- Mixed standalone modules supported in FXOS 2.6.1
- Mixed modules supported with FTD multi-instance clustering in FXOS 2.8.1

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 28



Secure Firewall 4100 Series

/
4 models, 4112/4115/4125/4145

12-44 CPU physical cores

8xSFP/SFP+ built-in

two Network Module bays

AC/DC redundant PS (1100W AC/950W DC)

- Advanced NPU and VPN crypto hardware

Clustering support on all models, 16x

53 Gbps for FW+AVC+IPS with 1024 bytes
average packet size

24 Gbps for IPsec with 1024 bytes average
packet size with release 7.2

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 29



Secure Firewall 4100 Series Overview

Solid State Drives

Built-in Supervisor and Security Module « Independent operation (no RAID)
« Same hardware and software architecture as 9300 « Default slot 1 provides 200-800GB of total storage
« Fixed configurations (4110-4150) * Slot 2 adds 400GB of AMP storage

1RU

Network Modules
* 10GE and 40GE interchangeable with 9300
 Partially overlapping fail-to-wire options

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 30



Secure Firewall 4100 Series Architecture

RAM

4110: 64Gb

e x86 CPU 1 x86 CPU 2

4120: 128Gb

. 4110: 24 cores 4110: N/A
4125: 192Gb m
4115/4120: 24 cores 4115/4120: 24 cores SySte Bus

4140: 256Gb
4125: 32 cores 4125; 32 cores 4m—)

4145: 384Gb : ;
4150: 256Gb 4140: 36 cores 4140: 36 cores
4145/4150: 44 cores 4145/4150: 44 cores

4110: 1x100Gbps Ethernet

4115-4150: 2x100Gbps <=>

Smart NIC and

Crypto Accelerator

4110: 1x40Gbps
4115-4150: 2x40Gbps

Internal Switch Fabric x86 CPU
(up to 18x40GE)

2x4OGbpsﬁ II 5x406bpsﬁﬁ II IIII ﬁSxAOGbps

On-board
8x10GE interfaces Slot 1 Slot 2

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 31



Secure Firewall 4700/9300 Series

Smart NIC and Crypto

x86 CPU 1 x86 CPU 2

Crypto Accelerator

« Single on 4110, dual elsewhere

» Configurable core bias to IPsec/TLS
on 4110, 4120, 4140, 4150 and
9300 SM-24, SM-36, SM-44;
shared elsewhere

» IPsec S2S and RAVPN

« TLS/DTLS RAVPN

» TLS inspection assistance

Cisco Programmable NIC
« Single on 4110, dual elsewhere

» 40Gbps connectivity each

+ Packet Matching and Rewrite System Bus
« Tracks 2M flows for Flow Offload 4—)
FXOS 2.3.1
Ethernet

Internal Switch Fabric e

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 32



Secure Firewall 2100 Series

4 models (2110, 2120, 2130, 2140) [

4-16 cores
12x1G TX

4x SFP (2110/20) or 4x SFP+ (2130/40)
16-64GB of RAM

cene
e AR AL L LT
=

one 200GB SSD disk with one optional for redundancy . i :].::" B R e
e I L 1 “" :: 202

250-400W AC (2110-2140)
350W DC (2130-2140) power supply

- Advanced x86 processing with multi-core NPU

2.5Gbps to 10Gbps for FW+AVC+PS with i g A gy
1024 bytes average packet size =

365Mbps to 1.4Gbps for TLS decryption
performance

950Mbps to 3.5Gbps for IPsec with 1024 bytes
average packet size

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 33



Secure Firewall 2100 Series Overview

Integrated Security Platform for FTD or ASA Application
 Lightweight virtual Supervisor module

« Embedded x86 and NPU with Hardware Crypto Acceleration SFP/SFP+ Data Interfaces

« Fixed configurations (2110, 2120, 2130, 2140) * 4x1GE on 2110 and 2120
« Dual redundant power supplies on 2130 and 2140 only * 4x10GE on 2130 and 2140

‘ P ————— BT oy
ENIL i | plLn peTSTSOrvearoreors =0 PDpi® )
vavaw, . . s sl ol ok iRy : ‘ o :
T gessessssseseseses Ml {
 20%%e%%:%:0 ° : '
: T e e g.g.-am o« M %0
s o wm wma A e CONSOLE CHry IS UR SR EER Y DR R T .!.2.--- -,
Copper Data Interfaces Network Module
* 12x1GE Ethernet * 2130 and 2140 only

+ Same 8x10GE SFP module as on 4100/9300

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Secure Firewall 2100 Series Architecture

x86 CPU

2110: 4 cores
2120: 6 cores
2130: 8 cores
2140: 16 cores

'2x1 0Gbps

Network Processor Unit (NPU)

2110: 6 cores
2120: 8 cores
2130: 12 cores
2140: 16 cores

2110-2120: 2x10Gbps
2130-2140: 1x40Gbps

Internal Switch Fabric

2110-2120
2130-2140:

RAM

2110-2120: 16GB System Bus

2130: 32GB
2140: 64GB 4—)

Ethernet
RAM
eyt

2110-2120: 8GB
2130-2140: 16GB

:4x1Gbps

Management
interface

On-board 12x1GE
copper interfaces

On-Board 4xSFP
interfaces

Interface expansion
module (2130-2140 only)

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 35



Secure Firewall 1010/1010E

/

1 model - 1010/1010E
4 physical cores
8x1G TX, 2 ports (7/8) with PoE IEEE 802.3at on 1010
8GB of RAM
one 200GB SSD disk
AC 115W (1010 for PoE) or 55W (1010E has no PoE support)

- x86 with hardware assisted cryptographic processing
(QAT) for IPsec & TLS

0.85Gbps for FW+AVC+IPS with
1024 bytes average packet size

195Mbps for TLS decryption performance

400Mbps for IPsec with 1024 bytes
average packet size

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 36



Secure Firewall 1100 Series

—
3 models - 1120, 1140 & 1150

12-16 physical cores

8x1G TX

4x SFP (1120/1140) or 2x SFP + 2x SFP+ (1150)
16-32GB of RAM

one 200GB SSD disk

AC 100W (1120/1140/1150) power supply

- x86 with hardware assisted cryptographic processing
(QAT) for IPsec & TLS

2.3Gbps to 5Gbps for FW+AVC+IPS with
1024 bytes average packet size

850Mbps to 1.4Gbps for TLS decryption performance

1.2Gbps to 2.4Gbps for IPsec with 1024 bytes
average packet size

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 37



Secure Firewall 1010/E Overview

Integrated Security Appliance with ASA or FTD
» Embedded x86 CPU with QuickAssist Crypto Acceleration
» Fixed non-modular configuration

Desktop ..
LK

Copper Data Interfaces
* 8x1GE Ethernet

 Built-in Layer 2 switch
« Power over Ethernet (PoE) on ports 7 and 8

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 38



Secure Firewall 1100 Series Overview

Integrated Security Appliance with ASA or FTD SFP Data Interfaces
* Embedded x86 CPU with QuickAssist Crypto Acceleration e 4x1GE on 1120 and 1140
« Fixed non-modular configurations (1120, 1140, 1150) « 2x1GE, 2x10GE on 1150

&
N J

esee
000
sess

Ty

oo

ss<

(“
&

Copper Data Interfaces Field Replaceable SSD
* 8x1GE Ethernet
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Secure Firewall 1100 Series Architecture

%86 CPU System Bus
RAM ¢ ’

1010: 8 cores

1120: 24 cores 1010: 8Gb

1140: 32 cores 1120-1140: 16Gb Ethernet

1150: 32 cores 1150: 32GB <=>

1010: 2x2.5Gbps
1120-1150: 2x10Gbps

Internal Switch Fabric
Embedded Layer 2 Switch (1010 only

vl 033888 B8 8 foow

Management On-board 8x1GE copper On-Board 4xSFP interfaces
interface interfaces (1120-1150 only)

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 40



Secure Firewall ISA 3000 Series

/

« 2 models

Intel 4-core Atom CPU, I-Temp compliant

4x 10/100/1000TX or 2x10/100/1000TX & 2xSFP; dedicated
10/100/1000 Management Port

8GB of RAM, 16GB of flash memory + mSATA 64GB with 1GB
removable SD flash card

Dual internal DC power supplies

Built for harsh environments and temperature ranges
(-40F to 158F; -40C to 70C)

Hardened for vibration, shock, surge, and electrical noise immunity

Broad OT protocol coverage (universal to all Snort 3 based sensors):
BACnet, CIP, COSEM, COTP, DNP3, GOOSE, GSE, ECP, FDC, Honeywell
CS/NIF Server & Esperion DSA Server monitor, IEC 60870-5-104, IEC
61850 MMS, Modbus, Omron FINS, OPC-UA, Q.931, Siemens S7, SRC,
TPKT - plus all (3000+) OpenApplD applications

Can run either ASA or FTD code

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 41



Last Day of Support (LDoS)

Please plan migration to 1200, 3100 and 4200 series

August 31, Aug 31, 2026
« FP7050 2025 + ASA 5506
« FP7110 * 4120 + ASA 5508
« FP7115 « 4140 « ASAB516
« FP7120 * 4150
« FP7125 » 9300 SM-24
« FP8350 * 9300 SM-36
» FP8360 * 9300 SM-44
« FP8370
« FP8390 Sep 30, 2025

* ASA 5525

* ASA 5545

' ASA 5555

We’re herel
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Simplifying Multi-Cloud Environments

Jen. (EEEEEE aws @ s oot rackspace

- technology.

, l N
NUT ANI)( ;‘/KV M Google Cloud Platform

NEW
wmpere | omas Wy €3 alkia

ESXi CLOUD INFRASTRUCTURE E Q UINIX Alibaba CIOud

| ™
openstack.
- New New New

Google Cloud Platform

Virtual firewall performance-based licensing from TO0OMbps up to 16Gbps

Cloud Leadership

. : Integration with cloud native . : : .
Clustering & Auto Scaling services & infrastructure Accelerated Networking Smart & Tiered Licensing
Dvnamic Polic Quickstarts, Infrastructure as Gateway Load balancer Snaoshots |
y y Code and Automation integration P
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Smart Licensing Performance Tiers

« 7.0+ Evaluation mode and Smart License performance tiers
* Current perpetual BASE license moves to a subscription model

FTDv5 4 cores/8 GB 100Mbps

FTDv10 4 cores/8 GB 1Gbps 250
FTDv20 4 cores/8 GB 3Gbps 250
FTDv30 8 cores/16 GB 5Gbps 250
FTDv50 12 cores/24 GB 10Gbps 750
FTDv100 16 cores/32 GB 20Gbps 10000
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Secure Firewall Network Modules
2100/4100/9300 and 3100/4200 portfolio

3100 network modules SW release 4200 network modules SW release
FPR3K-XNM-8X10G 8x 1/10G SFP+ 7.1 FPR4K-XNM-8X1GF 8x 1G FTW
FPR3K-XNM-8X25G 8 port 1/10/25G SFP+ 7.1 (3130/40) FPR4K-XNM-6X10SRF/LRF 6x10G FTW (SR or LR)
EPR3K-XNM-4X40G 4x 40G QSFP+ 7.2 (3130/40) FPR4K-XNM-6X25SRF/LRF 6x 25G FTW (SR or LR)
(breakout supported to 4x10G)
EPR3K-XNM-8X1GE 8x 1GE TX ETW 73 FPR4K-XNM-8X10G 8x 1/10G SFP/SFP+
- - 7.4.0
FPR3K-XNM-6X1SXF 6x 1GE SX FTW 7.2.3/7.3.1 FPR4K-XNM-8X25G 8x 1/10/25G SFP/SFP+
_ _ 4x 40G QSFP+
FPR3K-XNM-6X10SRF/LRF  6x10G FTW 7.2.3/7.3.1 FPR4K-XNM-4X40G (supports 4x10G)
FPR3K-XNM-6X25SRF/LRF  6x25G FTW 7.2.3/7.3.1 EPRAK-XNM-2X100G 2x100G QSFP/QSFP28
(supports 4x10/25G or 40G)
3130/3140 only: 4x200G QSFP+
_ _ 2x100G QSFP/QSFP28 FPR4K-XNM-4X200G
FPR3K-XNM-2X100G (40/100G + breakout to 4x10G 7.4.1 (supports 40/100G)
or 4x25G supported)
FPR4K-XNM-2X400G 2x400G 7.6 (7.7%)

(supports 4x10, 4x25, 200G*)

All FTW modules have built—in optics, and it’s fixed.
Same-kind OIR is supported.
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Secure Firewall Network Modules
2100/4100/9300 and 3100/4200 portfolio

2100 network modules 4100 network modules SW release
FPR2K-NM-8X10G 8 port SFP+ FPR4K-NM-8X1G-F 8x1GE FTW

FPR2K-NM-8X1G 8 port SFP FPR4K-NM-6X1SX-F 6x 1GE SX FTW

FPR2K-NM-6X1SX-F 6 port 1G SX Fiber FTW FPR4K-NM-6X10SR/LR-F  6x 10G FTW (SR or LR)
FPR2K-NM-6X10SR-F 6 port 10G SR FTW FPR4K-NM-8X10G 8x 1/10G SFP+

FPR2K-NM-6X10LR-F 6 port 10G LR FTW FPR4K-NM-2X40G-F 2x 40G FTW

FPR2K-NM-8X1G-F 8 port 1G Copper FTW FPR4K-NM-4X40G 4x 40G QSFP+

7.3.1 (4112/15/

FPR4K-NM-2X100G 2x 100G QSFP/QSFP28 4125/45)

All FTW modules have built—in optics, and it’s fixed.
Same-kind OIR is supported.
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Secure Firewall Network Modules
2100/4100/9300 and 3100/4200 portfolio

9300 network modules SW release

FPR9K-NM-8X10G 8x 10G SFP+ every release

FPROK-NM-6X10SR-F/LR-F 6x 10G FTW . FXOS 2.0.1
Does not support hot-swapping.

FPR9K-NM-4X40G 4x 40G QSFP+ every release

FPROK-NM-2X40G-F 2x 40G FTW . FXOS 2.0.1
Does not support hot-swapping.

FPROK-DNM-2X100G 2x 100G QSFP28 (doube-wide) FXOS 1.1.4
Does not support hot-swapping.

FPR9K-NM-2X100G 2x 100G QSFP28 FXOS 2.4.1

FPR9K-NM-4X100G 4x 100G QSFP28 FXOS 2.4.1

All FTW modules have built—in optics, and it’s fixed.
Same-kind OIR is supported.
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Secure Firewall Network Modules

Fail-to-Wire network module internals
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Management Designed for the User
Flexibility of cloud or on-premises options

[ Firewall Management Center } [ Firewall Device Manager }
S O e T a—
o S . =3
On premise centralized manager Cloud-delivered centralized manager On-box manager
via NetOps focused

“Cisco Security Cloud”
(Cisco Defense Orchestrator)

‘tses’ SECURE .



Firewall Management Center Appliances Scale

FMC 1700  FMC 2700 FMC 4700
FMC 1600  FMC 2600  FMC 4600
 mMov2  RMovio  FMoes moioo
e e e ot et Enterprise/SPs Enterprise/SPs

2 FTDs 10 FTDs 25 FTDs 50 FTDs 300 FTDs 750 FTDs 1000 FTDs

Maximum number of FTD sensors supported

10 million 10 million 10 million 30 million 60 million 300 million 400 million

< 5,000 < 5,000 < 5,000 5,000 12,000 20,000 30,000

Maximum event rate (EPS)
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Secure Firewall FMC 1700/2700/4700

/

3 models - 1700/2700/4700
1x AMD CPU (8-24 cores)
2x10G NIC for connectivity (Intel X710)
2x10/25G (Intel EB10XXVDA?2) additional ports in 4700
32-128GB of RAM
2.4TB-120TB of HDD space
240GB SSD recovery disk

50 (1700), 300 (2700) and 1000 (4700) sensors
supported

30, 60, 400M IPS events supported
5/12/30k FPS flow rate
50, 150, 600k network hosts
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Firewall Management Center Virtual 300

-~

» Up to 300 managed devices

alraln Firepower Management Center Overview Analysis Policies Devices Objects Intelligence © & © 139279nrajibv
 KVM and Azure support

Overview / Dashboards Report Designer

Summary Dashboard

« CPU: 2 x 8 cores, Memory: 64 GB, hard disk: | ==eemmmm
22 TB Network x Threats Intrusion Events Status Geolocation QoS Show the Last 6 hours *+ N

Add Widgets

. . » Unique Applications over Time - X » Top Web Applications Seen -X » Top Client Applications Seen - X
O M Ig rate eaS| Iy from One FMC mOdel to 160 ipphcanon ¥ Total Bytes (KB) A-opllcanon ¥ Total Bytes (KB)
another Al ] B | | S ey
- High Availability for on prem, AWS and OCI . S - E <=3

10,873.11

clouds - 7.1 or higher L b

» Traffic by Application Risk s » Top Server Applications Seen - X » Top Operating Systems Seen

* Supported software releases:
FTD 6.5 or higher - including multi-instance =
 FMC 6.5 or higher

s
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Scalable Event Aggregation On-Premises and

In Cloud

High event scale with long term storage

» External event storage at massive
scale, in cloud or on-premises

+ Single unified event interface in FMC

* ML-powered behavioral and flow
analysis available on events

» Based on Secure Network Analytics
(Stealthwatch) technology

[r——

Firewall Management
Center

"osen’ SECURE

Security Analytics and Logging
(on-premises or in cloud)




Firewall Log Retention

Easily expand available event history and meet your industry’s compliance standards
with scalable Cisco FTD and ASA Firewall log retention

On-premises )

+ Single Node Cloud retention, scale as you

« Max 20,000 eps at 25 days grow
[SEENON 100,000 eps, scalable

- Data Store 90 days retention by default,

extendable to 1, 2, or 3 years
* Max 100,000 eps over 30
days retention

‘aisco SECURE




Throughput

Considerations




Third-Party Security Reference Evaluations

FORRESTER "«

LEADER 2024

FORRESTER

WAVE
_ _ ) LEADER 2024
Leader in enterprise Firewall n ,

irewall

FORRESTER

WAVE
LEADER 2024

Leader in Microsegmentation Sy

Solutions

NetSec

University of New Hampshire
InterOperability
Laboratory

Best inspected throughput

— 2024 —
WINNER

* g K

CYBER
SECURITY

EXCELLENCE
AWARDS

Cybersecurity
Excellence Award

BEST
Next Generation
Firewall

WINNER 2024

2024 Best
Next Gen
Firewall

Global InfoSec
Award

Finalist

/€BLOBALY\
INFOSEC AWARDS

WINNERS

CYBER DEFENSE MAGAZINE

a2y

2022

FORTRESS
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How would you test your firewall?

Methodology? Tools?

Network Working Group S. Bradner
Request for Comments: 2544 Harvard University
Obsoletes: 1944 J. McQuaid
Category: Informational NetScout Systems

March 1999

Benchmarking Methodology for Network Interconnect Devices
Status of this Memo

This memo provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
memo is unlimited.

Copyright Notice
Copyright (C) The Internet Society (1999). All Rights Reserved.
IESG Note

This document is a republication of RFC 1944 correcting the values
for the IP addresses which were assigned to be used as the default
addresses for networking test equipment. (See section C.2.2 ). This
RFC replaces and obsoletes RFC 1944.

Abstract

This document discusses and defines a number of tests that may be
used to describe the performance characteristics of a network
interconnecting device. In addition to defining the tests this
document also describes specific formats for reporting the results of
the tests. Appendix A lists the tests and conditions that we believe
should be included for specific cases and gives additional
information about testing practices. Appendix B is a reference
listing of maximum frame rates to be used with specific frame sizes
on various media and Appendix C gives some examples of frame formats
to be used in testing.

https://datatracker.ietf.org/doc/html/rfc2544

Network Working Group B. Hickman
Request for Comments: 3511 Spirent Communications
Category: Informational D. Newman
Network Test

S. Tadjudin

Spirent Communications

T. Martin

GVNW Consulting Inc

April 2003

Benchmarking Methodology for Firewall Performance
Status of this Memo
This memo provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
memo is unlimited.
Copyright Notice
Copyright (C) The Internet Society (2003). All Rights Reserved.
Abstract
This document discusses and defines a number of tests that may be
used to describe the performance characteristics of firewalls. In
addition to defining the tests, this document also describes specific

formats for reporting the results of the tests.

This document is a product of the Benchmarking Methodology Working
Group (BMWG) of the Internet Engineering Task Force (IETF).

https://datatracker.ietf.org/doc/html/rfc3511
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How would you test your firewall?
Methodology? Tools?

Change between iPerf 2.0, iPerf 3.0 and iPerf 3.1

« iPerf2 features currently supported by iPerf3:
o TCP and UDP tests
o Set port (-p)
o Setting TCP options: No delay, MSS, etc.
o Setting UDP bandwidth (-b)
o Setting socket buffer size (-w)
Reporting intervals (-i)
o Setting the iPerf buffer (-I)
o Bind to specific interfaces (-B)
IPvé tests (-6)
Number of bytes to transmit (-n)
Length of test (-t)
o Parallel streams (-P)

‘ o Setting DSCP/TOS bit vectors (-S)

o Change number output format (-f)
o New FeaturesiniPerf3.0:
o Dynamic server (client/server parameter exchange) - Most server options from iPerf2 can now be dynamically set by the client
o Client/server results exchange
o AiPerf3server accepts a single client simultaneously (multiple clients simultaneously for iPerf2)
> iPerf API (libiperf) - Provides an easy way to use, customize and extend iPerf functionality
o -R, Reverse test mode - Server sends, client receives
o -0, --omit N : omit the first n seconds (to ignore TCP slowstart]
/ o -bandwidth n[KM] for TCP (only UDP for IPERF 2): Set target bandwidth to n bits/sec (default 1 Mbit/sec for UDP, unlimited for TCP).

© -V, --verbose : more detailed output than before

© -J,--json : output in JSON format

o --zerocopy : use a 'zero copy' sendfile() method of sending data. This uses much less CPU.
o T, --title str : prefix every output line with this string

o -F,--file name : xmit/recv the specified file

o ffinity n/n,m : set CPU affinity (cores are numbered from O - Linux and FreeBSD only)

-k, --blockcount #[KMG] : number of blocks (packets) to transmit (instead of -t or -n)

-4, --version4 : only use IPv4

o -6, --versioné : only use IPvé

-L, --flowlabel : set IPvé flow label (Linux only)

-C, --linux-congestion : set congestion control algorithm (Linux and FreeBSD only) (-Z in iPerf2)

o -d,--debug : emit debugging output. Primarily (perhaps exclusively) of use to developers.

o -s,--server : iPerf2 can handle multiple client requests. iPerf3 will only allow one iperf connection at a time.

o

°

°

o

o New FeaturesiniPerf3.1:
o -l,--pidfile file write a file with the process ID, most useful when running as a daemon.
> --cport : Specify the client-side port.
o --sctp use SCTP rather than TCP (Linux, FreeBSD and Solaris).
udp-counters-64bit : Support very long-running UDP tests, which could cause a counter to overflow
o --logfile file : send output to a log file.
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How would you
Methodology? Tools?

test your firewall?

mm
cisco

Firewall Performance Estimator

Traffic Patterns Used/Referenced in Tests
450B HTTP Test (11KB Object)

This test measures throughput with a lot of clients and servers that use a transactional HTTP pr
client who downloads a relatively small object (11KB). Due to the TCP protocol overhead, the a\
While most real-world deployments would rarely experience such a traffic pattern, this measurer
baseline with a lot of room to grow.

1024B HTTP Test (256KB Object)

This test is very similar to the 450B HTTP one, but it uses a larger and more realistic object size
overhead, the average frame size is around 1024 bytes. This represents typical production conc
metric to leverage when choosing a firewall appliance.

1500B UDP

This test uses a transactional UDP profile with 1500-byte frames. Due to the stateless nature of
Many vendors use this profile to measure maximum firewall performance, but it is only practical
world conditions.

TLS

This test follows the 1024B HTTP test conditions with 50% of sessions encapsulated into TLS (t
Client TLS sessions use AES256-SHA cipher with 2048-bit RSA keys, and the server is assume
decryption. These test results can be linearly extrapolated for other percentages of TLS traffic; fi
twice as high with 25% of HTTPS connections in the overall traffic mix.

o This tool suggests hardware based on typical traffic and network conditions in a customer environment. Actual performance may vary significantly based on actual traffic composition,
policies used, selected features, and other factors. Numbers shown are measured with Inline or Routed pairs. Other modes such as passive and tap will have different performance
impacts. Perform a POV for exact numbers.

& Feedback

Filters
H
Throughput ® Network Profile (Packet Size Mix) ® Enabled Features
2 Inline Pairs ® Routed Mode ® Default  Small Datasheet Custom CE® NGIPS Only ® Snort 3 only @

Base (AVC) ©® Threat (IPS) ®

733.50B Average Packet Size ©

() Content (URL Filtering) © [ Malware (AMP) ©

(5 Owm G

Total Utilization % ®

TLS Decryption and VPN IPsec
(Supports 0%, 10%, 50% & 100% - choose 0% / 100% for only TLS or only VPN IPSec)

TLS Decryption @ 50% VPN IPSec @ 0%  Clear Text © 50%
Custom All (0-200) e—) O O
Percent of traffic that contains encrypted TLS inside the IPSec VPN ®
0%
Advanced Filters 0 ing Sy (Firep Threat Def ) >

https://techzone.cisco.com/t5/FirePOWER-Threat-Defense/Testing-
methodology-used-for-Cisco-Secure-Firewall-Threat/ta-p/1968099

Cisco Partners have access to: https://ngfwpe.cisco.com
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How would you test your firewall?
Methodology? Tools?

Netsec 10N CERTIFICATIONS ABOUT PROGRAMS MEDIA BLOG

Internet Engineering Task Force (IETF) B. Balarajah
Request for Comments: 9411
Obsoletes: 3511 C. Rossenhoevel
Category: Informational EANTC AG
Published: March 2023 B. Monkman NetSeCOPEN MEMBERS
ISSN: 2070-1721 NetSecOPEN

Benchmarking Methodology for Network Security Device Performance ol I 1 I I s EANTE= F::RTINET. M‘ KEYSIGHT

CIsCO

Abstract

This document provides benchmarking terminology and methodology for

next-generation network security devices, including next-generation

firewalls (NGFWs) and next-generation intrusion prevention systems JUﬂ
(NGIPSs). The main areas covered in this document are test

terminology, test configuration parameters, and benchmarking

methodology for NGFWs and NGIPSs. (It is assumed that readers have a

working knowledge of these devices and the security functionality

they contain.) This document aims to improve the applicability,

reproducibility, and transparency of benchmarks and to align the test . i sy o Mow Hamosh
mefc)hodology wizh today's iﬁcreasingly complex layer 7 secugity— SO[\“CWALL Osplrent @ IBENE 10l E‘a‘ﬁé‘,’;iﬁif}“‘“”
centric network application use cases. As a result, this document

makes RFC 3511 obsolete.

https://datatracker.ietf.org/doc/html/rfc9411

Eb‘SE Labs & SecurelQlab

NETWORKS

@gch(}uard
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How would you test your firewall?
Methodology? Tools?

Application Traffic Mix Performance®

Key Performance Indicator Healthcare traffic mix Education traffic mix
Inspected Throughput 3,589 Mbit/s 3,164 Mbit/s
Application Transactions per second 15,030 17,691
Table 2: Results summary for application mix traffic test
C ISsCo S y stems HTTP Traffic Performance
Key Performance Indicator Values

Connections Per Second (CPS) 42,366 CPS @ 1 KByte and 13,889 CPS @ 64 KByte object sizes

Cisco Secure Firewall 3105 Inspected Throughput 11,254 Mbit/s @ 256 KByte and 922 Mbit/s @ 1 KByte object
sizes
P ROD UCT VERS l ON : Transactions Per Second (TPS) 80,018 TPS @ 1 KByte and 5,241 TPS @ 256 KByte object sizes
7411 Time to First Byte (TTFB) 1.53 ms average TTFB @ 1 KByte and 1.51 ms average TTFB @ 64
KByte object sizes?
DATE: October 8/ 2024 Time to Last Byte (TTLB) 0.75 ms average TTLB @ 1 KByte and 1.63 ms average TTLB @ 64
KByte object sizes?
Concurrent connection 1,999,872 average concurrent connection
Table 3: Results summary for HTTP tests

CERT| F|CAT|ON REPO RT HTTPS Traffic Performance

Key Performance Indicator Values

Connections Per Second (CPS) 6,922 CPS @ 1 KByte and 4,927 CPS @ 64 KByte object sizes

LAB RE PO RT Inspected Throughput 4,545 Mbit/s @ 256 KByte and 549 Mbit/s @ 1 KByte object sizes
Transactions Per Second (TPS) 38,352 TPS @ 1 KByte and 2,076 TPS @ 256 KByte object sizes
Time to First Byte (TTFB) 3.02 ms average TTFB @ 1 KByte and 3.01 ms average TTFB @ 64
KByte object sizes?
Time to Last Byte (TTLB) 1.01 ms average TTLB @ 1 KByte and 2.29 ms average TTLB @ 64
KByte object sizes?
Concurrent connection 149,040 average concurrent connection

Table 4: Results summary for HTTPS tests

https://www.netsecopen.org/_files/ugd/150f3f c9447032940f4cff96855327329eb013.pdf
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Generalized architecture view

Cisco Firewall Threat Defense Architecture

CPU Complex

Flogngﬁf = G |‘ Crypto
Offload Engine

(FPGA/NPU)

Internal Switch Fabric (ASIC)

System Bus
)
1'71“7
Management Onboard and Network Module Ethernet
i . P
interfaces PHY (interfaces)

Chip-to-Chip Link
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Generalized architecture view

Critical flow components

CPU Complex

Flow Offload
Engine
(FPGA/NPU)

I

a Internal Switch Fabric (ASIC)
ﬁ System Bus

vV _V
M_anagement Onboard anq Network Module Ethernet
interfaces PHY (interfaces)

Chip-to-Chip Link

Offload

'S
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Why the architecture matters?

Traditional design - overall processing flow

Crypto Accelerator

Internal Internal
I Switch Switch I }
Fabric Fabric

Heating the planet part
AKA looking for threats

Ingress to device Egress from device
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Why the architecture matters?

New Cisco design - inline processing with hardware offload

> Crypto Accelerator [

Internal I m I Internal

[ Switch Switch I >
Fabric Fabric

Heating the planet part
AKA looking for threats

Ingress to device Egress from device
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Configurable CPU Core Allocation @

- FTD had a static CPU core allocation between Data Plane and Snort

FTD on 4145

Data Plane (32 Cores) “Snort” Advanced Inspection (52 Cores) System (2 cores)

- Tailor FTD to a specific use case with a configurable allocation
- Select from a few templates in FTD 7.3; dynamic in the future
- VPN headend or basic stateful firewall would use more Data Plane cores
- Heavy IPS and file inspection would bias toward more “Snort” cores

- 7.4.1 brings support for 3100 & 4200
- support already on FTDv, 4100, 9300
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Configurable CPU Core Allocation

- FTD had a static CPU core allocation between Data Plane and Snort

Data Plane (32 Cores)

FTD on 4145

“Snort” Advanced Inspection (52 Cores) System (2 cores)

Name

Core allocation

Default

VPN heavy with prefilter
VPN heavy

IPS heavy

Normal for balanced FTD system
90% cores for data plane, 10% for Snort
60% cores for data plane, 40% for Snort

30% cores for data plane, 70% for Snort
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Single-Flow Performance Considerations

2
7. Transistors

- A single stateful flow must be processed 4 |

by one processor core at a time . (thousands)
- Trying to share a complex data structure
leads to race conditions | Singlethread
. Performance
- Stateless parallel processing leads to " oot
out-of-order packets | Frequency

o (MHz)

Typical Power
T (Watts)

- No magic trick to single-flow throughput
- Deploy more powerful CPU cores

* Number of
:‘ Cores

- Reduce the amount of security inspection

. . 19i75 19iSO 19iBS 19i90 19i95 20iOO 20iOS 20ilo 2615
- Pay performance price for real security

- ...0r deploy a router or a switch instead

Source:
https://science.osti.gov/-/media/ascr/ascac/pdf/reports/2013/SC12_Harrod.pdf
https://www.lanl.gov/conferences/salishan/salishan2011/3moore.pdf
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Managing Single-Flow Throughput

- Roughly estimated as overall throughput divided by Snort cores
« 145Gbps of 1024-byte AVC+IPS on 4245 / 63 Snort cores = ~2.3Gbps
« 65Gbps of 1024-byte AVC+IPS on 4215 / 15 Snort cores = ~4.3Gbps

- Egress Optimization improves throughput by up to 20% in FTD 6.4 NGIPS
mode, and in some VPN scenarios with 7.0

- Reducing impact on all flows from few Superflows is more important

- “What does your security policy tell you to do?”
- NGFW performance capacity must not dictate your security policy

- Flow Offload vs Snort 3 Elephant Flow Offload (7.2+) or
Intelligent Application Bypass (IAB) (pre 7.2)
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Elephant Flow Detection
Per-flow tracking replaces Intelligent Application Bypass (IAB)

Elephant Flow Settings (2]

@ For Snort 3 FTD devices 7.2.0 onwards, use this window to configure elephant flow.
For all Snort 2 FTD devices or Snort 3 FTD devices 7.1.0 and earlier, use the Intelligent Application Bypass settings.

Elephant flow detection does not apply to encrypted traffic. Learn more

Elephant Flow Detection | @)

Generate elephant flow events when flow bytes exceeds ‘ 1024 ‘ MB and flow duration exceeds ‘ 10 ‘ seconds ¢ Throughput threshold to quallfy as
S R an Elephant Flow

Elephant flow Remediation a O

Optional flow-specific CPU
resource consumption and packet
drop thresholds for remediation.

%

a

If CPU utilization exceeds ‘ 40 % in fixed time windows of ‘ 30 ‘ seconds and packet drop exceeds ‘ 5

Then Bypass the flow @ )

Or Throttle the flow «© Optional flow remediation actions.

-
<

Revert to Defaults ] m
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Flow Offload Operation

Full Inspection
* Dynamically program Offload engine after flow establishment
* Ability to switch between Offload and full inspection on the fly

Cisco Secure Firewall Appliance (or 9300 SM)
CPU Complex

Full FTD or ASA Engine

New and fully Offload Flow
inspected flows instructions updates
Incoming e Established , : Egress
traffic Flow Classifier Rewrite Engine traffic =

Smart NIC

Flow Offload
» Limited state tracking, NAT/PAT, TCP Seq Randomization, <5us for 64B UDP traffic
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Dynamic Flow Offload for 3100 & 4200

Supported for IPv4 flows with Snort 3
- Snort may mark flow as trusted in following use cases:
- AC Policy with Action set to Trust

- Elephant Flow Offload or Intelligent Application Bypass (IAB)
Policy match to Trust

- File Policy with Detection Action
- IPS Policy that leads to Trust

- Much higher scale than in 4100/9300
- Much more effective hash algorithm as well (>50%)
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Scale out encryption in clustering a

Enabling Security Gateway use cases for Mobile Core Protection

- |IPsec Cluster Offload
- IPsec is fully accelerated (offloaded to data plane - dedicated
cryptographic hardware) by distributed cluster members
- Distributed Control Plane for IKE & IPsec across Cluster

- Enabling processing of IKE and IPsec traffic on the node that becomes
flow owner rather than centralizing control plane only on cluster control
unit (mode available so far only on 9300)

. Cluster Hardware Redirect

- Offload traffic redirected using CCL (Cluster Control Link) with hardware
(directly via FPGA) without involving CPU
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Virtual Firewall on Data Processing Unit (DPU)

- Network Interface Controller (NIC) with a DPU in a server or switch
- Inline hardware acceleration for broad packet processing functionality
- Perfect opportunity to accelerate and scale firewall in hybrid data centers

Compute Platform

ASAV/FTDv software and Multicloud Defense is CPU Complex
deployed on x86 CPU in generic private and public
cloud environments. ASAv or FTDv Software

If a DPU is present, additional ARM software
components program inline acceleration of flow
processing, IPsec and (D)TLS encryption, and other
capabilities.

General Purpose ARM Cores

Flow Offload | Crypto Offload N—

External Network
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Scale

Considerations




"What’s maximum size of policy | can use?”
ACE = Access Control Entry, ACP = Access Control Policy
- Starting from 7.2, FTD by default uses OGS on greenfield deployments
« OGS = Optimized Group Search
- OGS allows for higher scale for policies and connections per second, at the
expense of per-packet performance

- With 7.6, OGS implementation was upgraded, to handle more corner
cases, execute with higher scale and provide hit counters (and
timestamps) also on folded entries

- this was further improved on 7.7 with new corner cases we’ve found

- While FMC will warn you before deploying rulesets close to those limits,
please use following slide as guidance only and consult your Partner or
Cisco Security Specialist before deploying policies
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Maximum supported policy sizes for FTD

As of release 7.6

. Maximum tested ETD Ul Rul_e Count Ul Rulg Count
Appliance model ACEs (assuming 1 rule (assuming 1 rule
expands to 50 ACEs) expands to 100 ACEs)
1010/1010E 10,000 200 100
1120 90,000 1,800 900
1140 110,000 2,200 1,100
1150 185,000 3,700 1,850
1200C 50,000 1,000 500
2110 60,000 200 100
2120 100,000 1,800 900
2130 250,000 2,200 1,100
2140 500,000 3,700 1,850
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Maximum supported policy sizes for FTD

As of release 7.6

. Maximum tested ETD Ul Rul_e Count Ul Rulg Count
Appliance model ACEs (assuming 1 rule (assuming 1 rule
expands to 50 ACEs) expands to 100 ACEs)
3105 2,750,000 55,000 27,500
3110 2,750,000 55,000 27,500
3120 3,000,000 60,000 30,000
3130 3,500,000 70,000 35,000
3140 4,000,000 80,000 40,000
4112 2,000,000 40,000 20,000
4115 4,000,000 80,000 40,000
4125 5,000,000 100,000 50,000

4145 8,000,000 160,000 80,000
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Maximum supported policy sizes for FTD

As of release 7.6

Maximum tested ETD Ul Rule Count Ul Rule Count
Appliance model ACEs (assuming 1 rule (assuming 1 rule
expands to 50 ACEs) expands to 100 ACEs)

4215 6,000,000 120,000 60,000

4225 8,000,000 160,000 80,000

4245 10,000,000 200,000 100,000
9300 w/SM-40 6,000,000 120,000 60,000
9300 w/SM-48 8,500,000 170,000 85,000

9300 w/SM-56 9,500,000 190,000 95,000
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Designing for




How to achieve high scale & redundancy?

That’s a philosophical question
- HA or Clustering

- HA = Active/Standby (Active/Active for ASA with multi-context)

- Clustering = true horizontal scaling: with every device added you
add capacity to handle traffic and scale to do so

. Clustering howtos for:

« 3100/4200 FTD: https://www.cisco.com/c/en/us/td/docs/security/secure-firewall/management-center/cluster/ftd-
cluster-sec-fw.html

« 3100/4200 ASA: https://www.cisco.com/c/en/us/td/docs/security/asa/special/cluster-sec-fw/secure-firewall-
cluster.html

« 4100/9300 FTD: https://www.cisco.com/c/en/us/td/docs/security/firepower/fxos/clustering/ftd-4100-9300-
cluster.html

- 4100/9300 ASA: https://www.cisco.com/c/en/us/td/docs/security/firepower/fxos/clustering/asa-cluster-solution.html

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public


https://www.cisco.com/c/en/us/td/docs/security/secure-firewall/management-center/cluster/ftd-cluster-sec-fw.html
https://www.cisco.com/c/en/us/td/docs/security/secure-firewall/management-center/cluster/ftd-cluster-sec-fw.html
https://www.cisco.com/c/en/us/td/docs/security/asa/special/cluster-sec-fw/secure-firewall-cluster.html
https://www.cisco.com/c/en/us/td/docs/security/asa/special/cluster-sec-fw/secure-firewall-cluster.html
https://www.cisco.com/c/en/us/td/docs/security/firepower/fxos/clustering/ftd-4100-9300-cluster.html
https://www.cisco.com/c/en/us/td/docs/security/firepower/fxos/clustering/ftd-4100-9300-cluster.html
https://www.cisco.com/c/en/us/td/docs/security/firepower/fxos/clustering/asa-cluster-solution.html

FTD High Availability and Clustering

- FTD inherits failover and clustering infrastructure from ASA
- Replicates full NGFW/NGIPS configuration and opaque flow state
- Supports all NGFW/NGIPS interface modes
- Interface and Snort instance (at least 50%) health monitoring

- Zero-Downtime upgrades for most applications

- Ensures full stateful flow symmetry in both NGIPS and NGFW modes

@ e Clustering: All packets for
s . [Cluster - a flow are redirected to
FTD .

connection Owner

HA/Failover: Both
directions of a flow traverse
a single active unit

D
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Firewalling with Redundancy e Q

Standard High Availability - “Active/Standby” concept

Active unit - control & data plane Active unit - control & data plane

Standby unit - control & data plane Standby unit - control & data plane

0000000000000

Failover event

Some form of failure detected or
manual switchover

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 83



Firewalling with Redundancy e e @

All Active Mode - “Clustering” concept

Clustering - example for 3140

Active unit - control & data plane 45Gggg-ksc'\gsconn A
Active unit - control & data plane s i';"sconn A
Active unit - control & data plane e fp'\g conn A
Active unit - control & data plane 144Gggg.k2:p|\2 conn A

Each unit adds scale

Keep getting more active units and performance

[ it - 576Gbps, 96M conn
Active unit - control & data plane S8tk ops K

example for NGFW 1024B
profile

* for non-centralized features and protocols
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New TCP Flow with FTD Inter-Chassis Clustering

1. Attempt new flow
with TCP SYN

e Clusisy 2. C1M1: Become Owner,
add SYN Cookie, send to
S
. o 7. C1M1: Calculate off- FTD B erver
OUUIC chassis Backup C2M1, Module 1
E "~....’x‘ send update
, 5. C1M1: Send :"'" 0
Client to Client g 1

an
“

6. C1M1: Calculate
Director C1M3, send

flow update

Module 2 AN

*

*

*
*
*
o
L]
L]
L]
[ ]
[ ]
]
]
[ ]

M
Module 2

Server
4. C2M3: Redirect to FTD =
Owner CTM1 from 3. Server responds with
Module 3 SYN Cookie, become Module 3
. Forwarder
Chassis 1

Chassis 2
Master I&) owner [B) Director Jlgl Forwarder [BJ Off-Chassis Backup
| J | J
Global Role

Per-Connection Roles

TCP SYN ACK through
another unit
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Secure Firewall Clustering sizing

There are three major factors in calculating cluster performance and scale (1/3)
- Throughput
- for L2 assume 80% of combined maximum throughput of all members

- for modern switches that can do L2 etherchannel load-balancing using

L2/L3/L4 information even when just forwarding L2 frames, and for L3
routing deployments this factor can go up to 100%

- example for FTD: cluster of 4x 3140 has NGFW 1024B profile maximum
throughput of 144Gbps (4x 45Gbps * 0,8)

- example for ASA: cluster of 4x 3140 has ASA multiprotocol profile
maximum throughput of 137.6Gbps (4x 43Gbps * 0,8)

Note:

Theoretical maximum for NGFW 1024B profile for:
- 16x 3140 - 0.57Tbps

- 16x 4245 - 1.79Tbps
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Secure Firewall Clustering sizing

There are three major factors in calculating cluster performance and scale (2/3)
- Connections per second

- due to additional tasks associated with the flow creation process, assume
nodes can do up to 50% of their rated connections per second

- example for FTD: cluster of 4x 3140 has maximum of 600k cps
(4x 300k * 0,5)

- example for ASA: cluster of 4x 3140 has maximum of 2.2M cps
(4x 1.1TM * 0,5)

Note:

Theoretical maximum for FTD:
- 16x 3140 - 2.4M cps

- 16x 4245 - 6.4M cps
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Secure Firewall Clustering sizing

There are three major factors in calculating cluster performance and scale (3/3)
- Maximum connections

- as cluster members maintain additional stub connection, assume
maximum number of sessions at a level of 60% of combined scale

- example for FTD: cluster of 4x 3140 can hold up to 24M of connections
(4x TOM * 0,6)

- example for ASA: cluster of 4x 3140 can hold up to 24M of connections
(4x TOM * 0,6)

Note:

Theoretical maximum for FTD:
- 16x 3140 - 96M cps

- 16x 4245 - 576M cps
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How to achieve high scale & redundancy?

Advanced setup - geo-redundant cluster, with traffic localization

North-South insertion with LISP
Inspection and owner
reassignment

East-West insertion for first hop
redundancy with VM mobility

Underlying fabric can be anything
transporting Ethernet with
RTT up to 20ms

 ideally - dark fiber
« also tested - VPLS, VPWS, EVPN

4 . .
Site 1 Site 2

Firewall Cluster
CCL is fully extended between DCs at L2 with <10ms latency

% % %

=\ / \

ccL >< CCL _ Single Spanned  CCL >< ccL

EtherChannel for Data

- _‘___i&_“\ oncluster side ] z"‘"'i"""\
@ ® \ / @

1
i Local Data | Local VPC/VSS pairs |
': EtherChannel on each |} at each site ':

VPC/VSS switch pair  \o_______ —

i Local VPC/VSS pairs
| at each site

_________________________

Data VLANSs are not extended for North-South insertion; filtering is

) required to avoid loops and MAC/IP conflicts for East-West
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Clustering for Virtual Firewalls

- Clustering combines multiple firewalls into one logical device
- Seamless scalability up to 16 FTD units with no traffic disruption
- Stateful handling of asymmetric traffic and failure recovery
- Single point of management and unified reporting

- Better elasticity and failure handling in hybrid cloud with clustering |f=

aws O /A Azure AKVM (@ vmware

- Individual data interface IP addresses instead of a single Port-channel
- VxXLAN-based Cluster Control Link for unicast control plane

- No source NAT requirement for handling traffic asymmetry
- Existing flow re-hosting on failure in supported environments
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Cluster Health Dashboard

Health: richcluster-cluster Detailed load statistics on per-member basis. Last 1 hour B
View System & Troubleshoot Details ... 2022-0-26 18:44 - 2022-10-26 19:44
Overview Load Distribution Performance Dashboard CCL
Cluster Members Manage Cluster

10.10.71.215 10.10.71.21 10.10.71.218 10.10.71.223 10.10.71.226 10.10.71.229 10.10.71.231 10.10.71.232 |
Cluster member status at your fingertips. ‘ ‘ ‘
10.10.71.234 10.10.71.236 10.10.71.237 10.10.71.238 10.10.71.240 10.10.71.241 10.10.71.243 1¢.10.71.244
Cluster Overall Performance
CPU Memory Input Rate Output Rate Active Connections  NAT Translations
Data Plane Snort Data Plane Snort
1 . 19 4 3.7 2 mbps 11.89 mbps 2.68« 3.83«
oy oy
& & e 2.93 Mbps - 3.86 Mbps 9.53 Mbps - 12.12 Mbps 2.61K - 2.75k 3.69K - 3.97k
1%-1% 19% - 19% 4% - 4%
ey Aggregated and minimum/maximum metrics over Memory
pata Plane | the selected time period across the entire cluster. Data Plane A919%  qron AV4%  oioom AWI3%
100 % 100 % ‘ _ ’ A o :
75 % 75 %
50 % 50 %
25% 25%
0 0
18:45 18:50 18:55 19:00 19:05 19:10 19:15 19:20 19:25 19:30 19:35 19:40 18:45 18:50 18:55 19:00 19:05 19:10 19:15 19:20 19:25 19:30 19:35 19:40
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Cluster Enhancements

Layer 3 insertion at the edge

Qutside
Individual Interface Mode (99011
] 192012 192.0.1.3 1 192.0.1.4
| Control
Layer 3 [ .-
Load-balancing via routing: . .---.
PBR, ITD, static ECMP or T T T
ECMP with dynamic routing I
Routed mode e 0112 w11z
10.1.1.2
FTDv & 3100/4200 10111

Inside
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Cluster Enhancements ﬂ @

Fully routed mode for FTDv, 3100 and 4200

- On legacy ASA hardware, both spanned and routed clustering modes were
supported

- Since then, we supported only spanned as that was initially most popular
for Enterprise/DC high scale deployments

- With routed mode gaining more and more popularity (ECMP/UCMP), we’re
bringing routed/individual mode back

- Each unit runs its own as independent routing instance

- Feature supported with multi-context mode (ASA), but not (yet) on Multi-
Instance as clustering support is coming soon
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Cluster Enhancements
Fully routed mode for FTDv, 3100 and 4200

Appliance model

Spanned Mode Cluster

Individual Mode Cluster

Layer used for
ingress/egress traffic

L2

L3

Data Interface

Grouped to form a single spanned
EtherChannel across all nodes

Each data interface has its
own |IP address received
from cluster pool

Data Traffic Load
Balancing

Handled by EtherChannel
(upstream and downstream
switches)

Uses ECMP/UCMP or PBR
for load balancing
(upstream and downstream
routers)

Routing Modes

Routed or Transparent mode

Routed mode only
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Designing for




Multi-tenancy at scale

Granular RBAC, separation using domains, VRFs and Multi-Instance
- Users see only devices assigned within their domain (up to 1024)

- FMC RBAC provides granular separation of duties between
operators

- Multi-Instance and VRFs can be mixed in the same environment

up to 18 Multi-Instances ,
= up to 18 Multi-Instances

up to.100 VRFs

up to 100 VRFs

upto 18 Multi-Instances
1 up to-100 VRFs
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9300 service chaining - ASA + FTD

Unique capability for chassis with multiple Service Modules

- Example configuration:

- SM-40 for ASA RA VPN duties
up to 20k tunnels, and up to 15Gbps DTLS throughput

with 450 byte packets Decrypted traffic from AnyConnect sessions

. SM-56 for FTD NGFW/NGIPS duties terminated at ASA moves to inspectiop by
. NGFW/NGIPS, on the way back is again
up to: 64Gbps of NGFW (IPS+AVC) throughput, SA .
35M connections, 490K CPS, 12Gbps TLS inspection SERpied bissn-and.scabio [emote spdpoint
(50% of overall traffic)

Incoming AnyConnect users - full RA VPN
feature set on ASA

Incoming traffic to NGFW/NGIPS protected
services in DMZ

<

Outgoing traffic from NGFW/NGIPS protected users
& AnyConnect users (if working with centralized

internet access) Available from FXOS 2.6(1), ASA 9.12(1) and FTD 6.4.0:
https://www.cisco.com/c/en/us/td/docs/security/firepower/fxos/fxos261/release/notes/fxo0s261 _rn.htmldid 113895
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Virtual Routing and Forwarding (VRF) Lite

- Starting from FTD 6.6, interfaces can be in different Routing Domains
- Overlapping IP address support between user and Global VRF

- Traffic forwarding between different VRF with static routes and NAT

Global VRF
203.0.113.10/24

o

Ftho EMmE Fth3 @ CUST-B
192.168.1.1/24  192.168.1.1/22 10.0.0.0/8

- Existing single security policy across all VRFs, no per-VRF rules
- Connection events are enriched with VRF ID for usability S

CUST-A

10.1.1.0/24

faces Infine Sets DHCP

Virtual Router Properties
These are the basic detalls of this virtual router.

« Can be combined with FTD multi-instance
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Multi-tenancy at scale

“How to achieve massive scale” (for Fun & Profit)

Interface Logical Name Type Security Zones Virtual Router
@ Diagnostic0/0 diagnostic Physical Global
GigabitEthernet0/0 Physical
i GigabitEthernet0/0.100 T10_GIO_INSIDE Sublnterface T10_INSIDE T10
i GigabitEthernet0/0.101 T11_GIO_INSIDE Sublnterface T11_INSIDE ™
GigabitEthernet0/1 Physical
i GigabitEthernet0/1.200 T10_GI1_OUTSIDE Sublnterface T10_OUTSIDE T10
i GigabitEthernet0/1.201 T11_GI1_OUTSIDE Sublnterface T11_OUTSIDE T
@ GigabitEthernet0/2 Passive Physical
GigabitEthernet0/3 Physical
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Multi-tenancy at scale

“How to achieve massive scale” (for Fun & Profit)

Interface Logical Name Type Sec]|
Virtual Router Interfaces
@ Diagnostic0/0 diagnostic Physical
GigabitEthernet0/0 Physical
Global diagnostic
i GigabitEthernet0/0.100 T10_GIO_INSIDE Sublnterface T10
i GigabitEthernet0/0.101 T11_GIO_INSIDE Sublnterface ™
GigabitEthernet0/1 Physical T10 T10_GI1_OUTSIDE, T10_GIO_INSIDE
i@ GigabitEthernet0/1.200 T10_GI1_OUTSIDE Sublnterface T10
i GigabitEthernet0/1.201 T11_GI1_OUTSIDE Sublnterface T
T11 T11_GI1_OUTSIDE, T11_GIO_INSIDE
@ GigabitEthernet0/2 Passive Physical
GigabitEthernet0/3 Physical
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Multi-tenancy at scale

“How to achieve massive scale” (for Fun & Profit)

Packets -» @ Prefilter Rules +» (O SSL -+ @ Security Intelligence -+ O Identity » @& Access Control ‘ © More
ﬂ Q ‘ @Total 4 rules
Source Destination
dJ Name Action Zones Networks Ports Zones Networks Ports

[ ] v Mandatory (1-4)

O 1 URL Monitor © Monitor B

O 2 Threat Inspection © Allow

(]~ Tenant10(3-3)

O 3 T10_ACP_Entry-10 © Allow | T10_INSIDE T10_OUTSIDE

O v Tenant11 (4 -4)

O 4 T11_ACP_Entry-10 © Allow 9 T11_INSIDE T11_OUTSIDE
v Default

There are no rules in this section. Add Rule or Add Category
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VRF Scalability as for FTD 7.7

Current generation platforms

Platform VRF Count Platform VRF Count Platform VRF Count
1010/1120 5 2110 10 4112 60
1140 10 2120 20 4115 80
1150 10 2130 30 4125/45 100
2140 40
1210CE/CP
1220CX 10 4215/25/45 100
3105 10
3110 15 9300 SM-44/48/56 100
1230 10 3120 25
1240 10 3130 50 FTDv 30
1250 15 3140 100 ISA 3000 10
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VRF Scalability as of last FTD version supported

Previous generation platforms

Platform VRF Count Platform VRF Count
ASA5508-X 10 9300 SM-24 100
ASA5516-X 10 9300 SM-36 100
ASA5525-X 10 9300 SM-40 100
ASA5545-X 20

ASA5555-X 20

4110 60

4120 80

4140 100

4150 100
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Multi-Instance Capability Summary

Supported on 3100, 4100, 4200 and 9300

- Instantiate multiple logical devices on a single module or appliance
- FTD application in 6.3 for 4100 and 9300
- FTD application in 7.6 for 4200 and 7.4.71 for 3100
- Leverage Docker infrastructure and container packaging

- Allows tenant management separation, independent instance upgrade and
resource protection

FTD Instance A FTD Instance B FTD Instance C FTD Instance D FTD Instance E
X CPU X CPU X CPU X CPU X CPU

>ecure Firewall 3100, 4100, 4200 or 931)0 Service Module

Ethernet1/1-3 Ethernet1/4-5 Port-Channel1.100-101 Port-Channel2 Port-Channel1.101-102
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Multi-Instance Management from FMC

Secure Firewall 3100 in Multi-Instance Mode

L Firewall Management Center

Depoy Q @ % @  mohit~

i verview Analysis Policies Devices Object: Int ti
] Deploy / Deployment v g 9
Chassis: TPK-6
Cisco Secure Firewall 3130 Threat Defense MIO
Summan, y  Interfaces Instances System Config:
[ 93) Last updatectDec 18, 2022 5:29 A
Network Module 1 Network Module 2 @)
Mooz s we us us w7 s m s ows w
) e el )
CONSOLE unknown  USB ﬁ. ﬁ. ﬁ. [—l- [—l. ﬁ. ﬁ. ﬁ. [_l. ﬁ- @@
W 0 am iz an3 e s e 22 24 26 2e
PPPPP ‘
@m Core Utilization ~~~~ 240t48CoresUsed | | Power Module P
Faults Interface Instan Li
Categorized Faults
© 0/0 - Critical 1/1 - Warning O] @ 3 Instar Found
A 0/0 - Major 0/0 - Info Up: 0 Down: 24
ODedicated | 22 Dedicated
v 2/2 - Minor e et 1 0 1 1
View All Faults @ooos | pEror | Qome | i Processing

&5 SECURE

Hardware Statistics - [

Security Module ~ @ Excellent

2 1 of 1 operable

/‘ 1 of 2 operable

Power Supplies 4 Power Supply1 inoperal

b

©

8 of 8 operable

Fans @ Excellent

‘deen’ SECURE

Registration and discovery of 3100
(Ml mode) device

Provision and bootstrap FTD
instances

Manage interfaces

Auto-register FTD instance in FMC
Manage Container Mode Chassis
upgrade

Resize instances

OIR/NetMod Support

Platform Settings (NTP, DNS, etc.)



Multi-Instance Mode
Full migration and configuration support in FMC for 3100 and 4200

Multi-instance Mode Conversion X

Convert to Multi-Instance Mode

Delete
You have selected: 3110-2.

@ Selected Devices @ Readiness Check e Convert to Multi-instance

Generate Template from Device
A 1. All configuration on the selected devices will be

Packet Tracer erased during conversion to multi-instance mode. To
back up your configuration before conversion, use the

Packet Capture Devices > Device Management > Device > General > © Multi-instance convergence process will take 15-20 minutes for completion. To get the latest status of your device, check the task
Export tool. notifications.

Revert Upgrade 2. The conversion causes the device to reboot. If you
disabled auto boot from ROMMON, first boot into

Health Monitor ROMMON and enter ‘confreg 1’ and then reset’ to O\ Search devices

reenable auto boot.

Convert to Multi-instance Device Name P Version Model Status Action

Troubleshoot Files

o)

) CEReE 10.10.5.24 10.10.5.24 7.4.0 Firewall 3120 Threat Defence In Progress...(15 minutes)
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Multi-Instance

Scale Summary 1/3

Appliance model Initial FTD support Management Solution Maximum number of

instances

Virtual FTD (FTDv) - - _
1010/11xx - - -
1200C/1230/40/50 - - _
3105 - - _

3110 7.4.1 FMC 3

3120 7.4.1 FMC 5

3130 7.4.1 FMC 7
3140 7.4.1 FMC 10

Reference:

https://www.cisco.com/c/en/us/td/docs/security/secure-firewall/threat-defense/use-case/multi-instance-sec-fw/multi-instance-sec-fw.html
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Multi-Instance
Scale Summary 2/3

Appliance model

Initial FTD support

Management Solution

Maximum number of

instances
4110 6.3.0 FMC & FXOS 3
4120 6.3.0 FMC & FXOS 3
4140 6.3.0 FMC & FXOS 7
4150 6.3.0 FMC & FXOS 7
4112 6.6.0 / 2.8.1 FMC & FXOS 3
4115 6.4.0 /2.6.1 FMC & FXOS 7
4125 6.4.0 /2.6.1 FMC & FXOS 10
4145 6.4.0 /2.6.1 FMC & FXOS 14
Reference:

https://www.cisco.com/c/en/us/td/docs/security/firepower/fxos/multi-instance/multi-instance solution.html
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Multi-Instance
Scale Summary 3/3

Maximum number of

Appliance model Initial FTD support Management Solution instances
4215 7.6.0 FMC 10
4225 7.6.0 FMC 15
4245 7.6.0 FMC 34

9300 SM-24 6.3.0 FMC & FXOS 7
9300 SM-36 6.3.0 FMC & FXOS 11
9300 SM-44 6.3.0 FMC & FXOS 14
9300 SM-40 6.4.0/2.6.1 FMC & FXOS 13
9300 SM-48 6.4.0/2.6.1 FMC & FXOS 15

9300 SM-56 6.4.0/2.6.1 FMC & FXOS 18

© 2025 Cisco and/or its affiliates. All rights reserved. Cisco Public 109



Network Interfaces

Multiple modes for Secure Firewall appliances
- Physical, EtherChannel, and VLAN subinterfaces are an option

- FXOS supports up to 500 total VLAN subinterfaces since FXOS 2.4.1

- FTD can also create VLAN subinterfaces on physical and EtherChannel
interfaces

- Each instance can have a combination of different interface types
Data (Dedicated) Data-Sharing (Shared)  Mgmt/Firewall-Eventing

FTD Instance A FTD Instance B FTD Instance A FTD Instance B

4 CPU 2 CPU

FTD Instance A FTD Instance B
4 CPU 2 CPU

4 CPU 2 CPU

Ethernet1/1-3 Ethernet1/4-5
PortChannel1.100-101 PortChannel2
Supported Modes: Routed, Transparent, = Supported Modes: Routed (no BVI Supported Modes: Management,
Inline, Inline-tap, Passive, HA members), HA Eventing
Supported Traffic: unicast, broadcast, Supported Traffic: unicast, Supported Traffic: unicast,

multicast broadcast, multicast broadcast, multicast
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Designing for




Routing on Cisco Firewall at the edge

- Multiple use cases

- Redundant/optimal internet access
- SDWAN scenarios
- Internal network routing architecture

- Both ASA and FTD support all major routing protocols:
- RIP, OSPFv2, OSPFVv3, IS-IS, EIGRP and BGP
- PIM-SM for multicast routing (with IGMPv1/v2)
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How we test our FTD appliances?

Appliance model Maximum # of BGP Maximgm # of BGP
routes tested neighbors
1010/1100 5k / 10k 5
1200C 50k 100
1230/1240/1250 50k 100
3100 100k 500 (w/BFD

)
4100 200k 500 (w/BFD)
4200 200k 500 (w/BFD)
9300 200k 500 (w/BFD)
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How we test our FTD appliances?

Appliance model Maximum # of BGP Maximgm # of BGP
routes tested neighbors

5505 5k 2
5512 20k 20
5525 15k 60
o545 15k 100
o555 15k 100
5508 10k 10
5516 10k 10

ASA 5585 SSP-10 20k 200

ASA 5585 SSP-60 100k 500
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Internet access scenario - BGP

Topology and major assumptions

AS C

@ @ A @ AS X @ @ AS Z

AS 5617 AS 12831




Internet access scenario - eBGP
Option 1: full BGP routes

ASC

@ @ U @ AS X @ 9 AS Z

AS 5617 AS 12831

We’re announcing our own
prefix (i.e. 10.16.24.0/24).

least ~1GB of RAM free in Data

: Peers are announcing full IPv4 &
Plane for routing %

IPv6 table (~1.3M prefixes)

It is recommended to have at 1 e
x

Servers
DMZ

Users n
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Internet access scenario - eBGP
Option 1: full BGP routes

> sh bgp ipv4 unicast summary

BGP router identifier 169.254.10.254, local AS number 65055
BGP table version is 984072, main routing table version 984072
983198 network entries using 196639600 bytes of memory

983198 path entries using 78655840 bytes of memory f NOTE
155154/155133 BGP path/bestpath attribute entries using 32272032 bytes of memory [ \

173187 BGP AS-PATH entries using 9067894 bytes of memory ~304MB for IPv4

15389 BGP community entries using 1229164 bytes of memory - 9OMB for |PV6

0 BGP route map cache entrles usmg 0 bytes of memory

BGP using 317864530 total bytes of memor

BGP activity 3584448/2388995 prefixes, 3584909/2389459 paths, scan interval 60 secs

This is single session. Additional

Neighb V. ASMsgRevd MsgSent ThblVer InQ OutQ Up/Down State/PfxRed sessions will increment the
EIg or SERCV S8 ent er In ut p/pown tate XRC
85.232.240.179 4 65055155728 6 984072 0 000:03:16 983198 values by amount needed to

store (mostly) additional paths
> sh bgp ipv6 unicast summary

BGP router identifier 169.254.10.254, local AS number 65055 and unique attributes.
BGP table version is 212960, main routing table version 212960
212252 network entries using 50091472 bytes of memory

[13 M M » J
212252 path entries using 22074208 bytes of memory Your m||eage will va ry: —you Il
54970/54970 BGP path/bestpath attribute entries using 11433760 bytes of memory a|SO need additiona|
173187 BGP AS-PATH entries using 9067894 bytes of memory ..
15389 BGP community entries using 1229164 bytes of memory 200-300MB at minimum to
0 BGP route map cache entrles usmg 0 bytes of memory cover for route Churn

- ' J

Neighbor  V AS MsgRcvd MsgSent ThlVer InQ OutQ Up/Down State/PfxRcd
2001:1A68:2C:2::179
4 65055 55611 6 212960 0 000:03:20 212204
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Internet access scenario - eBGP
Option 2: partial BGP routes - limit AS_PATH to 2-3 (neighbor++)

AS C @ ASY @ AS X @ .
AS 5617@ AS 12831
Depending on your topology, | We’(e e;nnouncing our own
connectivity to the Internet, and prefix (i.e. 10.16.24.0/24).
number of neighbors selected, , Peers are announcing full IPv4 &
you’ll end up with anything IPv6 table (~1.3M prefixes),
between 30k and 200k routes. we’re filtering it with AS_PATH

filter.

It is recommended to have at
least ~0.5GB of RAM free in @ CR-; CR-)z
Data Plane for routing

Servers
DMZ
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Internet access scenario - eBGP
Option 2: partial BGP routes - limit AS_PATH to 2-3 (neighbor++)

Edit Neighbor

IP Address*
85.232.240.179

Remote AS*
57355

1-4294967295 or 1.(

BFD Fallover

none

Update Source:

Filtering Routes

Enabled address

65535.65535)

Routes

Shutdown administratively

f

Configure graceful restart

Graceful resta

Description

v

Timers

BGP Full Feed

Advanced Migration

t(failover/spanned mode

Incoming

Access List
Route Map
Prefix List

AS path filter
[ 103

v |+
v |+
v |+
v |+

Outgoing

Access List

Route Map

Prefix List

AS path filter

New AS Path Object

Name

¥ Entries (3)

Sequence No «

Allow Overrides

Action

©Allow

©Allow

©Allow

103

Regular Expression

"[0-9]*$

"[0-9]*_[0-9]*$

~0-9]*_[0-9]*_[0-9]*$

-

L]

o)

(1-500)
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Internet access scenario - eBGP
Option 2: partial BGP routes

> sh bgp ipv4 unicast summary

BGP router identifier 169.254.10.254, local AS number 65055

BGP table version is 984072, main routing table version 984072

176782 network entries using 35356400 bytes of memory

176782 path entries using 14142560 bytes of memory

11834/11740 BGP path/bestpath attribute entries using 2461472 bytes of memory
54002 BGP AS-PATH entries using 3138824 bytes of memory

15389 BGP community entries using 1229164 bytes of memory

0 BGP route map cache entries usmg 0 bytes of memory

Pactivity 9 prefixes, 814 paths, scan interval 60 secs

Neighbor  V AS MsgRcvd MsgSent  TblVer InQ OutQ Up/Down State/PfxRcd
85.232.240.179 4 65055 155449 5 176794 0 000:02:08 176782

> sh bgp ipv6 unicast summary

BGP router identifier 169.254.10.254, local AS number 65055
BGP table version is 212960, main routing table version 212960
48794 network entries using 11515384 bytes of memory
48794 path entries using 5074576 bytes of memory
52558/10560 BGP path/bestpath attribute entries using 10932064 bytes of memory
54002 BGP AS-PATH entries using 3138824 bytes of memory
15389 BGP community entries using 1229164 bytes of memory
0 BGP route map cache entries usmg 0 bytes of memory

P activity 9 prefixes, 814 paths, scan interval 60 secs

Neighbor  V AS MsgRcvd MsgSent  TblVer InQ OutQ Up/Down State/PfxRcd
2001:1A68:2C:2::179
4 65055 54441 4 57725 0 000:00:17 48794

limit AS_PATH to 2-3 (neighbor++)

- ( NOTE )\

~54MB for IPv4
~31MB for IPv6

This is single session. Additional
sessions will increment the
values by amount needed to
store (mostly) additional paths
and unique attributes.

“Your mileage will vary” - you’ll
also need additional 80-120MB
at minimum to cover for route
churn.

-

J
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Internet access scenario - eBGP
Option 3: only default routing, BGP used as link keepalive (and for ECMP)

ASC @ @ AS X @ ASZ

AS 5617 AS 12831

Memory used for routing will be Sl We’re announcing our own
similar to that of firewall with prefix (i.e. 10.16.24.0/24).
single or multiple default routes Peers are announcing only

defined statically. ‘ default route.

R-1
(RR) R

M

Servers

Users DMZ

@
@
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Internet access scenario - eBGP

Option 3: only default routing, BGP used as link keepalive (and for ECMP)

> sh bgp ipv4 unicast summary

BGP router identifier 169.254.10.254, local AS number 65055

BGP table version is 4093684, main routing table version 4093684

1 network entries using 200 bytes of memory

1 path entries using 80 bytes of memory

1/1 BGP path/bestpath attribute entries using 208 bytes of memory
0 BGP route map cache entrles usmg 0 bytes of memory

Neighbor Vv
169.254.10.1 4

AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down State/PfxRcd
6505569 57 4093684 0 000:58:40 1

> sh bgp ipv6 unicast summary

BGP router identifier 169.254.10.254, local AS number 65055

BGP table version is 1078776, main routing table version 1078776

1 network entries using 236 bytes of memory

1 path entries using 104 bytes of memory

1/1 BGP path/bestpath attribute entries using 208 bytes of memory
0 BGP route map cache entrles usmg 0 bytes of memory

Neighbor Vv
2001:db8:100::1 4

AS MsgRcvd MsgSent  TblVer InQ OutQ Up/Down State/PfxRcd
6505569 57 1078776 0 000:58:35 1

( NOTE )\

(~O.5kB for IPv4

~0.5kB for IPv6

This is single session. Additional
sessions will increment the
values by amount needed to
store (mostly) additional paths
and unique attributes.

“Your mileage will vary” - but
that’s least stressing option to
choose if it fits your
requirements.

-
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Internet access scenario - eBGP
Option 3: only default routing, BGP used as link keepalive (and for ECMP)

> sh resource usage

Resource Current Peak  Limit Denied Context
Telnet 1 1 5 0 System

Conns 3 6 400000 0 System

Hosts 6 8 N/A 0 System

Inspe rate 0 0 N/A 0 em
Routes 15 1195471 unlimited 0 System

> sh route bgp

Gateway of last resort is 169.254.10.1 to network 0.0.0.0

B*  0.0.0.00.0.0.0 [200/0] via 169.254.10.1, 00:59:17

> sh ipv6 route bgp
[...]

B ::/0[200/0]
via 2001:db8:100::1,
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Secure Firewall

Threat Detense




Enhancing SaaS Application Visibility
Application aware firewall policy enforcement, path selection, and decryption

+ Cloudlock's Cloud Application cisco
Security Insights (CASI) merging with
Secure Firewall OpenApplD

Over 2000 new applications added in Risk Business Relevance Togs Categories
y Low Very High
recent updates very L :

Low . adult content ad portal

Secure Firewall Appllcation Detectors Home Release Notes Support v Documentation v Resources v ™ Feedback

adds/installs other software active directory

Secure Firewall now identifies nearly
6,000 applications and the list is
growing

Medium _ allows remote connect anonymizer/proxy
High w allows remote control application development and testing

Very High 639 Verylow antivirus backup and recovery

Application Details (5,967)

= Application Name T Description T Risk T Bﬁiness Relevance

Medium

050plus VolP smartphone app. Medium

Low

1&1 Internet Internet and Domain name service provider. Very Low
1-800-Flowers Online retailer of flowers and other gifts. Very Low
1.1.1.1 App Offers a free app for mobile that makes internet private, safer and prevents anyone from snooping on the user.

1000mercis Advertising and analytics site.

1001.com Provides online games.

appid.cisco.com No additional cost or license required. AVC is $O entitlement with Secure Firewall.
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MITRE ATT&CK Support

- MITRE ATT&CK Tactics and Technigues provide a framework for descriptive
categorization of IPS and Malware events.

- Snort3 Intrusion Policies include MITRE ATT&CK groups for signature tuning

- IPS and Local Malware Analysis events are now enriched with MITRE ATT&CK meta
data making security incident investigation easier

S MITRE Techniques
Application " Web .
Protocol X Client x Application X 10C x Detector X Message X File Policy x MITRE x
* ATT&CK Framework
2 7 o Enterprise
Malware Detected by Local Malware Analysis 2 Techniques » Cominandiand Coatrol
Malware Detected by Local Malware Analysis = HemoteiAccess Software
= Execution _
CI HTTP ] Wget [ Cisco SHA Retrospective Event (Local Malware Analysis) Block Malware b liseh;lgﬁ(;g:goale
CJ HTTP [ Wget [ Cisco SHA, SPERO Block Malware
I HTTP [ Wget [ Cisco SHA, SPERO Block Malware
Close
CI HTTP [ Wget [ Cisco SHA, SPERO Block Malware -
I HTTP [ Wget [ Cisco SHA, SPERO Block Malware
CIHTTP [ Wget [ Cisco SHA, SPERO Block Malware
CIHTTP [ Wget [ Cisco SHA, SPERO Block Malware
I HTTP [ Wget [ Cisco Triggered SHA Block Malware

asco SECURE



The “Why” and “How” - MITRE ATT&CK
Framework

Intrusion Prevention . The “How” - MITRE
Group (~1500 The “Why” - MITRE Tactics.

signatures) reflecting
MITRE Framework.

Techniques.

Base Policy > Group Overrides > Recommendations > Rule Overrides Summal

Firewall Management Center
Group Overrides @ Unifed Events 9 Overview Analysis Policies Devices Objects Integration Deploy Q @ # @ adminv

e — —_—
87 items View Groups ‘ +

Search through all Rule Groups X Refresh

SssEEssEEEEmE EEEEEEEEEEER
= . . . e |
" > Execution (1 group) FEEEEEEEEEER| | | g |y g
u -06- 02 - -06- 02 5
) . < B MITRE / ATT&CK Framewc @ t IS no On er On a SI natu re u 2022-06-10 14:02:41 EDT 2022-06-10 15:02:41 EOT 1h Go Live
|} 9 ® 1 Groups N
. etent g - : GID:SID 1:42785 - it tell :
= n femsmmmmmmmmn o . . It te S yOU MITRE ATT&CK Rule Group
a > t(1 ) o P “« »
n mpact (1 group AEEEEEEEEEEEERN b h k
u P
. e > a story about the attack™. 115
™ pace m Active Scanning (T1595)
> Initial Access (3 groups) L 5 — - - 115
: s S ssEmssEEEEEEEE - T — — ooy e o ——
" > Lateral Movement (1 group) - > 2022-06-10 15:02:32 4 Connection Qurity_intelligence 192.168.7.115
™ : -IIIIIIIIIIIIIIII-
2022-06-10 -02: \trus: c \ 3 192.168.7.1 schr e Groun
. > Persistence (1 group) . >  2022-06-1015:02:32 @ Intrusion ecurity_ir )2.168 l: 1 Tr.r.[ iqu u | Group
] =
n u > 2022-06-10 15:02:32 S Connection ecurity_intelligen [ ] :
= > Privilege Escalation (3 groups) - B« Enterprise n
u > 2022-06-10 15:02:32 4 Connection ecurity_intelligenc .
. o Reconn u
Reconnaissance (1 group) > 2022-06-10 15:02:32 & Connection iecurity_intelligen = Active Scanning :
: Active Scanning © L > 2022-06-10 15:02:32 @ Intrusion ecurity_intelligence 192.168.7.11m | o] Group
u IIIIIIIIIIIIIIIII.
- u > 2022-06-10 15:02:31 6 Connection ecurity_intelligence 192.168.7.115
ar e e RN PP s s n nmmwY
> 2022-06-10 15:02:31 & Connection ecurity_intelligen 192.168.7.115

2022-06-10 15:02:31 @ Intrusion ecurity_intelligen 192.168.7.115 1 Group
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Encrypted Visibility Engine Benefits

. Detects and blocks malware in encrypted flows
\/§

Can be used for APP control in the firewall policy

Triggers Indications of Compromise

~#4 Minimal performance impact

B Ciches Endpoint DB with Application and OS
‘tees’ SECURE



Encrypted Visibility Engine (EVE

TLS ClientHello

v Cipher Suites (18 suites)
Cipher Suite: TLS_AES_128 GCM_SHA256 (@x1301) d---————— === -
Cipher Suite: TLS_CHACHA20_POLY13@5_SHA256 (@x1303) |
Cipher Suite: TLS_AES_256_GCM_SHA384 (0x1302) L
Cipher Suite: TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256 (@xc@2b) é N
Cipher Suite: TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 (@xc@2f) Confidence: 99.94%
Cipher Suite: TLS_ECDHE_ECDSA_WITH_CHACHA20_POLY1305_SHA256 (@xcca9) e
Cipher Suite: TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305_SHA256 (@xcca8) Process: firefox.exe
Cip:er‘ Suite: TLS_ECDHE_ECDSA_wITH_AES_Z56_GCM_SHA384(1 (0xc0§c) Version: 76.0.1
Cipher Suite: TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 (@xc@30 .
Cipher Suite: TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA (@xc@@a) Category: browser
Cipher Suite: TLS_ECDHE_ECDSA_WITH_AES_128_CBC_SHA (@xc0@9) OS: Windows 10 19041.329

Cipher Suite: TLS_ECDHE_RSA_WITH_AES_128 CBC_SHA (@xc013) Destination FQDN: ci
\ Cipher Suite: TLS_ECDHE_RSA WITH_AES_256_CBC_SHA (@xc@14) L estination FQDN: cisco.com )
° : Cipher Suite: TLS_DHE_RSA_WITH_AES_128_CBC_SHA (0x0033) :
@ FII'EfOX G Cipher Suite: TLS_DHE_RSA_WITH_AES_256_CBC_SHA (0x0039) \

TCP/TLS 192.168.2.110/34624->172.16.45.200/443
TCP/TLS 192.168.2.110/21013->203.0.113.154/443

Generate unique fingerprints for client
applications based on outer packet fields;
use for policy matching and context
enrichment with TLS and QUIC.

TLS ClientHello Firewall —
' v Cipher Suites (19 suites) Confidence: 100%
Cipher Suite: TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384 (@xc02c)

Cipher Suite: TLS_ECDHE_ECDSA_WITH_AES_128 GCM_SHA256 (@xc@2b) Process: tor.exe

Cipher Suite: TLS_ECDHE_RSA WITH_AES_256_GCM_SHA384 (@xc030) Version: 9.0.2

Cipher Suite: TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 (0xc02f) Category: anonymizer

Cipher Suite: TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA384 (@xc024) i

Cipher Suite: TLS_ECDHE_ECDSA WITH_AES 128 CBC_SHA256 (0xc023) OS: Windows 10 19041.329

Cipher Suite: TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA384 (0xc028) Destination FQDN: nsksd\koup.me
Cipher Suite: TLS_ECDHE_RSA_WITH_AES_128_CBC_SHA256 (0xc027) \ Yy

Cipher Suite: TLS_ECDHE_ECDSA_WITH_AES_256_CBC_SHA (@xc@@a) 1
Cipher Suite: TLS_ECDHE_ECDSA WITH_AES_128 CBC_SHA (@xc@@9) )
Cipher Suite: TLS_ECDHE_RSA WITH_AES_256_CBC_SHA (@xc@14) - m e -
Cipher Suite: TLS_ECDHE_RSA_WITH_AES_128_CBC_SHA (@xc@13)

httDS//C]lthchom/ClSCO/merCU Y Cipher Suite: TLS_RSA WITH_AES_256_GCM_SHA384 (0x009d)

Cipher Suite: TLS_RSA_WITH_AES_128_GCM_SHA256 (@x@09c)
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https://github.com/cisco/mercury

ApplID Portal: https://appid.cisco.com

Mirrors full ApplD information that is available in FMC | cisco vunerability Database (VDB) Release Notes 365

& o =2 Q365 x|

- C O B &2 https://appid.cisco.com/home w © ¥ Q search

) (Type a VDB release between 343 - 365)
alial, Secure Firewall
cisco  Application Detectors

Q. ultrasurf X X

Risk Business Relevance Tags Categories real-world data. Older, less-relevant data is aged out, which
leads to natural churn and can result in some month-to-month

Home Release Notes Support v Documentation v Resources v ™ Feedback

Encrypted Visibilty Engine Reference Details:

/*

disclaimer: EVE resource files are automatically generated with

| Very Low 1,412 EYLHLgh__ 332 adds/installs other software 66 active directory 8 variations in the data.
*/
Low 891 igi__ 976 adult content 37 ad portal 396
) resources version: 2023.05.18
| Medium 1,353 Meﬂuﬂ 2,411 allows remote connect 90 anonymizer/proxy 102
. Low stats:
High 1,630 7 1,215 allows remote control 52 application development and testing 31 general:
total fingerprints: 39,860
Very Low . o
635 987
| Very High _ antivirus 13 backup and recovery 9 total labeled fingerprints: 6,930
total connections: 2,680,300,185
Application Details (1) Release Notes (Ultrasurf): 354 349 348 347 346 345 343 RINFEFERGES PeP prodessis
http: 3,677
tls: 3,130
= Application Name 1] Description 1] Risk 1| Business Relevance 1] quic: 123
v Ultrasurf Freeware anti-censorship proxy. Very High L_OW_ FU | | App | D data base u pdate | nfO M atIOﬂ y
Tags: evasive, SSL protocol, encrypts communications, tunnels, NSG, encrypted visibility engine Protocol: TCP I nCl U d I ng EVE fl ngerp rl nt d ata -
Categories: vpn/tunnel, network protocols/services Request Application Support

Threat Grid:
total fingerprints: 801
total connections: 3,041,256
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Secure IPS

Reduce the noise/volume of events and prioritize administration

Powered by Snort 3 - Best of breed, open source IPS
Firewall brings the power of context to IPS

Impact of IPS events can be deduced. Rule recommendation can tune IPS

Impact flag Administrator action Why

Firepower Rule Recommendations
Event Corresponds

to vulnerability
mapped to host Security Level (Click tiles to select size)

1 > Act immediately,
Vulnerable

Relevant port open I D )

Investigate, Potentially or protocol in use
Vulnerable but

no vuln mapped

Accept Recommendation to Disable Rules

Increased Security- Enables additional rules that match potential vulnerabilities on
discovered hosts based on the ‘Security Over Connec " ruleset.

Relevant port not
Good to know,

Currently Not available open or protocol not Protected Networks
in use

v ‘ Add

Good to know, Monitored network
Unknown Target but unknown host

0 Good to know, Unmonitored Cancel Generate ‘ Generate and Apply

Unknown Network network
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Snort 3 QUIC support

Support of HTTP/3 inspection over QUIC

Add Rule o

Name Insert

| rule_DRH1| ] Enabled below rule v | [ 1 }

Action * Firewall Management Center Overview Analysis Policies
o . Policies / Access Control / Decryption Policy Editor

[ "1 Decrypt - Resign v ] with [ an_internal_ca v C Replace Key Only

Decryption_Policy

Zones Networks VLAN Tags Users Applications Ports Category Certificate DN Cert Status Enter Description

Rules Trusted CA Certificates Undecryptable Actions Advanced Settings
Available Ports ¢ Selected Source Ports (1)

Q_ Search by name or value UDP (17):1-65535

AOL Add to Source Applies to 7.1.0 and later
(M Block flows requesting ESNI
Bittorrent Add to Destination (M Disable HTTP/3 advertisement

@ ) Propagate untrusted server certificates to clients
Protocol | UDP (17)v | Port | Enter... || Add

DNS over TCP

Applies to 7.2.0 and later
@) Enable TLS 1.3 Decryption

Applies to 7.3.0 and later
@ ) Enable adaptive TLS server identity probe

Experimental Feature
@ ) QUIC Decryption

Advanced options are available only with Snort 3

Revert to Defaults
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Snort 3 Machine Learning engine

From signatures to models
- New capability brings Machine Learning to Snort 3 system

- LSP updates will carry models to defend against unknown attacks
of given type

- 7.6 will initially support SQL injection attacks
- Example new type of rule:

alert ( gid:411; sid:1; rev:1; msg:"(kaizen) potential threat found in http parameters via Neural Network Based Exploit Detection"; metadata: policy max-detect-ips
alert, rule-type preproc; classtype:unknown;)

$ snort \

— 1 - -q --talos --plugin-path . \
y Hand teStIng prOtOtype- --lua 'kaizen = { model = "model.tflite" };' \
-r 2023-26876-none-none-XXXX-1.pcap
URI: "/admin.php?page=history&filter_image_id=1&filter_user_id=12 UNION ALL SELECT

CONCAT (0x41414141,username,0x3a,password,0x41414141) from piwigo_users where id=1-- --"
LSTM output: 0.988226

##### 2023-26876-none-none-XXXX-1.pcap #####
[200:1:0] (SnortML) exploit payload detected (alerts: 1)
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Indications of Compromise (loCs) Events

Malware backdoors

IPS Events

Security Intelligence Events

Malware Events

Exploits kits

Web app attacks

N
cisco

SECURE

Web app attacks

Admin privilege
escalations

v Indications of Compromise (3)

Connections to
known CnC IPs: DNS
Servers,

Suspect URLs

Malware detections —— Malware executions

Office/PDF/Java
Compromises

/ Edit Rule States

- Dropper infections

W Mark All Resolved

Category Event Type

Exploit Kit Intrusion Event - exploit-kit

Malware Detected Threat Detected in File Transfer

Impact 1 Attack Impact 1 Intrusion Event - attempted-admin

Description

The host may have encountered an exploit kit -4 2020-04-07 13:51:40 4 2020-04-07 13:51:40 3

The host has encountered malware

First Seen Last Seen

The host was attacked and is likely vulnerable 4 2020-04-07 13:51:40 4 2020-04-07 13:51:40

4 2020-04-07 13:51:41 4, 2020-04-07 13:51:41 §

————————,




Cisco Threat Intelligence Director (CTID)

Support of open integration

+ Extend Talos Security Intelligence with 3rd party cyber threat intelligence

« Parse and operationalize simple and complex threat indicators

FMC ingests third-party
cyber threat intelligence (CTI)

= FINANCIAL |7
SERVICES |=
STIX FMC publishes ‘.
THREAT() A~ X - observables E"E
. [EEEELCRrErE '_'_l to FTD - A
Infoblox 2 > NN | > FTD
£ EclecticlQ Cisco Threat

Intelligence Director
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Control Traffic Based on User Awareness

» Use Active Directory users and groups
in policy configuration

« Use Cisco Identity Services Engine to
provide identity

TrustSec Security Group Tag (SGT)

Device type (endpoint profiles)
and location

ldentity Mapping Propagation & device
level filtering

* Examples
« Block HR users from using personal iPads

« Create rules for quarantined iPhones

asco SECURE

"l Identity Services Engine

» Context Visibilty ~ » Operations

Summary Endpoints Guests Vulnerability Threat

METRICS

Total Endpoints @

< 598 ;\

Active Endpoints @

» Policy » Administration

150 B,

Rejected Endpoints @

» Work Centers

10

i AUTHENTICATIONS @ 2 O X i NETWORK DEVICES @ (=13
Identity Store  Identity Group  Network Device  Failure Reason Device Name ~ Type  Location
I ‘F Irepower Managem‘entL Center  Gieniew  Anaysis  Policies  Devices  Objects  AMP inteligence
olicies / Access Control / Policy Editor
—
Branch Access Control Policy
Rules Security HTTP R Logging Advanced Prefilter Policy: Default Prefilter Policy S§|
—
Filter by Device Y Search Rules X Show|
u Name Source SGT Dest SGT Action
> Mandatory - Branch Access Control Policy ()
v Default - Branch Access Control Policy (1-2)
1 block quarantined hosts Quarantined_Systems ANY @ Block with reset




Cisco Secure Dynamic Attributes Connector

Dynamic Mappings
Object
Linux- 172.16.0.1
Servers 172.16.0.3
. 10.0.1.11
ORI O Y
10.0.1.20
Powered-On 10.0.1.14

“

os = 'RHEL 7 (64-bit)”’

Tl vCenter o
_ Servers os = 'CentOS 7 (64-bit)”’
[ 1
vael 1. {REST} '+ Evc !
4_: Adapter H ! os = 'MS Windows Server 2016 (64-bit)’
! | Windows- AND
\ e — vCenter network="'PROD_NETW’
AND

FMC

Power=‘running’

[
<COﬂSU mer) P— Power=‘running’ : vCenter 1
vCenter AND
oL (network="'PROD NETW’ OR host=‘SplunkVM’) : e ConneCtor
Benefits:

. Sensors immediately see
dynamic object changes

. Change without policy
deploy

vCenter Private Cloud

N
cisco



VPN Site2Site




IPSec Virtual Tunnel Interface

- Provides a virtual routable interface for terminating IPsec tunnels.

- Simplifies the configuration of IPsec for protection of remote links
- Supports multicast and simplifies network management (I0S only).
- The VTl tunnel is always up (does not need “interesting traffic”)

- Can be used in policy just like any other interface

‘tses’ SECURE



Remote Access VPN
Provide ubiquitous secure access from remote and roaming users

» Posture assessment @
« Uses TLS, DTLS or IKEv?2

AnyConnect

» Easy wizard-based .

configuration N\ l
 |dentity-based security policies /\ .1 .
A

-+ Enhanced security with 2 fg _
FA/MFA provided by Secure [ ] =
Access (Duo) = .
« Passwordless Authentication
* Monitoring Dashboard Extend access Protect ’ Maintain application Support multiple
remotely important data performance sites

« TLS 1.3 support

‘tses’ SECURE



Duo Passwordless with Secure Firewall

Passwordless SSO with no infrastructure change

DEPLOYMENT SCENARIO

» Users end up reusing their passwords across
different applications, increasing the attack footprint
in case of a compromised password

Single Sign-0On

Auth:
Passwordless

* Reuse verified identity across various applications

with Single Sign On @
BENEFITS

Continuous Risk Detection

« Unburdens the IT teams from managing passwords

» Robust identity verification using biometrics
integrated with well-known standards like O
WebAuthN/FIDO 2.0 f @/1

« Users can use their fingerprints, Yubikeys, OTP etc. Auth:
Uname & Pwd + MFA

Secure entire

Frictionless 1 -D journey for hybrid Biometrics, security keys O Continuous User
Usability = worker and Duo Mobile and Device Trust

— Monitoring
"oseh’ SECURE a1




Zero Trust Secure Accessin /.4

- Allows HTTPS Browser-Based apps

to be published through Secure
Firewall.

- Requires DNS Entry to point to the
Secure Firewall interface.

- A trusted HTTPS Certificate is
required.
TLS will be decrypted in-line
(accelerated for hardware platforms).

- Security Stack Inspection on allowed
traffic

‘tses’ SECURE -



Top Insights & Alerts All Insights

1% Decrypted traffic towards
internet

Elephant flow spike observed
| ]

ecurity e =
Cloud Control

Top Actions

Data sources: FTD

Top Information

Optimize your rules, policies,
configurations

Detect duplicates and
misconfigurations

Detect anomalies like
elephant flows

Create a Hybrid Mesh for your
entire SASE experience

cisco L{/&/

Policy Optimizer

Data sources: FTD

18263 Rules with anomalies 5723 Shadowed

‘ 30524

Total Rules

Risk & Vulnerabilities = CVM Integration

Data sources: FTD

14 High and Medium
vulnerabilities not covered

89 10 4 75

High Risk © Medium Risk A\ Low Risk @

Mit

gate

Workload Protection Status

Data sources: Hypershield

400 20k 320k

Total Assets Vulnerable cted @

1 Vulnerability A 15 Recommendations %

Top Risky Destinations Allowed

Data sources: FTD

App Name Business Relevance -

AceProject Very High
AD DSROL Very High

Contently Very High




Discover policies and recommend rules

What policies are controlling access to SalesAPP?

® Here are the policies controlling access to SalesAPP.

Access Control Policy Status Last Modified

Targeting 4 devices 2023-11-10 08:16:14
Modified by “Firepower System”

\

Targeting 3 devices 2023-12-09 12:10:
Modified by “Firepor Add a rule to block outbound traffic from SalesAPP.

Q Congratulations, Block-Outbound-SalesAPP rule has been successfully created!

Would you like to deploy the changes?

| Deploy all ‘

h © I C' Regenerate

https://www.cisco.com/c/en/us/products/security/artificial-intelligence-ai.html#~overview




Automatically detect duplicate rules and misconfigured policies

) Policy Analysis and Optimization

Anomalies found from the initial scan: Out of 1234 rules, there are 323 duplicate rules found. These
include 153 fully shadowed rules and 170 fully redundant rules.

® Fully Shadowed Rules (153) Total rules 1234
® Fully Redundant Rules (170)

We recommend you take one of the following actions on the duplicate rules:

C' Regenerate

https://www.cisco.com/c/en/us/products/security/artificial-intelligence-ai.html#~overview




Provide step-by-step instructions for complex workflows

Al Assistant

—
- New conversation

Give me instructions to upgrade the firewall.
Q Notifications

Today

@ Sure, here are step-by-step instructions for the upgrade:

O How do | set up remote network...
Step 1: Log in to the Cisco Secure Firewall Management Center (FMC).
Step 2: Navigate to Devices > Device Management.
Step 3: Click on the checkbox of the device you want to upgrade.
Step 4: Click Select Action and then click Upgrade Firepower Software.
Step 5: Click Select Version to choose the one you want to upgrade to.

Step 6: Click Copy Upgrade Package, then click Continue.

Step 7: Monitor the file copy progress from Tasks.

Step 8: Once the Warning sign changes to a Green tick, click Next
Step 9: Click Run Readiness Check and then click Continue.

Step 10: Monitor the status of the Readiness Check by going to Tasks.
Step 11: After the readiness check completes successfully, select Next.

© 2024 Cisco and/or its affiliates. All rights reserved.
cisco ¢




Control Center

Operations Summary  Test Das®
E Cisco Al Assistant

MITRE ATT&CK ®

Correlated context )

- - 3 - o What do you want to ask today?
N The Al Assistant identified a new incident ‘

Detection Sources. cose n field to ask a questios

The incident has a minimum priority score of 700. -

Immediate investigation and mitigration is
recommended.

How do | respond to an incident? How are integrations used in XDR?

How are incident priority scores calculated? How do | trigger an Automation workflow to run?

View incident

Organization Mean Time Summary Unassigned Incidents

Priority Created

View incident detail for Wizard Spider Slate-WIN11.explorcorp.com

9 Al Assistant ® Description

The incident on the Slate-WIN11.explorcorp.com endpoint is a high-severity issue, involving the detection of the Rubeus hacking

The incident on the Slate-WIN11.explorcorp.com endpoint is a high-severity issue, involving the detection of the Rubeus hacking
indicative of an attempted Kerberos authentication breach.

toolset, indicative of an attempted Kerberos authentication breach. Techniques linked to this toolset, such as Kerberoasting and
Golden Ticket attacks, have been identified, which represent serious threats to credential security. The incident has been
Techniques linked to this toolset, such as Kerberoasting and Golden Ticket attacks, have been identified, which represent serious | escalated automatically, with details suggesting the need for immediate investigation and response to mitigate potential damage
to credential security and reinforce system defenses agasint credential theft

On 2023-09-21T06:42:03.000Z, marble-win11.explorcorp.com endpoint observed authenticated user Explorcorp\marble
The incident has been escalated automatically, with details suggesting the need for immediate investigation and response to mitig executing cmd.exe which executed a suspicious process is identified as C:\Users\Public\splunkd.exe which communicated to

potential damage and reinforce system defenses against credential theft. 108.62.141.50
o e k On 2023-09-21T06:57:08.00Z, slate-win11.explorcorp.com endpoint is observed authenticated user Explorcorp\slate

executing cowershell.exe which executed a suspicious process is identified as C:\Users\Public\splunkd.exe which
communicated to 108.62.141.50.
O R I C

On 2023-09-21T13:56:58.00Z, slate-win11.explorcorp.com endpoint is observed authenticated user Explorcorp\slate

executing dilhost.exe which executed a malicious process c:\windows\system32\rubeus.exe which communicated to
The incident was changed from new to open and automatically assigned to you. Do you want to edit the users assigned to th 108.62.141.50

incident?

( ) This description was Al-generated
Keep assigned to me Assign different users




Resources to get you

the latest capabilities




Secure Firewall Essentials

» Feature highlights
> Step-by-Step guidance

» Best practices

» Use cases and deployment
guides

"osen’ SECURE

[ XON ] 2 Cisco Secure Firewall X 4+
< c @ secure.cisco.com/secure-firewall

i‘..-’ Docs YouTube Channel DevNet Application Detectors Cisco Defense Orchestrator Docs

The Cisco Secure Firewall Essentials Hub

Welcome to the Cisco Secure Firewall Essentials hub. You'll find comprehensive guides and
documentation to help you start working with the Cisco Secure Firewall solutions. Let's jump
right in!

v7.0 ¥ (@ Home [ Guides

Getting Started Policies Features

Secure Firewall Network Discovery Policy Snort 3 Adoption
Smart Licensin g Intrusion Policy Application Control
Malware and File Policy SNMP Monitoring

® 2022 Cisco Systems, Inc.

e
(secure.cisco.com [P Eli:%ﬂ




Secure Firewall YouTube Channel

@

<«

® @ cisco Secure Firewall - YouTut X

s

C @ youtube.com/c/CiscoNetSec

b x T M2

0 = B oulube kearch & # 1 @ sIGN IN
[> Latest demos and tutorials e - B (& o]
Hﬂ 5‘ 2 Cisco Secure Firewall
» | n C | U d eS m U |ti p | e p | ayl i St @ HOME VIDEOS PLAYLISTS COMMUNITY CHANNELS ABOUT [,;\

NEWARECEINIER
- Troubleshooting tips

Explore

. . . . Introducing the Cisco Secure 3100 Series Firewall!
Introducing the Cisco Secure 3100 Series ... &

510 views * 1 month ago

Interested to learn more about what the 3100 series has to

()
offer? Find additional details here!
ubscriptions N
https://www.cisco.com/c/en/us/product...
H O W - to S @ Ask Questions and Learn More at Our NetSec Community Site:
Library https://community.cisco.com/t5/networ...

Along with 100s of other video g
[» highlighting feature deep
dive and best practices

Cisco Secure Firewall 7.2 Release

P PLAY ALL

Cisco Secure Firewall
Release 7.2 - Encrypted...

Cisco Secure Firewall 7.2
Release - Policy Based...

Cisco Secure Firewall 7.2
Release - EIGRP with Firewa...

Cisco Secure Firewall 7.2
Release - TLS 1.3 Support

Cisco Secure Firewall
Release 7.2 - Overview

Cisco Secure Firewall 7.2
Release - Virtual Firewall...
Cisco Secure Firewall

657 views + 4 months ago

Cisco Secure Firewall
2K views * 3 months ago

Cisco Secure Firewall
429 views + 1 month ago

Cisco Secure Firewall
435 views + 2 months ago

Cisco Secure Firewall
263 views * 2 months ago

Cisco Secure Firewall

411 views * 2 months ago

"osen’ SECURE



Performance Estimator

. il Firepower Performance Estimator Oter Toos ik &~
Added new hardware & virtual
p | a tfo rm S Filter n::. Total Utilization Result (1 Series : 8 Products)

v Firepower 1000 series (8 Products)
meput

Latest performance numbers with | one Oon J FPRI010Snor2 FPRIT20-Sro2
7 .x along with Snort 2 and Snort 3 ~

Network Profile (Packet Size Mix) © FPR1140-Snort2 3% FPR1150-Snort2

-
Both versions reflect software ) I .

optimizations

FPR1140-Snort3 9% FPR1150-Snort3

This tool suggests hal

Metadata Improvements and one- —
click datasheet links

Enabled Features

Max Power Consumption listed in 16w 100

[7] Threat (IPS) ©

\/\/a ttS Content (URL Filtering) ©

SSL% Decryption & VPN% slider bars
PO Gy 00

New! Routed vs. Inline mode |

deployment scenario along with

advanced filters

"osen’ SECURE




dCloud Demos

P Updated to latest
software release
offering latest
software

v1 - Instant Demc

ID: cisco-defense-orchestrator-v1-instant-demo

Published Date: 01-Feb-2017 13:56 Instant Demo

Security English

Demonstrate how Cisco Defense Orchestrator (CDO), a cloud based
solution, allows you to orchestrate security policies for your entire
distributed network of Cisco security solutions (Cisco firewalls, next-
generation firewalls, and OpenDNS).

NOTE: Please download the story guide from the Related Content
link below and click View to access the demo

Favorite Copy Related Documents View

ID: 727995  Published Date: 14-Nov-2020 02:10

Demonstration Internet of Things (loT) loT English
Cisco’s Securing Industrial Networks solution solves manufacturer challenges
such as cyber attacks through Visibility and Analytics, Secure Remote Access,
Segmentation, and Services. In this demo we focus on the former three security

capabilities using Cisco Cyber Vision, Identity Services Engine (ISE), Firepower
Threat Defense (FTD), Duo and Stealthwatch.

Favorite Related Documents Schedule

P Consolidated labs
with more scenarios

ID: 748374  Published Date: 05-Feb-2021 10:40 Lab
Security VPN Security Clients Web Security Cloud Security
Advanced Malware Protection Network Visibility and Enforcement
Next-Gen Firewalls  English

Play attacker and defender in lab scenarios that show, first-hand, CDC security

solutions. You will learn about Firepower, ISE, AnyConnect, Stealthwatch, AMP,

Umbrella, ESA, Duo, and Tetration, as well as IBM, Radware, Rapid7 and
Splunk..

irepower Next-Generation |

ID: 756913  Published Date:  08-Mar-2021 10:41

Demonstration  Security

IMPORTANT! This content is community-developed and so is not subject to
standard dCloud verification or support. Please contact dCloud Support for
more information.

Favorite Related Documents Schedule

Cisco Firepower Next-Generation Firewa

Lab v1.7

Information Resources

Documentation

ID: 527093 Published Date: 01-
Internet of Things (loT)

Learn how the Cisco ISA 3000 provide

and network security management acrof

companies to use their existing IT secu
specific needs.

Favorite Related Documen

"osen’ SECURE




Other Resources
4

WebEx Space

SalesConnect Communities




Cisco
Firepower ++

‘tses’ SECURE

DC Technology:
«  Clustering (geo-clustering)
« AClintegration
* Virtual instances
« IPS/IDS/FW flexibility
Integration, Identity, Device, Health,...
* Integration with ISE, AMP, Vulnerability Scanners, Threat Director feeds...
*  Dynamic Objects
«  Secure Analytics and Logging (SAL)

* Snort, MITRE

* EVE, ApplD, Vulnerability DB
»  Security Intelligence

«  AMP

» FEasy to install, also with virtual, multiplatform, Zero trust concept
*  DUO MFA, Passwordless, Passport
Encrypted traffic
« EVE, TLS 1.3, QUICK
Automation
»  Correlation, Indication of compromise
»  Network Discovery => Events Filtering & Priority, Signature Recommendation
+ XDRintegration
« AP
« SDWAN
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Nasledujici Tech Club webinar:

18.3. Vyvoj a moznosti segmentace v pocitacovych sitich
Prednasejici: Jaromir Pilar

Registrovat se mizete na oficidlnim webu Cisco Tech Club webinéare







