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Segment Routing ïBGP Prefix-SID

ÅThis presentation describes the use of Segment Routing in a 
BGP based Data Center Fabric

ÅA Clos topology model is used to show the use of BGP in the 
Data Center and MPLS as data plane

ÅIt shows how BGP Prefix-SID enables traffic steering 
capabilities within the DC Fabric

ÅAn Overlay model can be used to offer services to the VMs 
in the SR enabled DC



Segment Routing 
solves problems 
in large DC Networks



Open problems in large DC networks

ÅECMP routing is most commonly realized per-flow.  This means that large, long-
lived "elephant" flows may affect performance of smaller, short-lived "mouse" 
flows and reduce efficiency of per-flow load-sharing

ÅShortest-path routing with ECMP implements oblivious routing model, which is 
not aware of the network imbalances.  If the network symmetry is broken, for 
example due to link failures, utilization hotspots may appear

ÅAbsence of path visibility leaves transport protocols, such as TCP, with a 
"blackbox" view of the network

ÅIsolating faults in the network with multiple parallel paths and ECMP-based 
routing is non-trivial due to lack of determinism.

More details needed, see Clarence SR MSDC draft



How SR can solve open problems

ÅPer-packet and flowlet switching

ïHost can steer traffic per-packet or per-flowlet, using SR steering capabilities, solving the 
"elephant flow" problem in the data-center and avoiding link imbalances

ÅPerformance-aware routing

ïHost can steer traffic based on characteristics of the path(s), derived by itself or from controller, 
and steer traffic away from less performant paths

ÅNon-oblivious routing

ïavoid issues associated with oblivious ECMP hashing

ÅDeterministic network probing

ïSteer probe packets in specific paths through the network

More details needed, see Clarence SR MSDC draft



BGP-based Data Center
Reminder
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DC ïMulti-tier design model

ÅThe BGP-based Data Center typically uses a multi-tier 
design model

ÅThis presentation describes functionality applied to the 3-
Tier, 5-stage Clos topology

ÅAll described functionality also applies to larger or smaller 
scale DC designs, such as the 2-Tier Clos topology on the 
previous slide
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ÅInternet connectivity: E.g. Node103 and Node104 advertise 10,000 Internet 
prefixes and a default route to Node3 and Node4

ÅThe internet prefixes are propagated by BGP to all nodes within the DC
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BGP-based DC Fabric

ÅAn example path through the network

ï1.1.1.103/32 is an Internet prefix

AS1 AS10 AS30 AS20

IP: 1.1.1.103/32
Nexthop: 11

IP: 1.1.1.103/32
Nexthop: 31

IP: 1.1.1.103/32
Nexthop: 21

BGP BGP BGP
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BGP-based DC Fabric ïProperties

ÅPacket are forwarded hop-by-hop

ÅNo traffic engineering is possible

ïTraffic is directed only along eBGP multi-path ECMP



BGP 3107
MPLS-based DC Fabric
Routing within the Fabric



RFC3107 ïMPLS-based DC Fabric

ÅThis section only focuses on building an MPLS-based Data 
Center Fabric

ÅThe eBGP sessions between the nodes exchange BGP3107 
(BGP Labeled Unicast or ñBGP-LUò) NLRIs

ÅThe MPLS-based DC Fabric allows any leaf (ToR or BR) in 
the Fabric to talk to any other leaf with one single label

ïSee example next slides
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ÅAn example path through the network

AS1 AS10 AS30 AS20

IP: 1.1.1.3/32
Label: 24006
Nexthop: 11

IP: 1.1.1.3/32
Label: 24010
Nexthop: 31

IP: 1.1.1.3/32
Label: 24009
Nexthop: 21
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BGP3107 allocates a dynamic local label to advertise to its neighbor 

RFC3107 ïMPLS-based DC Fabric


