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B RS54 7 R4 103, x4, SAS/SATA/NVMe RS54 7

UCSC-RIS3C-240M8 | ycs €240 M8 5« ' — 3C PCle 55 5 % (x16)  (CPU2 Tilf)

B 20v b7 F1EDOZILINA M, TILR. x16. . F7)UIEGPU ZHR—bk L
E3CH

m 2OV RM8IIYTIIEGPU [CL->T7Ov I EhTWET (FREH)

BRENIFAT—EEBILEENBZTI/EYV/ART

B A= 2 FBFTAY -3 NEBRSNWTWRWNES, 54— 2 D UCSC-FBRS2-C240-D &
KU ZA Y — 3 AD UCSC-FBRS3-C245 A H¥— 7 45— T VI NBEBMICETNET,

m CBL-SASR1B-C24XM7 (&, 54 #—1B £RAIDI Y kO—3 (UCSC-RAID-HP,
UCSC-RAID-MP1L32, F7zld UCSC-HBA-M1L16) DBIRICEEITEFEFNTVET,

m CBL-SASR3B-C24XM7 &, 5S4 H#— 3 &RAIDOY hO—5 (UCSC-RAID-HP,
UCSC-RAID-MP1L32, F 7=l 2 DD UCSC-HBA-M1L16) DBIRICHEITREFhTWVET,
F:BTTA/HY—¢ Raid Ay MO—F%BMT358E. 7YY —%—#ICEN T VENHZ
EITEELTLIES L,

a F I BEBEDSAHY— 20V MDD GPU HR—KICDWTIE, F12 35 ~—=) #8BLTLE
& 2,
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H—/NDOHERK

ATv73
CPU DIEEMEEFI XD ES D TT,

=X 8 7
RK336MBODFryya HaX
BN :&K3507v b

UPI U > % : 24GT/s TRX 4

H5 CPU #BIRLUE T,

CPU Zi®R9 % (WAE)

x5

7 AN

b — g

m EEOHEREN35°C[95°F] ICHIREN., 77V DEEICLD 28°C
[82.4°F] ICEETULE Y. BEAKRZAT7EmMOHITZE. 77 VDEEICELD.
BEOMEREIIZNZEN30°C[86°F] & 26°C[78.8°F] ICEETLZET,

m EHO GPU>7T5W Hf VA R—=ILEhTW3IEE. BEOFEREIX 30°C
[86°F] T, 25°C[77°F]ICIETL. 77 VDEENHRELET,

m GPU>75W HA YA F—=ILEhTW3IHE. TDP A' 330W ##8%2 % CPU (Y

R—hEhFEA
%5 Intel® Xeon® X4 — 3 7 )L CPU H'FIFHATHE
S ID v/ AVN | BRKY | 37 |(y0v | BRE | Fvvy | YR—bF S  MRDIMM
7—/0—-K | Tvyb AV Yah DDR5 DY R—
3 14X | DIMMZ0Ov k
(Cache 4
Size)
(PID) (S) (€) | (GHz) | (W) (MB) (MT/s)
UCS-CPU-16787P N7 #Z—V‘/ 25 86 | 2.00 | 350 336 6400 (£ 1)
UCS-CPU-I6781PT | B—v 4w K 15 80 | 2.00 | 350 | 336 6400 0
UCS-CPU-l6767P | X7 XY o 64 | 2.40 | 350 | 336 6400 ELR)
UCS-CPU-I6761PT | B—v 4y K 15 64 | 2.50 | 350 | 336 6400 0
UCS-CPU-I6760P | XA Y54 25 64 | 2.20 | 330 | 320 6400 Wz
ucs-cPu-l6747P | /Y7 17\—7‘/ 25 48 | 2.70 | 330 | 288 6400 0N
UCS-CPU-I6741P" | B—y 4y 1S 48 | 2.50 | 300 | 288 6400 WX
UCS-CPU-I6740P | XA v S4 > 25 48 | 2.10 | 270 | 288 6400 Wz
ucs-cpu-l6736P | V7 *1—7‘/ 25 36 | 2.00 | 205 144 6400 RYRES

16

Cisco UCS C240 M8 S H—/X (RE—=IN TA—AL T799 F4RY RS54 7 ETFI)




H—/NOEHR

%5 Intel® Xeon®RX 4 — 5 7 )L CPU HiF|FHATHE
S ID v AVEN | BKY A7 0Oy EWR  Fvv | YR—b3F% | MRDIMM
J—s0—kK | Tvyhk VA va DDR5 DY R—
=4 14X | DIMM ZOvw k
(Cache 2
Size)
(PID) (S) (C) | (GHz) | (W) (MB) (MT/s)
ucs-cpu-l674sp | V7 *Z—V‘/ 25 32 | 3.10 | 300 | 336 6400 RIS
ucs-cpu-le737p | /%7 WZ—V‘/ 25 32 | 2.90 | 270 | 144 6400 W E
UCS-CPU-16731P! | Bi—Y 4w h 1S 32 | 250 | 245 | 144 6400 W x
ucs-cpu-le73op | /%7 7r7\—7*/ 25 32 | 2.50 | 250 | 288 6400 WVE
UCS-CPU-16530P | XAYSA> 25 32 | 230 | 225 | 144 6400 W x
ucs-cpu-le728p | /77 h 2 45 24 | 270 | 210 | 144 6400 A
T—27)
ucs-cpu-les27p | /%7 17\—7*/ 25 24 | 3.00 | 255 144 6400 WE
UCS-CPU-I6521P" | B—Y 4w 1S 24 | 2.60 | 225 | 144 6400 W x
UCS-CPU-16520P | XA vSA v 25 24 | 2.40 | 210 | 144 6400 W x
UCS-CPU-I6511P! | B—Y 4wy 1S 16 | 2.50 | 150 72 6400 W x
ucs-cpu-l6724p | /7 *Z—V‘/ 45 16 | 3.60 @ 210 72 6400 RIS
ucs-cpu-les17p | /%7 WZ—V‘/ 25 16 | 3.20 190 72 6400 WVE
UCS-CPU-16515P | XA vSA v 25 16 | 2.30 | 150 72 6400 W x
UCS-CPU-16505P | XAV SA v 25 12 | 2.20 | 150 48 6400 W x
ucs-cPu-l6714p | %7 17\—7*/ 45 8 | 4.00 | 165 48 6400 WVE
ucs-cpu-lesorp | V7 *Z—V‘/ 25 8 | 3.50 150 48 6400 RYRY 3
CPUBHICEENZ 7V Y U/ART:
m UCSC-HSLP-C240M8
m UCSC-HSLP-C220M8 (UCSC-GPUAD-240M8 AEIRE W T\ BIEA)
F:%H)5 2 DD CPUZEMT 258E. 77U UE AN 9% BELNFHDET,
px
1.8—Y v NEH CPU
CiscoUCS C240 M8 T v ¥ H—/)\ (RE=IL TA—L TPVY9 T4 R RS547 EFIL) 17



H—/NDOHERK

*6 CPUPID FO—%

FERIF #1 HAF #2 HAlF #3 HAF #4 HAF #5 AT #6 A #7
Y28 CPUY 7S |CPU DX |SKU EBRE CPU SKU (2 #7) A7 7—*F77 AFavir
773 14y F ¥ ~7 CPU

6:55 61 |5:GNR-SPH |f]:20, 34, 48 H TS
ucs PR 17 H SO SKU | P : P-Core TH: ATV T
I: Intel 7:GNR-SP & | RY vV %EBR Vo= ANRT
PS8 11, 21, 31, 41, 61,
81: Yy JILVYTy b
18
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H—/NOEHR

BiR— bk ESh B8

m 1-CPU #5% :
— KNS5 1DDCPUEBIRLET., F#5
— K4 {EORHEEREER NVMe R4 7HEFRIEnE T
— BXK2 FAOE@EEER NVMe RS/ 7HHFRIEShE Y
W 2-CPU #5% :
— KRHhSE—LHD CPU % 2 DBEIRLTLFEE W &#5
— BK4 -~ 8 BAOREEREES NVMe RS 4 7HZFAIEhET
- BX4EOEEEEER NVMe R4 7HFaIShEd

BIRT D1 D2F/F2DDCPU IF, BDELRY—/N—DEEICISUTERD XY, XDIEEZSHE
LTLriEEn,

- XFv72 SY-H—FEERTS (LF) N—=/14

- RATY 74 XFYEERTS (BF) N—=20

- XFvZ5 FZ07 3> PO0—-FFFRTSE (A 7>3>) X—=/24
- XTy76 RZ1TEERT S (A 7>3>) X—2726

- XTYTTAT3Y H—FEERLET (F7>3>) X—2729
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H—/NDOHERK

ATy T4

AEVYZBIRT S (HA)

RICE 7Y —INTHR—brENZ ALY XEY DIMM BEEICDWTHAL T,

L \ 5B : 256GB DIMM 3 GPU h— R A B HLESZ LR TEEEBA
_—

®7

Y=\ ALY ATEVYKEE

XEY =N Fo/0I—

s&

B

DIMM

MRDIMM!

Intel® Xeon® CPU tH{{

Intel® Xeon® 6 CPU

DDR5 XEUDyOY VEE

£k 6400 MT/s 1DPC, K
5200 MT/s 2DPC

&K 8000 MT/s 1DPC

BEROERE

1.1 7RI b

DRAM 7 7 7 BE

16Gb. 24Gb & &£ U 32Gb

16 Gb

MRDIMM (% ZE1{t>> % DDR5

AEYSAT RDIMM (Z8§%:%3 DDR5 DIMM) v
AE Y DRAM CPU C&ICAEY DOMM F+ > CPU %7=H 8 DM MRDIMM
DIMM/MRDIMM %8 RILx8 FyrvRITEILHKRK Fr X, FryrXRILHIhH 1

2 DIMM

DIMM

H—/\Z & D DRAM
DIMM/MRDIMM D& A%

32245 vh)

16 2VYTvh)

DRAM DIMM/MRDIMM ZZ

16GB 1Rx8. 32GB 1Rx4. 48GB
1Rx4. 64GB 2Rx4, 96GB

32GB 2Rx8, 64GB 2Rx4

LUV 2Rx4. 128GB 2Rx4. 256GB

4Rx4
BRVATABRE 8TB (32x256GB) 1 TB (16x64GB)
3

1. IntelXeon 6 SKU 6787P. 6781P.
6 DY =27 )L EBER)

6767P, 6761P & & TF 6747P | MRDIMM Z 1 7R— k LE T (Intel Xeon
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H—/\DER

4 AEVYERN
- R
A1l A2 A2 A1l
“ - - l!
B2 B1
Chan B
Chan B
“ . - i!
Chan D Chan D oz D
| |
GR CPU 2
- E2 E1
“ Chan E Chan E !
F1 F2 F2  F1
“ Chan F Chan F !
G1 G2 G2 G1
“ Chan G Chan G !
H1  H2 H2 H1
Chan H Chan H

8 memory channels per CPU,
up to 2 DIMMs per channel

32 DIMMS total (16 DIMMs per CPU)
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H—/NDOHERK

=8

DIMM & XEY T 5—Y VI D&EIR

AFVDEREATY IS—UVT ATIavhREBENMNESHZEIRLET, FIFATIEELAE
UDIMM &SV VT AFTVavid, FSICEBHINTWET,

Q

F I ATVDIZ—U VT EAR=TIICTEDE, ATY YTV RATFAICE>TH
—T =D 2 DDF v RILICARKFICEEATNET, FADF v RILICHFULTAE
DRI E#RITULBRICETERAREERATY T5—IC&>TE2 T HIR
InsdE. VRATARESRADFvRILDST—F ZBEMICERIFLET. FAD
FrRXILT—BHURIS—FLEVYINIZ—DRELTH, IT—-VUVITINE
F—IDFEEZIZEEHDEFEA. DIMM EZD I F5—1U Y JHEHFO DIMM
IR UTET<KBAUSATRBKFICTI—HARELBVERED., SIEEI#HGELET. X
BVDIZ—=V VI zERATDE. 2 DDEEBFEHFF vy RILD—ArS5ULIMT—FH
BEINLBWESH, ARL—FT 4 VT Y RTATERTARELR AT UED 50 % FHD
L9,

Intel® Xeon® £ 6 H#H{{ CPU Z&# L /= UCS M8 H— /KD AXEY AT 3>, CPU

S45 ID (PID)

PID (DR%AA ;JMW

DDR5-6400 MT/s Cisco XEY PID Y X

UCS-MRX16G1RE5 16GB RDIMM 1Rx8 1.1V (16Gb 1
UCS-MRX32G1RES 32GB RDIMM 1Rx4 1.1V (16Gb) 1
UCS-MRX48G1RF5 48GB RDIMM 1Rx4 1.1V (24Gb) 1
UCS-MRX64G2RE5 64GB RDIMM 2Rx4 1.1V (16Gb) 2
UCS-MRX96G2RF5 96GB RDIMM 2Rx4 1.1V (24Gb) 2
UCS-MR128G2RG5 128GB RDIMM 2Rx4 1.1V (32Gb) 2
UCS-MR256G4RG5 256GB RDIMM 4Rx4 1.1Volts (32Gb) 4
DDR5 MRDIMM-8800 MT/# CiscoXEY PID U X k

UCS-MCX32G2RE11" 32GB DDR5 MRDIMM 8800 2Rx8 (16Gb) 2
UCS-MCX64G2RE11" | 64GB DDR5 MRDIMM 8800 2Rx4 (16Gb) 2

AEY 5=V I ATvay

NO1-MMIRRORD

AEY 25V ATVaYy

AEVEBRICEETFNDT7 7Y U/ART :
m UCS-DDR5-BLK! (&, ZBIREh TULVARL DIMM 20y MCEFMICEENET

;‘I .

1. BYIRSH T 7—70—%#9 576, ZD DIMM X0y MIDIMM 75 V0 Z#BD T 2HENHD

22
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H—/NOEHR

AFBVUEBREREBIL—I
B O—I)TFYI=IL: TRTOCPUYTYFDAEYIF, RAILESICHERTIVNELNHDET,

B HR—FZNZAFVER. AUV K IIL—=IL. ABDIL—=IL. BEBIL—ILOFEMEICDOWVTIE, [intel M8
AFEY A4 KR] 22BLTES,
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https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/ucs-intel-m8-memory-guide.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/ucs-intel-m8-memory-guide.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/c220-c240-b200-m6-memory-guide.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/c220-c240-b200-m6-memory-guide.pdf
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/c220m6/install/c220m6.html
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/c220-c240-x210c-x410c-m7-memory-guide.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/c220-c240-x210c-x410c-m7-memory-guide.pdf

H—/NDOHERK

A7y T5 KSA47 AV NO—5%8RTZ (A7Y3V)

KDY ZXABNE, —=NTORZAT7OHEHAEZLZEH-HDTT,

B 5K 28580 SAS/SATA/U.3 NVMe K54 7l&. Cisco24G k54 E— K M1 RAID OV
FO—ZTHIESNhET,

B 5K 28 80D SAS/SATA/U.3 NVMe K54 7lE. 2 D® Cisco 24G k54 E— K M1 RAID
HBA THIF S X T,

pa
@ m UCSC- RAID-MP1L32 : OV hO—5&H7h 64 BO{REKRS47 (VD) . T4 RV JIL—
THIEDRK64EBD VD, 00B IE, T4 R JIL—F&IC8VD ICHIREIhET,
m RAD OY hO—ZZFRUES. THHAERICERAOY MCEROFFSNhET,
m NVMe /\— K = 7 RAID DI5&. U.3 NVMe SSD DH MY R—bShE .,

®9 N—Kox7 AyvbO—3 AFv3v

845 1D (PID) PID D&REH

ABRZ/47Ha>ysO—-7

UCSC-RAID-M1L321:2 24G b 54 E€—K M1 RAIDOY hO—7 (4GB FBWC 32Drv f1/&)

B CODRAD Oy hO—7ZIE, 3Gbps. 6Gbps. 12Gbps. & & U 24Gbps TEf
328K 28E8D 2.5 14 F (SFF) SAS/SATAHDD, SAS/SATASSD, &
KV'U.3NVMe ZHR— ML ZET, SuperCap &£ 4GB DT 5w a/l\vy <
418 Fvvyia (FBWC) NEFENTWET,

m RAIDO, 1, 5, 6, 10, 50, 60, H KLV JBOD E—K#HR—KL. RAD &
LU JBOD E—RDEEETR—FMLZET,

m RAD Oy hO—-Z%#ERAXOY MIEEEHRLET,

B IRTOECEEILRS A7 (SED) 1F. R Y R7OVEE (CIMC/UCSM)
OO—HILF—R/ESLVBEE#EEEYR—NLUET, IRE. SED RS 71

O—AHIL*F—BEBEEDHTEEINET, T—KRN—FT1DF—BEISE
BR—MZNBZFETT (KMIP ZEH#L)

UCSC-RAID-M1L16 24G b 54 E€—K M1 RAIDOY hO—7 (4GB FBWC 16Drv {1/&)

B CODRAD Oy hO—7ZIE, 3Gbps. 6Gbps. 12Gbps. & & U 24Gbps TEf
ETBEKN16 5D 2.5 1 F (SFF) SAS/SATAHDD. SAS/SATASSD., &
KV'U.3NVMe ZHR— ML ZET, SuperCap &£ 4GB DT 5w a/l\v P <
A4k Fvva (FBWC) AEFhTWET,

m RAIDO, 1, 5, 6, 10, 50, 60, &LV JBOD E—KZ=H/R—KFL. RAD &
LU JBOD E—RDEEEYR—FMLZET,

m RAD Oy hO—-Z%#ERAXOY MIEEEHRLEI,

B IRTOECEEILRSAT (SED) |1F. RV R7OVEHE (CIMC/UCSM)
OO—HILF—RESLVUBEEMEEEYR—NLUET, IRE. SED RS 71&

O—ADILF—BEBEEDHTEEBINET, Y—RKN—FT1DF—BE(ISE
BR—MZNBZFETT (KMIP #EH#L)
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H—/\DER

%9 N—K9zx7 aAybO-5A7vay (HZ)

845 1D (PID) PID D&REH

UCSC-HBA-M1L16 24G NS4 E—K M1 HBA (14 RS 47H)

B ZDOMZA4E—RK HBA (&, 3Gbps. 6Gbps. 12Gbps. & & U 24Gbps TH)
9 BH:K 14 B®D SAS HDD & & U SAS/SATA/U.3 NVMe ZHR— kL X T,

m UCSC-C240-M8SX THRK 2 DD Z4E—RKR HBA Y hO—FZHYR—b
m RAID EHR—FEINFEEA

m JBOD 7/ (3/\ZARJ)L— E—RZHR—b

m 24G F S/ E—F HBA FEADO RO Y MMIEEERTEET,

RSA47 Ay bO—-FICEFENZT7 IV V/ART .

m UCSC-RAID-MP1L32 : CBL-RAID16-240M8 & & U UCSC-SDBKT-24XM7 A& FE N TWE T,
m UCSC-HBA-M1L16:

*2CPU ¥ 2T ATIZE, CBL-RAID16-240M8 & &£ UF UCSC-HPT-24XM7 MY hO—5 ZEICEE
hTWEd9,

e 1CPU Y RTADZE. V7L AV O—S#EHRDIES 1F CBL-RAID16-240M8 & L T
UCSC-HPT-24XM7, &2 7JL Y b O—S#pLFIC CBL-HBA-240M8-P1,
CBL-HBA-240M8-P2, & & Uf UCSC-HPBKT-24XM7 A& FhTWE T,

m UCSC-RAID-M1L16 : 2 CPU ¥ X 57 ATIld. CBL-RAID16-240M8 & & TF UCSC-HPT-24XM7 AV
RO—ZCEICEEFNTNET,
F i ARTZEULTRZA7 A bO—5 %% TEBMNT 558, 7 —7I)L/supercap/ A—I\— o5 —T )L &,
Ay hO—5 735y b Ea—8IEXT2RENHD XTI,

bz
1. U3NVMe RS54 T7%2ZDMS4C4E—KRAID O hO—5 (UCSC-RAID-HP) & &1IC BIRLIIBE. TIBHT
BOF7A4)MELTRAD #HICRESNEYT, L. 2OV M1 ~4, 21 ~ 24D U3 K517, CPUIC
EEEHRINfC U2 E—RTEETZEY, COT—KRIE, BDEICHLU T CCisco IMC hSEETEET,
2.ZDORZAE—RRAD OV FO—F%&FXT 2IHFE. BE—D RAID /RY 2 —AT®D SAS/SATA K54 7 & NVMe

RIATDRERYR—bERhTOWRBWIEITERELTKEZWL, RERSATE. ALYITDORZA4TTDOH
fETEEY

SR FNTORAD AT avicl. BUESIS— HAXEAFAT 54 TD K54 T
Lo\ BECE. RAD KU 1—A H1 XOHEIE. BIDKS( TERNERENET,
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H—/NDOHERK

y &WA) KSA4T7%#BIRTS (AFVay)
TARY RIATDEEAKRIIRDEED TT,

B 25AVFRE=NTA—LTF7IY
B Ry NTSUAEE
B RSATEFALY R YUY bShizRETIRE

R4 T7%2BIRT B

W {ERITTRELR SAS 5 &L UF SATASSD/HDD & & U NVMe RS A 7ld, ICREHEShTLETY,
10

FE VRATRIFIZHBARYT—DYIUYRRATF—MRSAT (SSD) #FERALTWE
£ \ T, INTOYU YR ZF—K RS17 (5SD) IF. ¥IEBINLBEZAHEIROEEEZ(T,
—_——— RESNTVWSREAEAFIRERIEEETICL > TERADEYT, YROATE., YRXOFRLIEE
BILICE > TRESNEBRFERTREBA LY I Y RAT—MNRZ47 (SSD) 2 RO
HOHIMTIIZIEL A,

=10 FFATT§EL SAS/SATA SSD & & TUF HDD

W& D (PID) PID (SR 55wy
{47 TA

HDD

HDD (10K RPM)

UCS-HDB1T2GS10K2N | 1.2TB 2.5 /1 > F 12G SAS 10K RPM 512n HDD SAS 1.27TB

UCS-HDB2T4GS10K4K | 2.4TB 2.5 /1 > F 12G SAS 10K RPM 4K HDD SAS 2.4TB

UCS-HDB300GS10K2N | 300GB 2.5 « >~ F 12G SAS 10K RPM 512n HDD SAS 300 GB

UCS-HDB600GS10K2N | 600GB 2.5 - >~ F 12G SAS 10K RPM 512n HDD SAS 600 GB

Enterprise Performance SAS/SATA SSD (& AtE. &K 10X £7-(2 3X DWPD (Drive Writes Per Day)

X )

SATA

UCS-SD19TBM3XEP-D | 1.9TB 2.5 « >/ F Enter Perf 6G SATA Micron G2 SSD (3X) SATA | 1.97TB

UCS-SD960GBM3XEPD | 960GB 2.5 «f > F Enter Perf 6G SATA Micron G2 SSD (3X) SATA | 960 GB

UCS-SD480GBM3XEPD | 480GB 2.5 - ~F Enter Perf 6G SATA Micron G2 SSD (3X) SATA | 480 GB

UCS-SDB1T90A1P gé9DTB 2.5 4 > F 15 mm Solidigm S4620 Enter Perf 6G SATA 3X SATA | 1.97TB

UCS-SDB3T80A1P géSDTB 2.5 €4 >F 15 mm Solidigm $4620 Enter Perf 6G SATA 3X SATA | 3.8TB

UCS-SDB9600A1P g?(OSGSI?)Zj 4 > F 15 mm Solidigm S4620 Enter Perf 6G SATA SATA | 960 GB

UCS-SDB4800A1P 480GB 2.5 4 > F 15 mm Solidigm S4620 Enter Perf 6G SATA SATA | 480 GB
3X SSD

SAS
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+£ 10  FIFTATHERR SAS/SATASSD KU HDD (#&)
S5 D (PID) PID (OEXEA ;7,; SREAS
{47 T A
UCS-SD32TKA3XEP-D | 3.2TB 2.5 « > F Enter Perf 24G SAS Kioxia G2 SSD (3X) SAS 3.27TB
UCS-SD16TKA3XEP-D 1.6TB 2.5 A > F Enter Perf 24G SAS Kioxia G2 SSD (3X) SAS 1.6TB
Enterprise Value SAS/SATA SSD ({Ef#AtE. |K 1XDWPD (1 BHD DR F 14 TEZAH) M)
SATA
UCS-SD76TBM1XEV-D | 7.6TB 2.5 « >/ F Enter Value 6G SATA Micron G2 SSD SATA | 7.6TB
UCS-SD38TBM1XEV-D | 3.8TB 2.5 1 > F Enter Value 6G SATA Micron G2 SSD SATA | 3.8TB
UCS-SD19TBM1XEV-D | 1.9TB 2.5 4 >/ F Enter Value 6G SATA Micron G2 SSD SATA | 1.97B
UCS-SD960GBM1XEVD | 960GB 2.5 - ~F Enter Value 6G SATA Micron G2 SSD SATA | 960 GB
UCS-SD480GBM1XEVD | 480 GB 2.5 - / F Enter Value 6G SATA Micron G2 SSD SATA | 480 GB
UCS-SD240GBM1XEVD | 240GB 2.5 1 ~F Enter Value 6G SATA Micron G2 SSD SATA | 240 GB
UCS-SDB7T6SA1VD Zé%TB 2.5 4 > F 6G SATA Enter Value 1X Samsung G1PM893A SATA | 7.6TB
UCS-SDB3T8SA1VD gégoTB 2.5 4 >~ F 6G SATA Enter Value 1X Samsung G1PM893A SATA | 3.8TB
UCS-SDB1T9SA1VD ;é9DTB 2.5 4 ¥ F 6G SATA Enter Value 1X Samsung G1PM893A SATA | 1.97B
UCS-SDB960SA1VD gggGB 2.5 4 > F 6G SATA Enter Value 1X Samsung G1PM893A SATA | 960 GB
UCS-SDB3T80A1V 35(8;'SBD2.5 4 > F 15 mm Solidigm S4520 Enter Value 6G SATA SATA | 3.8TB
1
UCS-SDB9600A1V 960GB 2.5 1 >~ F 15 mm Solidigm $S4520 Enter Value 6G SATA SATA | 960 GB
1X SSD

SAS

UCS-SD15TKATXEV-D | 15.3TB 2.5 /1 > F fE%& A7 24G SAS Kioxia G2 SSD SAS |1 15.3TB
UCS-SD76TKATXEV-D | 7.6TB 2.5 4 >/ F Enter Value 24G SAS Kioxia G2 SSD SAS 7.6 TB
UCS-SD38TKATXEV-D | 3.8TB 2.5 « >/ F Enter Value 24G SAS Kioxia G2 SSD SAS 3.8TB
UCS-SD19TKATXEV-D | 1.9TB 2.5 « >/ F Enter Value 24G SAS Kioxia G2 SSD SAS 1.97B
BEEE{L K547 (SED) (1X X7zl 3X)

SATA

UCS-SD960GM2NK9-D \ 960GB 2.5 4 > F Enter Value 6G SATA Micron G2 SSD (SED) \ SATA \ 960 GB
SAS

UCS-SD76TBKANK9-D | 7.6TB 2.5 1 >/ F Enter Value 12G SAS Kioxia G2 SSD SAS | 7.6TB

(SED-FIPS)
UCS-SD38TBKANK9-D | 3.8TB 2.5 1 >/ F Enter Value 12G SAS Kioxia G2 SSD SAS | 3.8TB
(SED-FIPS)

UCS-SD16TBKANK9-D 1.6TB 2.5 4 > F Perf 12G SAS Kioxia G2 SSD (3X SED-FIPS) SAS 1.6 TB
PCle/NVMe SFF (2.5 4/ ~F) SFF K547

UCS-NVMEG4-M1536D | 15.3TB 2.5 4 > F U.3 15mm P7450 Hg Perf Med End NVMe u.3 |15.3TB
UCS-NVMEG4-M7680D | 7.6TB 2.5 « > F U.3 15mm P7450 Hg Perf Med End NVMe us |7.6TB
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+£ 10  FIFATIHELR SAS/SATASSD LU HDD (# )

A

%2 1D (PID) PID DA 75 FYIY
17 T
UCS-NVMEG4-M6400D | 6.4TB 2.5 4 >~ F U.3 15mm P7450 Hg Perf Hg End NVMe (3X) U3 6.4TB
UCS-NVMEG4-M3840D | 3.8TB 2.5 1 ~F U.3 15mm P7450 Hg Perf Med End NVMe u.3 |3.8TB
UCS-NVMEG4-M3200D | 3.2TB 2.5 1 > F U.3 15mm P7450 Hg Perf Hg End NVMe (3X) u3 |3.2TB
UCS-NVMEG4-M1920D | 1.9TB 2.5 4 ~F U.3 15mm P7450 Hg Perf Med End NVMe u3 [1.9TB
UCS-NVMEG4-M1600D | 1.6TB 2.5 « > F U.3 15mm P7450 Hg Perf Hg End NVMe (3X) us3 |[1.6TB
UCS-NVMEG4-M960-D | 960GB 2.5 - >~ F U.3 15mm P7450 Hg Perf Med End NVMe U.3 | 960 GB
UCS-NVB1T9M2V9 ; iI;)STB 2.5 4 >F U.3 15mm Micron 7500 StEERTTA 1X NVMe u3 [1.9TB
UCS-NVB3T8M2V9 3.8TB 2.5 4 > F U.3 15mm Micron 7500 Zt4REHFHA 1X NVMe u.3 |3.8TB

FIPS

p= g

m BRICIEL T, NVMe —7JL CBL-NVME-240M8-P4, CBL-NVME-240M8-P2 A& hFd. £ T
RSA T2 ARTELTEMT RIEEIE. T—TIE—EITENT2RELNHD XY,

m UCSC-BBLKD-M7 (&, BIREh TLWARWIIESLVUEFEDAML—Y TNAL ZARBICEEFhTVWET,

B FSAE—RIAVMO-FHA YR M=ILENTVRWNGES :

BIE SFFNVMe RS 47 1 ~ 4 (3, CPU2 [CEEEHZINhTWVWET,

BIE SFF NVMe RS54 7 21 ~ 24 |& CPU1 |C B HE4Eks
Z4 % — 1B DEE NVMe K54 73 CPU1 [CEIEEHKRINE T

SA4H— 3B OEMENVMe K54 7id. CPU2 ICEEESGEIND=%H. CPU2 Zih

BLLIEY,

B 4B LEDOEEER NVMe RS/ 72K ET 21553, 280 CPU Z BRI B EHWE

<9,

B SFFNVMe K54 7d UEFI E— RDIFEDH T — MARET T,
B SAS HDD &SAS/SATASSD (&, BIU RAID RY 2 —ATORETHWVRD, SBEESESC

ENTEEYT, RERSATIF. ALYLATORSA T TOMERTEET,

B SED RSA7IE. ROERDIESED KRS 4 7 LBEQIRETS : F 10 (26 N—=/)

28

CiscoUCS C240 M8 Sy H—/X (RE=IN TA—L T799 F4 RV K547 EFI)




H—/\DER

A7y T7 A7vay h—KREZ8RLET (A7 ay)

SHOY—/INE#RICD L TIF, https://ucshcltool.cloudapps.cisco.com/public/ [C3 %

N=R2oxz7EVT7 bV T7OEEMED) X (HCL) ZHEBL TS,
FEEHEIND PCle h—RF. ROEBEHTY,

B T a1—)L8 LAN on Motherboard (mLOM)

Open Compute Project (OCP) 3.0

REA V5 —T 4 XHh—FK (VIC)

X2YNT—V A5 =T 24X Hh—F (NIC)

KRR KR 7575 (HBA)

A7vay Hh—KEBRTS

=g

@ mSAF—1220v b 2THTI)LIE (DW) GPU NMBIRSh TV BIBE. T4
HY—120v +30FERAZ7O0v 7 0LFET., @ARRIC. Z4/¥—2X0Y 85T
DWGPU AEBIREINTWBES. Z4F—220vbh6%Z70v20L. Ihb

DEET S PCle 2Oy MORIBHRIRZHEET,

m SHBICD VT, Cisco UCS C240 M8 FBEH 7 K #8BLTLEa

ERTRERA TV ay h—RERICRLES, F11
= 11 fEFRAIRER PCle A 7Y 3 Y A—K

8% 1D (PID) PID DORLEA SR% ?rJ ;f 7
£ 2—/JLE! LAN on Motherboard (mLOM) 2
UCSC-M-V5Q50GV2-D | Cisco VIC 15427 4x 10/25/50G mLOM C & U — X mLOM HHHL.
(EF27 7—b{FE) 55
UCSC-M-V5D200GV2D | Cisco VIC 15237 2x 40/100/200G mLOMC & J—X | mLOM HHHL.
(EF27 7—hiE) 55
Open Compute Project (OCP)3
UCSC-O-ID10GC-D Intel X710T2LOCPV3G1L 2x10GbE RJ45 OCP3.0 NIC OCP SFF
UCSC-0-N6CD25GFO NVIDIA OEM MCX631432AC-ADAB CX6Lx 2x25G SFP28 x8 | OCP SFF
OCP NIC
UCSC-O-N6CD100GFO | NVIDIA OEM MCX623436AC-CDAB CX6Dx 2x100G QSFP56 | OCP SFF
x16 OCP NIC
REA T —T 4 ZAH—K (VIC) 2
UCSC-P-V5Q50G-D Cisco VIC 15425 4x 10/25/50G PCleC &) —X (& ZA4HY—1F HHHL,
Fa17 7T—MFE) folx 3 SS
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H—/NDHERK

&1 (FERATEER PCle A7V 3y h—K (#Z)
81D (PID) PID DBEA BR% 2’
UCSC-P-V5D200G-D Cisco VIC 15235 2x 40/100/200G PCleC 1) —X Z4H—1F |HHHL,
(EF27 7—Hr{FE) 7=l 3 SS
XYMNT=0 45 =T 14X AH—FK (NIC)
1GbE NIC
UCSC-P-1Q1GC Cisco-Intel 1710-T4L 4x1GBASE-T NIC SAH—1. HHHL.
2, FiE3 SS
10GbE NIC
UCSC-P-ID10GC-D Cisco-Intel X710T2LG 2x10GBE RJ45 PCle NIC SAH—1. HHHL.
2, FiE3 SS
UCSC-P-1Q10GC-D Cisco-Intel X710T4LG 4x10GBE RJ45 PCle NIC SAHF—1. HHHL,
2, ¥iE3 SS
25GbE NIC
UCSC-P-18D25GF-D Cisco-Intel E810XXVDA2 2x25/10GBE SFP28 PCle NIC SA4H—1. HHHL.
2, FiE3 SS
UCSC-P-N6D25GFO NVIDIA OEM MCX631102AS-ADAT CX6Lx 2x25GbE SFP28 | 54— 1, HHHL.
x8 PCle NIC 2. /123 |SS
UCSC-P-N7Q25GF CX713104AS-ADAT : 4x25GbE SFP56 % 4 X x16, SAH¥—1, | HHHL,
PCle NIC 2, ¥rlE3 SS
UCSC-P-18Q25GF-D Cisco-Intel E810XXVDAA4L 4x25/10 GbE SFP28 PCle NIC |54 H— 1, FHHL. SS
2, ¥flF3
UCSC-P-N7Q25GFO NVIDIA OEM CX713104AS-ADAT : 4x25GbE SFP56 A4 =1, HHHL,
%5 4 tH{{ x16, PCle NIC 2, F¥iE3 SS
100GbE NIC
UCSC-P-M6CD100GFO | NVIDIA OEM MCX623106AC-CDAT. 2x100 GbE A4 F—1, HHHL,
QSFP56 PCle 5 & 2, £7=lF3 SS
UCSC-P-M6DD100GFO | NVIDIA OEM MCX623106AS-CDAT, 2x100 GbE 4 F—1, HHHL.
QSFP56 PCle BE&74 L 2, £7=lF3 SS
UCSC-P-18D100GF-D Cisco-Intel E810CQDA2 2x100 GbE QSFP28 PCle NIC SAHF—1. HHHL,
2, FiE3 SS
200GbE NIC
UCSC-P-N7D200GF MCX755106AS-HEAT : CX-7 2x200GbE QSFP112 ZA4H—1, HHHL,
PCle Gen5x16, VPI NIC 2, ¥flF3 SS
UCSC-P-N7D200GF MCX755106AS-HEAT : CX-7 2x200GbE QSFP112 A4 =1, HHHL,
PCle Gen5x16, VPI NIC 2, F¥iE3 SS
UCSC-P-N7D200GFO NVIDIA OEM MCX755106AS-HEAT 2x200GbE QSFP112 SA4H—1. HHHL.
PCle £ 5 tH{ NIC 2, £7=lF3 SS
UCSC-P-N3220L Nvidia OEM BlueField-3 B3220L SuperNIC 2x200G SAHF—1. FHHL. SS
2, FiF3
UCSC-P-N3220 Nvidia OEM BlueField-3 B3220 DPU 2x200G SAH—1. FHHL, SS
2, FiF3
400GbE NIC
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®11 (EHTRER PCle A 73y h—F (&)

S8 1D (PID) PID OR:AA SR ?;J‘ K

UCSC-P-N7S400GF | MCX715105AS-WEAT CX-7 1x400GbE QSFP112 PCle 25 | 5 #— 1, | HHHL,
4 x16 VPI NIC 2, FlF3 |SS

UCSC-P-N7S400GFO | NVIDIA OEM MCX715105AS-WEAT 1x400GbE QSFP11Z | S+ — 1. | HHHL.
PCle 28 5 X NIC 2, ¥flE3  |SS

RXA K KR 75 7% (HBA)
UCSC-P-Q6D32GF-D Cisco-QLogic QLE2772 2x32GFC Gen 6 Enhanced PCle | 5+ — 1. HHHL.
HBA 2. F£flE3  |SS
UCSC-P-B7D32GF-D Cisco-Emulex LPe35002-M2-2x32GFC Gen 7 PCle HBA |5 4 — 1. HHHL.
2, F7=lF3 SS

UCSC-PCIEBD16GF-D Emulex LPe31002 7 2 7JL 7/R— b 16G FC HBA 4 —1, HHHL.
2, F7/=1E3 SS
UCSC-P-Q7D64GF Cisco-QLogic QLE2872, 64GFC Gen 7 PCle HBAX 2 FAHF—1, HHHL.

2, £7lF3 SS

PCl h—RICHEBT 270 V/IART,
m UCSC-OCP3-KIT-D (&, Open Compute Project (OCP) h— R ZBIRUIIBEICEEFNET
0
1.HHHL=/\—7 /AL k., N—=TL VTR, FHHL=ZJ)LI\A b, \N\—=TL YT R, SS=UVTILA
Ovhk, DS=#7ILZ2OY Kk, SFF=RE—IL TA—AL T 7%,
2.4 R— b D 50G EE, LU 2R—bFD 200G EEF, Y R—FIhhTWBT—TILEFERAT SR
FyR7Z7AVHY—NTOHFHR—FENET, Y R—FINTVWBRALYFET—TILICDWVTIE,
TVIC 15000 ¥ Y —=ZXDF7—=% v —bk1 28RLTLESIL,
3.mLOM 20y MCED T B EE, MLOMVIC £/IZ OCPNIC DESES5D (AR TEEEA)
FETEZET, OCPNIC #5EXT BI5E(E. OCPNIC Z mLOM X O MCERD fF1FB71=8IC
OCP XA Z=HJL Fv b (UCSC-OCP3-KIT) HLEXD fTIF 2 NEAHD XTI,

~RE

B 1CPU Y RTADBE :

B SAH—1ABLT1ICOIARTD PCle ZAY M. PCle A— KR THR—KrIhTWE
ER

B A —28LU3E. 1-CPU Y XTFAICTIEFYR—FMEhFEEA,

B 1207554V PCeVICHh—R®D#H%E 1-CPU VAT AICERD{HFBZ ENTE. 54
HF—1ADZROYy M1 F£lF 2, FEFA4F—1CoROY M ICEDHFTZRELHD
x9,

B mLOMVICHA—KR%Z Y v —YANED mLOM/OCP 3.0 20w MZERD T2 LSITEXL T,
2HMDOVIC H— RZRBICEMES DI ENTEXT., ¥ 7ILIE GPU 25EX T B5E(E.
ZO0v N2 ICEDHIFZMENHDET, PCleVICZZROY M1 ICEDHIFRZENTE
9, 7594 H—K&E mLOM/OCP 3.0 VIC Hi— RDBIRICD W TIF, F 11 (29 ~—
) #BBLTLIEEWN,

B 2CPU YRXTFLADIBE :
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H—/NDOHERK

32

ER
¥ —YOREBD mLOM 20Oy MIERET S MLOMVIC h—RZFEXT B ENTEX
3, =K 28D PCle VIC #5¥BAIHET T,

— FAY—1A L 20 EBIRLIIBR. S/ —1ADROY M2 ESA4MHF—2ADR
Oy hk5(C2DDPCeVICZRD{FII52ENTEET, GPUN T —1DR
Ov k2 FESA4AY—20020Y k5 ICRBSNTUNSEE. NCSI DEEEIXE
WIS/ — 1ADZROy M FRESA/F—20020v 8 4 (1T EZ SN
F9, LA >T. CiscoPCleVIC IF. GPU AASAH—1ADZAOY 2 E54
HF—20DZ2O0v L5 ICRDIHITSRTWBIEES., SAY—1ADZOY N1 ESA
H—20020v M4 CEDFIFZENTEXT,

— AT —1CELV 2 HBIRENTVZIHEE. 2 DD PCleVICZSA(HF—1C DR
Oy h1&EFA4HF—200ZR0O0Y b 4 [CRDFITET,

— FAY—=—CTEICKEK 1 DD PCle VIC

TS5594Y h—RE MLOMVIC A—RDBIRICOWTIE, F12 35 ~N—=2) #BBLTLE
IAR

ZDOHY—I\TlE, =K 2 DD PCle Cisco VIC & MLOMVIC AAHR—kENET, V7L
TAVEBIE—EIC1 DD VIC TOHPR—FZhZEd, —/NICEHD VIC A1V R
F—=ILEhTWBIHE. NCSI AERICKR>TWAROY MF—EIC1 DEFTHD, Vv
JIL T4 VEBDIZE. NCSIBERNZ 74y 7 TlE. MLOM 20y b, RICTA4H— 1A
DODAAY N 2/ZA4F—1CORAY M1, SAHF—20DROY K5/ F4HF—2C DR
Oy hk4rBEINET. BROHN—RZ2EETZHEE. LEOBRIBEMNTY Y IILTA
YEBRT—TIEEHRUET.

mLOM 2Oy MCERD 72 EZ, mMLOMVIC £/l OCPNIC DEB S (AAIFTEE
BA) ZFRETEZET, OCPNIC Z/EXT Bi5E(E. OCPNIC Z mLOM 20O MIZHELD &
[$27=5IC OCP AH=AHJL v b (UCSC-OCP3-KIT) HLEXDFIFDMHELRHDET,

px

/ 2.
@ B UCSM ¥ X—I K H—/)NlE, PCleVIC 'Y YA R—=ILENTWBH, VICH

MLOM 20y MCA YA M =ILENTWVWBIEEDHFERARETT,

m —ZBD Cisco UCS RAEBA vy —T x4 X A—KICIE. VICEF17 7—b T4
JOY—pHEMAENTED., Y—NOEFFICVICN—KRIzT7ET7—A
D7 DBEUIERINET, VICEF+27 7—KF Cisco DH—/N LRILD
X277 ERFEERTTS. EE550F77/OJ—HLERROESERIITER
THH. MEBFEHFDT 7—ALAV 7 ERTLTWVWS I EZRIET % Cisco DIEHE
EFIVICEBLE T,

B VAODMEYRMIRFEBHEINATLLEWDS, ARL—F 4 VT Y ATFALAHIEIR
Lich— R EBRENH DN RS S, £7old UCS C240 M8 H—/NTENMET B
BMOA—RZEET5ICE. [N—FKo7EREUZIN VYo EELET.
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H—/\DER

AFavdPCleATay h—R 7B U%RBIRT S

n RYORBKICY—RN—FT DA -y h 7HTH TR, SMTERLIEKEI 2L
BLVT—TIWNEDHEEERENTARSIhE U, HEERARERAESE LTT—7 LD
DZABMCOWTE. ROKRGBMEZREEL TSIES LN,
https://www.cisco.com/c/en/us/products/servers-unified-computing/third-party-adapters-listing.html

m 15428 S KU VIC 15238 DY R—FENBZAE LTI —TILDY A MZDOWTIE, XD VIC 15000 &
V=X TF—% I—hrZzERBLTEE,
https://www.cisco.com/c/en/us/products/collateral/interfaces-modules/unified-computing-system-a
dapters/ucs-vic-15000-series-ds.html

m Cisco Transceiver Module Group (TMG) I, Cisco DB LV T —TILEFRALTTAMEERL,
ZOHER%E TMG BT MU v I ZTRRALTVWE T, X EY 2 —ILB LU DAC L DRFDEHEMEIC
DT, https://tmgmatrix.cisco.com/ ZZBLTL 2L\,

B ZOMOEHEA T avICOWTE, XDV Y 7 ESBLTLLIES,

Intel :

HRAAE
HEICET BRT A bR—/(—
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H—/NDOHERK

ATY T8 GPU h—KRZ&RI S (AT7vav) . "=V

GPU A7 3 v DR

FIFATIgE/R GPUPCle A /Y av eSS4 Y — 20y FOEMMX, F12 ICRBHEShTWET,

FE

/) m 256GBDIMM I3 GPU i— K L BADE BT EATET, AEEEZERA
— 28°C [CHIRENE T

m EHO GPU>7TSW Hf VA R—=ILEhTW3IEE. BEOFEREIX 30°C
[B6°F] T, 25°C[77°F]ITIETL. 77 VDEENFRELET.

B GPU>75W A A YA R—=ILEhhTW3IHE. TDP A' 330W ##8 %% CPU (Y
R—hrEhFEtA

m H200-NVL GPU (&, H—/\#EF THRK 128GB XEVICHIPREhET, S 5IC.

MFREDI-DICENZ 450W [CHIRTE. RAEREIIHZEK 28 "C [CHIREShE
3-0

p=
@ m GPU ZRESI BB EITEXHA,

m CIMC KU UCSM BB TIZEEB D SBIOS ID AN E(CHE B 7-6. GPU h— K (Z
IARTIVZAOANSEBAL TS,

m TDP A 75W BLE®D GPU ZAX Li5EE. 3 D2DFA F—IXTHAVETH
D, GPUIT770OvH—F. YATARDEDZ A HF—DFROOY MIED
FlFohzxd,

mGPUNZAHF—1DRAOY b2, FLEFTAHP—24020v 5 ICRESNT
WBIFE. NCSI OEEEIIEEIMICT A F— 1ADRAY M1 £ld514H—2A
DAOY M4 ICYDEBEZSNET, LEA>TGPUHAZAY M2 ES5ICERS
NTW3BIFEH, CiscoPCleVIC 54— 1ALV 2A020v M1 & 4(C%
BCEFET., EROGPU ZENTZHEIE. F£12 35 N—=2) ITRTLDICH
DFIFZ2RELHDET,

mSAY—1 X0V~ 2TH7ILIE (DW) GPU BMBIREShTWBIHE. T4 —
120y h3DEAZ7OY I LET, ARIC. Z4F—2 20y 55 TDW
GPU BBIRENTWBIES., SA¥—2ZA0v k6270900, TNSORE
9% PCle 2O0v FOREIFERZHEET,

m SHAICD W TIE. Cisco UCS C240 M8 BESH 17 K 8B L TL &)
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H—/NOEHR

£12  BIRAKER PCle GPU H—K
GPU %4 ID (PID) PID ODREXEA EDRK 4% — 20v b DR
14X GPU
SAY— | 54— | F4F— | Sq44—
1A/1C 2A/2C | 3A/3C' | 1B/3B

NVIDIA H100

NVL. 400W, o Z20v k
UCSC-GPU-H100-NVL | 94GB, 2 2 | 27V 3 |zOvk 2 209k 5 7 (CO | HLEL

O ~ FHFL H a})

GPU
UCSC-GPU-H200-NVL? | NVIDIAGEM | 7)1

H200-NVL GPU | g Z20v k

600W. 3 ZOy bk 220y~ 5 7 (3CO | Z4%EL

141GB, 2 2 #)

0w~ FHFL

NVIDIA L405 : 20y
UCSC-GPU-L40S 350W. 48GB. | FTIL 3 Izpmyk 2|09k 5 7 (0 | BEEL

220 b U=

FHFL GPU &)

NVIDIA

L4:70W. oy . . AQvy b~ |,
UCSC-GPU-L43 24GB. 12 | L4 8 INTO | FATD | 7, ﬁﬁ%ﬁ%

Oy bk HHHL | K AQv k2B R 12

GPU

NVIDIA A16 _ Z20v k
UCSC-GPU-A16-D PCIE 250W padls 3 ZOvk 2| ZAYE 5 7 3CO | ZH&RL

4X16GB 2 )

GPU [CEFEhB 7Y V/IART :

m GPU SR EIX T2 L. H—NIciFO—707 74J)L E—k <> % PID (UCSC-HSLP-C220M8)
&. GPU BRI T 770w 71— PID (UCSC-RISAB-24XM7) A{TELTWET,

m IT7 %%k (UCSC-GPUAD-C240M8) (*. # 7JLIED GPU ICEEMICIZIE TN E AN, BREIC
BIRTZMHENHDET, GPUUCSC-GPU-L4 DIFE. T7— YUV NIVEHDEFE A,

m UCS-P100CBL-240-D (. A16 GPU OEIRICEFTNhTLE T,

m L40S. H100-NVL & & U H200-NVL GPU DEIRICE F 5 CBL-G5GPU-C240M7 R — 7 )L,
3 : GPU % 3JE GPU IISBRKICTE TEBMT 235451, GPU £ v b (UCSC-GPUKIT-240M8=) & GPU %%
XTBZNEBENHDET, TOGPUFY MNIIF, O—7O770ILE—bY P X2, GRUITFH I b X1,
H—TIR—Z kX2, GRUX2AEFENhET, T770vH—,

;‘I .

FLET.

1. 9=NKE. S4F—=3CT1207IINL I, ZILVYFTR, F7IIEGPU (PCle AAY b 7 D#H) &EHR—

2. H200-NVL GPU (&, H—/\HER THRKA 128GB X EV ICHIRENE T, S5IC. MEMHDI-HICEN%Z 450W (C

HRTE, BAREREIIRK 28 °C ICHIRESNET.

3.14 (3. PCle AP —DINRTOROY FTHR—PEZhEY., 4P — 1A2A3A5H D, 8 D0ROY hT

NTIC L4 28ET DIHE.

BRAMER B ICRDET
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H—/NDOHERK

2ATYv 79 M.2 7— KN RAID Oy hO—5 & SATASSD Z3FX9 3
(AA72av)

m £13H5 Cisco 7—hEREI{L M2RAID Oy FO—5%3FXLET, 7—hEBILRAIDOY NO—
Zld, IP—AR—RFRLEOOARIZICEHEL. K2 DD M2SATA R4 7% R FLET,

*

/.

@ m Cisco 7— h&#E{L M.2 RAID I hO—35(F RAID 1 8LV JBOD E—RZHR—bL &
El

m Cisco 7— b &Ri#{L M.2 RAID O hO—73 (&, 240GB. 480GB. & & U 960GB M.2 SSD
TOHMERATELTY,

m CIMC (F, RY21—ADERELIY FO—FE LU FIFEHD SATAM2 DE=F YV
FICH/HBLUTWET,

B SATAM.2 RS A4 73 UEFI E—RTOIEEITEZT, LAY 77— E—REFYR—Fk =
hThxthi.

B VRATACEICRKR1 D07 —r&E{LRAID Y NO—FHAYR—rEINZET

£13 7J—bFRE{LRADIYIO-7

SU5 1D (PID) PID D&iAH g; 57_ Hot- Swappable_M.2
UCSC-M2RR-240M8 | > 449 ”("; :'E’BE’_T‘ ‘_‘,f)" TIIMIE S 3 0

¥

1. UCS-M2-HWRAID2 (&, IP—/R—REQOORIZICEHEL. K2 DDM2SATARSA4 7%
RFLET. M2 RSATDRY M TFT3HaE. UCS-M2-HWRAID2 TldHR—hZhTWEE
ho Y—NDEREATZICTZUNENHD FI, UCSC-M21-240M8 (& UCS-M2-HWRAID2 [CH
FicEEhEzd, ARFZELTM2RAID Oy M O—Z%EBMT 358, 77 HUE—HICTTE
NI ZWELRHEZNMGELNHDET,

2. UCSC-M2RM-M8 (& mLOM DIZFRICERD fFlF 5 E 9. UCSC-M2RM-M8 % BIR L =158
mLOM/OCP h— R IFEATE XA, M2 KSATDRY N TS5 3ZHald, UCSC-M2RM-M8 T
HR—RMENTWEI, CBL-M2RM-240M8 [ UCSC-M2RM-M8 ICBEIICEENE T, ART
EUTM2RAID Oy hO—Z%EBMT 2BHE. 77TV E—HITEIXTI2HENHZNEGEN
HOET,
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H—/\DER

B J—MRAICEBELEINAZRAD Oy bhO—5 (F13%2288) £&bic. F14Hh51EXEEF2ED

B—®D M.2 SATASSD 2 iX L ET, E7—MNBICRBEILENZRAD O hO—-5F. f&XK2ED
SATAM.2 SSD ICH IS TEE T,

@ B M2SATASSD 27— hERTNA REUVUTERTZIEZ2HE#MHLET,

B J—NCHRBELESNARAD O FO—ZICF, 1 8FE 2 5EDFE—D M.2 SATASSD %
AXULET,

m AEDRELD M2SATASSD ZRES BB LIITEE A

F 14  M.2 SATASSD

S5 D (PID) PID OFRAA

UCS-M2-240G-D 240GB M.2 SATA Micron G2 SSD
UCS-M2-480G-D 480GB M.2 SATA SSD

UCS-M2-960G-D 960GB M.2 SATA Micron G2 SSD
UCS-M22400A1V 240GB M.2 Boot Solidigm S4520 SATA 1X SSD
UCS-M24800A1V 480GB M.2 Boot Solidigm S4520 SATA 1X SSD
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H—/NDOHERK

AFv 710 EREEZHTIIT25 (wA)

BRIZY NI MBC VY= H—/ADRY b TS VELVCIETEORBEHLAIRER. HBDEIH L
UYEREZEALTVEY. KFBRIZ v M. BWROBENMRESNTED., BEROBAA T3y
ZRHEULET., O, I—F—R@FH—N\—ERICED\T NEYIRY A X] ZFEIRTE, EANEXREZR
L€, 208XV F—IXMZHIBL., TV —ROBEDFENEXLZERTEET,

BIRUcAT 3y (CPU, RS04 T7, AEVURE) WU TRERBNZEHETSICE. RDVVIICH
BZBEBNHBEY—ILZERAL TS,

http://ucspowercalc.cisco.com [358

4 .
'S

\t_! m 20241 B 1 BEARE. BRMNES (EU) . BRMNERZFAEE (EEA) . =E (UK) . R
1R, LV Lot I BHEIZHAL TWBZDMMOEANOHEHIZFAIZTNhZ DI,
Titanium Ef&®D PSU D& T,

m DC PSU (& Lot 9 $RHIDEE%%(49". EU/UK Lot 9 [ZEHL

% 15 EREYVa-I

842 1D (PID) PID d&xAA

PSU (AH1/\1 S 4 > 210VAC)

UCSC-PSU1-1200W-D CIYU—XH—/)\AH®D 1200W F5 —Z 7 AER

UCSC-PSUV21050D-D 7w ¥ % —J)\—H Cisco UCS 1050W -48V DC &R

UCSC-PSU1-1600W-D UCS 1600W AC PSU Platinum (JE EU/UK Lot 9 %#HiL)

UCSC-PSU1-2300W-D Zv Y ¥—/\— F% > H Cisco UCS 2300W AC F&

PSU (AJ1 O— 354 ¥ 110VAC)

UCSC-PSU1-1200W-D C ¥1)—X t—)\— TitaniumfA® 1200W Titanium E;&

UCSC-PSU1-2300W-D CU—=X Y—=NFHFZIARHD2300W BEF 1=v +

o
@ m1ADY—NT2E80ERIZY FERAT %581 MAOEREIZY FHE—TH 2
BENHDET,
m ZEROFFHICOVTIE, ERAAF (64 X—=) €72 avaESRBLTIEI,
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H—/\DER

27y T11 ANBRI—K%Z8RTZ (HA)

F16 LV F17%#FHLT, BYBLACERI—KREZERLET, EBRI—REHFK2AEIRTEET
(HBEA]) . A7 3D R2XX-DMYMPWRCORD %#i&EIRU =158, H—N\—ICEFRI—KEMBELEE
/‘Jo

2300W OERZ=FEAT 2 —/\OERI—KE2/RULXY, 2300W EREEDOERI— KT

y ’ E o F16 1T, 2300W KEDEBREFERT A —NOERI—KRERLET, F17 (3.
\/ C19 OAxV 5 %ERAT D6, 2300W EFEEOD IRV YICOHBEELET,

#£16 (HEATHELERI—FK (2300W FkmanH—/\ PSU F)

845 1D (PID) PID AR A A=Y
BRIT—7ILEBL BREBICEBLWS U - AT g,

BRI7—TIHEAEhEEA
CAB-48DC40A8AWG-D | C ¥ 1J—X -48VDC PSU EJFEI1—

K. 3.5m. 3 74, 8AWG. P 1-5 402 A, ) s o 1.5
40A E; | — T e
o e —
. i
CAB-N5K6A-NA TEI1— K. 200/240 V 6 A

Cordset rating: 10 A, 250 V

Plug: NEMA 6-15P Length: 8.2 ft

oooooooo
IEC60320/C1 3 o

CAB-AC-L620-C13-D AC EJRO— K. NEMAL6-20 -
C13. 2m/6.57 4—h

(D " From Plug End
[ ]
T —— —

79+2

CAB-C13-CBN CABASY, T4 Y, Yy v/ Od—

k. 274> F L C13/C14,
10A/250V

CAB-C13-C14-2M CABASY, 74 Y, Y+ 01—
k. PWR., 2m, C13/C14,
10A/250V

”‘“ﬁ; EDHH - Hﬂﬂ]@lﬂ

2000

Tdm eyl
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#£16 (FHTELERERI—K (2300W FK@EnH—/C PSU H)

& ID (PID) PID DFiAH A A=Y

CAB-C13-C14-AC J—K. PWR. JMP. -
IEC60320/C14, IEC6 0320/C13, vy | N o
3.0m :

CAB-250V-10A-AR BIRERI—K, 250V, 10A
||||Bl|—

(ZILEYF ) DY < “ /e 4
Cordset rating: 10 A, 250/500 V MAX
Length: 8.2 ft (7 N
EL 219

(IRAM 2073) Connector:
EL 701
(IEC60320/C13) |

CAB-9K10A-AU TEJEI— K. 250 VAC. 10 A,
32 759 (A—ZAKZU7)

Cordset rating: 10 A, 250 V/500 V MAX (7 N
Length: 2500mm
é é :

Connector:
lug: EL 701C

EL210 (EN 60320/C15) |
(BS 1363A) 13 AMP fuse H

CAB-250V-10A-CN ACEFRI—K, 250V, 10A .
(P E) G@ ’;mtwy:“‘f — :Z\J@:ﬂt@ﬁ

CAB-9K10A-EU EJRI— K. 250 VAC, 10 A,

CEE7/7 757 (EU) & o @%

Plug: Length: 8 ft 21in. (2.5 m)
M2511
c

CAB-250V-10A-ID EEI—K, 250V, 10A
(1 > REER)

Plu Cordset rating 16A, 250V =\
el 2%'8 (2500mm) o
ooooooooo
EL 701

CAB-C13-C14-3W-IN | BRI—K Y+ >/\ C13-C14 M4 L
A%, E&3m, 1 VK
CAB-C13-C14-IN EEI—K Yv X, C13-C14 KL
aAxo%59. E&1.4m. 1 VK
CAB-250V-10A-15 EREI— K. SFS. 250 V. 10 A
(f A5 TILIEE)

e 4[]

Cordset rating 10A, 250V/500V MAX [ \\
(2500 mm)

Connector:
Plug: EL 701B
EL212 (IEC60320/C13)
(S1-32)
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H—/\DER

#£16 (FHTELERERI—K (2300W FK@EnH—/C PSU H)

S5 ID (PID)

PID D&HA

A=Y

CAB-9K10A-IT

TEO— K. 250 VAC. 10 A,
CEI 23-16/VIl 754 (45U 7)

@wjmﬁaﬂmﬂn@

Length: 8 1t 2 in. (2.5 m)

MP232-R

1CEI 23 16) (ENGOCSZO/CWS )
CAB-9K10A-SW TIEI—K., 250 VAC 10 A
MP232 754 (R4 AMHE) ‘
/o5
i CL dg‘|h 81f19210(/\2§50)\/ ﬂ

Connector.
IEC 60320 C15

CAB-9K10A-UK

ZEI— K. 250 VAC, 10 A,
BS1363 754 (13Ak 1—X)
(REH)

Length: 2500mm
Plug:
EL 210

(BS 1363A) 13 AMP fuse

Cordset rating: 10 A, 250 /500 V MAX
- B & @

Connector:
EL701C
(EN 60320/C15) |

CAB-9K12A-NA'

EEI— K., 125 VAC, 13 A,
NEMA 5-15 754 (dtk)

(1 1)

Plug:
NEMA 5-15P

s rr a4 [

(8.2 feet) (2.5m)

Connector:
IEC60320/C15 ]
El

CAB-250V-10A-BR

BFEI1—K. 250V, 10A

K. 3.5m, 3T714F, 8AWG,
40A (AS/NZ)

g AN =
(F591) L_ﬁ%% G
al g
CAB-C13C142M-JP-D EEI—K C13-C14, 2 m B L
(6.5714—F) . HRPSEX—7
CAB-9K10A-KOR! TEEI—K. 125 VAC13A EffRE L
KSC8305 754 (8&E)
CAB-ACTW ACERI—K (BE) . C13 i L
EL302. 2.3 m
CAB-JPN-3PIN HAMHE. 90-125 VAC 12 A E{§E L
NEMA5-15 7574, 2.4 m
CAB-48DC40A-INT-D C &1)—X -48VDC PSU T — ML
K. 3.5m, 3 74+, 8AWG.
40A (INT)
CAB-48DC-40A-AS-D C &1)—X -48VDC PSU EBE 1 — E{§E L

i

1. COERI—RIEEEH 125V T, TR 1050W LU TD PSU D&% HR—

FLET,
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H— XD

®17 FRATELERFEI—F (2300W PSU 04—/ H)

845 ID (PID) PID DFREA A=Y

CAB-C19-CBN FrEXRy b Jry/NEEI—K, 250VAC | BEE4RL
16 A, C20-C19 OXY %

CAB-5132-C19-ISRL 5132 ~ IEC-C1914 74— k. ZILEVF K%L
vtk

CAB-IR2073-C19-AR IRSM 2073 to IEC-C19, 14 71—k, 7IL M7 L
Ty F otk

CAB-B51363-C19-UK BS-1363 to IEC-C19, 14 7 4 — b, HEE{ R L
k&

CAB-SABS-C19-IND SABS 164-1 to IEC-C19, o v Kit#E ML

CAB-C2316-C19-IT CEl 23-16 to [EC-C19, 14 74—k, 4% R# L
) 7 itER

CAB-US515P-C19-US NEMA 5-15 - IEC-C19 13 7 4 — . XEft NV
5

CAB-US520-C19-US NEMA 5-20 ~ IEC-C19 14 7 4 — MK EE KL
k&

CAB-US620P-C19-US NEMA 6-20 to IEC-C19 13 7 4 — I, KE R L
fHk

CAB-9K16A-BRZ ERI— K 250 VAC 16 A, 735 V)L, Bl B L
754 EL224-C19

CAB-9K16A-KOR EFEI— K 250 VAC 16 A, BE. BE 7S R L
p

CAB-AC-16A-AUS EFEI— K, 250VAC, 16A, A—Z kS Y B L
7 C19

CAB-AC-2500W-EU TFEI— K. 250 VAC 16A, I—O v/t | E&L

CAB-C14C19-10A-EU EiEI— K C14-C19 10AEU B L

CAB-AC-2500W-INT BIFET— K. 250 VAC 16A. EMH# B L

CAB-AC-2500W-ISRL ERI— K. 250 VAC 16A. 1 RS T/LitHE | ®A&L

CABAC C19TW EFEO— K. 250 V. 16 A, C19, A ML

CAB-AC-C6K-TWLK EEI— K. 250 VAC16A, YA Xk Ov B L
2 NEMAL6-20 754, KELH

CAB-AC16A-CH ACBRI— K. 16A. hETHE B L

CAB-ACS-16 AC BRI K. 16A. X1 RiL#k B L
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H—/NOEHR

+£17 (EETHEAEEI—K (2300WPSU oY —/XH) ()

ZIHEEhE A

S48 1D (PID) PID D§%AH AA=T

CAB-C19-C20-3M-JP EFEI— K C19-C20, 3m/10 74—k, H M7 L
A PSEX—%

CAB-C19-C20-IND EEI—K C19-C20, 1 v Rt K7L

UCSB-CABL-C19-BRZ NBR 14136 to C19, 14 74— k. AC BB BRI L
d—R. 75YLitE

BRT— 7L REICELWIU—> AT7Vay. BR7— | RBL
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H—/NDOHERK

AT 712 Y=ILLA L=IL v b (BA) EYN=2TI T—
TILIRIAVNT—A (AT7>3V) 2FE95
mY—J)LLAL—LFYh:
FI8HSTEREL—IL Fvy b, FLEFL—IL FYMERIRLET,

> 5; :
@ m Cisco T L—IL Fv bORNBEZ 1 DICT B L2 HERLTNEY
B —NZJv 71OV NTB5EIF. TEREL—IIL £y N2BIRITZDENHD XY,

®18 IBAEL—-ILFyvbOATY3Y

845 1D (PID) PID &R

UCSC-RAIL-D M8 Sy H—N—FAR=IL RXF7IVT L= Fv bk

UCSC-RAIL-NONE-D L=ILExy AT avialL

B ATIVDIN=ITINT—=TILIRXRIAV N P—A:

DIN=2 TN T—=TIL IR=I AV N T—AlF. Y—N\BHOAXLBEDAZFARL—ILDEESHIC
WOMIT T—TINOBBICEALEY, F19INSATIavDUN=ITILT—TIL IRX—I XY
b 7—LZBRULET,

a E T NR2IYv IRV NS RIEEIEF. TEFEL—I £y b ZERIZVENHDET,
& M6 —NEM =Tk ALL—IL v e MAEFERLET,

£19 =TI IRXRIAVNTF—A

S4% 1D (PID) PID DA

UCSC-CMA-C240-D M8 R—IL X7 UV T L—IL £y NADYIN—=T )L CMA

Y—ILLA L=IL Y BXUVT—TIL IRI AV P—AICET ZEEMIE. [Cisco UCS
C240M8 7> X F—/L 717 Kl % CHEFRELSIZS LN,
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https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/c240m8/install/b-cisco-ucs-c240-m8-install.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/c240m8/install/b-cisco-ucs-c240-m8-install.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/c240m8/install/b-cisco-ucs-c240-m8-install.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/c240m8/install/b-cisco-ucs-c240-m8-install.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/C220M7/install/b-c220-m7-installation-guide.html

H—/\DER

ATFv 713 EEREERIRTS (ATvay)

H—/)XD NIC E—KR(E, TIF\HEDT 7 AJL k& LT Shared LOM HE5RICERESNET., <D
NIC E— K TlZ. Cisco Integrated Management Controller (CIMC) ADF7 7t XIC, FED

LOM R— b I 7Y TH h—RR—bZ2ERTE LY, Cisco VIC 1— K&, NCSI At R—
hEhTWa20v MIEEITIRENHDET.

) 3
AL

B C220 B8 LT c2a0M8 H—/NICIEFLOM AR— kA D FHA., VICE T
[FocP h—REEREIEX LAY —/NIE., BREIEELR SW PID
(UCSC-CCARD-01) TR EESINULED., EHXY NT7—2 £E—RT
FHEXIhF,

B INRTDNCE—REREICEAT Z5EMIE. UTESBLTLEZWL

https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/hw/C240M8/in
stall/b-c240-m8-installation-guide.html

®20 EERTEOBRRIFR

845 1D (PID) PID E%EA
UCSC-DLOM-01-D Co)—XH—/)\FHEHE—RK BIOS :2%F
B F7AILNDNCE—REZEHEANC E—RICZEETBICIE. COH—K%
BIRLE T
m Dedicated NIC E— KT, EHOBER—FENLTDH CIMC ITT7 Y
LXATEXT,
m BEER—-NOUEICDODWTI}., or—2DFFE (6 X—=) #SBLTL
-3 AN
UCSC-CCARD-01-D C ¥)—X #%—J\H Cisco H— KE— K BIOS :2%F
B F7AILNDNICE—KR% Cisco h— R E—RICZET3ICIE. TDH—
RZEBIRUEXT
m Cisco h— RZEIRUBEEIE. VIC £7/=13 MLOM HERICEHZNEN
HOET, OCP A—RHBERHRICEETNhTWBRIESIE. VICH—K%ZREIRT S
WEMRHDET,
B COE—KRTIE, DHCP Z#FALTCMCICIP 7PRLAZEDYTET,
ZFNUBROBAFEIEHILEINET,

SIS, F£24 (8 N—2) ICRHINTWBRATYavDY IR Iz7PD%EENTSE,
H—NOBEHET—RERETEET,

Cisco UCS C240M8 5w H—/\ (RE=IN A=A T709 T4RY KS47 EFI) 45


http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/c/sw/gui/config/guide/2-0/b_Cisco_UCS_C-series_GUI_Configuration_Guide_201.pdf

H—/NDOHERK

27w 714 tXxaVUFas FINAREHFKTTD (WA)

FSZRFYR Ty bhTA—AFIa—IL (TPM) . 75y b7 x—A (HF—/\) OBEEIC
FRIhZERERZ2ICENTE2aVE2—% Fyv 7 (Y403 bkO—-3) TY, Ch

S5O7—T47 77 MClE. NRXT7—R, SIAZE. FLEBEF—ZIEETEET, 77y b

TA—ADEHEMEEHIFLTVS I LEERT 25X THURNB TS Y N7 —LADREDRE
TH. TPM ZERATEET, IXNTORETRL2RAVE2—FT 1 VT 2KIRITZ5XT. B

B (TSY N TA—LDNZFDRPESDDBLDTHB I EEPET BT E) BLUUE (75
R7A—APMERETE, EFaV T4 2#IBELTWVWRZ L 2ATS7OER) INEADFIET
ER

I —IBAXAMYFIE, T=NICHUTARET7 VAL B I=5HICEBMUET,
TXxalT4 TINA ADBIREHRERLET., F21

bz
@ B COVRTATHERASING TPM EV 2 —)LIF, EESIhcOAVYE2—F4 VY
I —7 (TCG) TEEIN TS TPM2.0 [CEMLTWET, F/=SPIICH
EMLUTWET,

m TPM OELD fHFIE. IIBHEEICHR—MEINET, 72720, TPM F—A@ER
JTHEOFIF5sNnE80. RiELEED, 7y 7 L—KRUED., BlOH—/KICE
DFlFf=hgBcLlFTEFEREA, TPM ZRDO [T —NERHT ZESIE.
THEAY—N\ZHULWTPM L EBICA—F—TDINELHDET,

£21 tXaVF4 FIA4R

845 1D (PID) PID &R

UCS-TPM-002D-D TPM 2.0 TCG FIPS140-2 CC+ Cert M7 Intel MSW2022 L

UCSX-TPM-OPT-OUT-D | OPT OUT. TPM 2.0, TCG. FIPS140-2, CC EAL4 + 23!

UCSC-INT-SW02-D C220 5LV C240M8 v —VBARA Y F
;‘E .

1.RZAZIEIET XS VM ORFIICIE. Microsoft ZBED TPM 2.0 BB THZ T LITEEL T
KFEEW, TPM2.0 DA TR 7T RMTL D, Microsoft BEBEIENICHD FT
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H—/\DER

ATw 715
V)

Ay JF—FE*aU74 REILZRRITZ (A7

Vy—YHEICA T ayoOy IREILERDHITEET. RIATANDRET7 VR %N

LETEFEY,

F22p50v9 REJLEBIRLET,

22 Oy REILATVayv

S45 1D (PID)

s&

B

UCSC-BZL-C240-D

C240M8 EF 2 U7« NEI
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H—/NDOHERK

ATY 716 ARL—=FT AT YRTLEY—RNK—FT4 YT hUx
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S5 1D (PID) PID DA

Microsoft Windows Server

MSWS-22-ST16C Windows Server 2022 Standard (16 J177/2 VM)

MSWS-22-ST16C-RM Windows Server 2022 Standard (16 J37/2 VM) . J AJ\Y X5 4 7 DVD
D¢

MSWS-22-STA2C Windows Server 2022 Standard : 2 3 7B/

MSWS-22-ST16C-NS Windows Server 2022 Standard (16 317 /2 VM) . Cisco SVC & L

MSWS-22-ST16C-RM Windows Server 2022 Standard (16 37/2 VM) . Y A/XYU A5 1 77 DVD
D

MSWS-22-STA2C-NS Windows Server 2022 Standard : 2 27BN, Cisco SVC & L

MSWS-22-DC16C Windows Server 2022 Data Center (16 37 /VM £HIR)

MSWS-22-DC16C-RM Windows Server 2022 DC (16 27 /VM #&HIR) . Y A/XU XF 1 77 DVD
D¢

MSWS-22-DCA2C Windows Server 2022 Data Center : 2 3773810

MSWS-22-DC16C-NS Windows Server 2022 DC (16 377 /VM #E#IPR) . Cisco SVC & L

MSWS-22-DC16C-RM Windows Server 2022 DC (16 377 /VM &EHIfR) . Y H/NJ AF 4 7 DVD
D

MSWS-22-DCA2C-NS Windows Server 2022 DC : 2 O 7380, Cisco SVC &L

MSWS-25-5T16C Windows Server 2025 Standard (16 177/2 VM)

MSWS-25-ST16C-RM Windows Server 2025 Standard (16 J27/2 VM) . U AHJ\U AF ¢ 77 DVD
D

MSWS-25-STA2C Windows Server 2025 Standard (i&f02 17)

MSWS-25-STA4C Windows Server 2025 Standard (3&f0 4 1 7)

MSWS-25-STA16C Windows Server 2025 Standard (i&f0 16 3 7)

MSWS-25-ST16C-NS Windows Server 2025 Standard (16 127/2 VM) : Cisco SVC & L
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845 1D (PID)
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MSWS-25-ST16C-RM

Windows Server 2025 Standard
D d*

(16 37 /2 VM)

') AN AT 47 DVD

MSWS-25-STA2C-NS

Windows Server 2025 Standard :

2 O78f0. Cisco SVC Iz L

MSWS-25-STA4C NS

Windows Server 2025 Standard

14 27738/, Cisco SVC &L

MSWS-25-STA16C-NS

Windows Server 2025 Standard

: 16 71BN, Cisco SVC &L

MSWS-25-5T24C

Windows Server 2025 Standard

(24 27)

MSWS-25-ST16C-RM

Windows Server 2025 Standard
D d*

(16 27/2VM) . YA AT 47 DVD

MSWS-25-STA2C

Windows Server 2025 Standard

MSWS-25-STA4C

Windows Server 2025 Standard

MSWS-25-STA16C

Windows Server 2025 Standard

MSWS-25-5ST24C-NS

Windows Server 2025 Standard

MSWS-25-ST16C-RM

Windows Server 2025 Standard
D d*

MSWS-25-STA2C-NS

Windows Server 2025 Standard :

2 O3B0, Cisco SVC 2L

MSWS-25-STA4C NS

Windows Server 2025 Standard

14 J73BN. Cisco SVC L

MSWS-25-STA16C-NS

Windows Server 2025 Standard :

16 J 7380, Cisco SVC & L

MSWS-25-DC16C

Windows Server 2025 Data Center (16 37 /VM E&IFR)

MSWS-25-DC16C-RM

Windows Server 2025 DC (16 7 /VM E&IFE) . Y H/XYU XAF 4 7 DVD

DFH

MSWS-25-DCA2C

Windows Server 2025 Data Center : 2 773810

MSWS-25-DCA4C

Windows Server 2025 Data Center : 4 1773810

MSWS-25-DCA16C

Windows Server 2025 Data Center : 16 1738/

MSWS-25-DC16C-NS

Windows Server 2025 DC (16 377 /VM #E#IPR) . Cisco SVC 72 L

MSWS-25-DC16C-RM

Windows Server 2025 DC (16 177 /VM E&IFR) . Y H/NYU AF 4 7 DVD

DFH*

MSWS-25-DCA2C-NS

Windows Server 2025 DC : 2 O 73Bfil. Cisco SVC %L

MSWS-25-DCA4C-NS

Windows Server 2025 DC : 2 738/, Cisco SVC &L

MSWS-25-DCA16C-NS

Windows Server 2025 DC : 4 J738/0. Cisco SVC &L

CiscoUCS C240 M8 Sy H—/X (RE—=IN TA—L T7I9 F4 XY RS54 7 EFI)
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845 1D (PID)

PID ODFREA

MSWS-25-DC24C

Windows Server 2025 Data Center : 4 1773810

MSWS-25-DC16C-RM

Windows Server 2025 DC (16 7 /VM E#IR) . Y AH/NYU X5 4 77 DVD
@D d*

MSWS-25-DCA2C

Windows Server 2025 Data Center : 2 O 77310

MSWS-25-DCA4C

Windows Server 2025 Data Center : 4 1773810

MSWS-25-DCA16C

Windows Server 2025 Data Center : 16 173810

MSWS-25-DC24C-NS

Windows Server 2025 DC (24 377) : Cisco SVC &L

MSWS-25-DC16C-RM

Windows Server 2025 DC (16 7 /VM E#IR) . Y AH/NYU X5 4 77 DVD
D d*

MSWS-25-DCA2C-NS

Windows Server 2025 DC : 2 7738/, Cisco SVC 7 L

MSWS-25-DCA4C-NS

Windows Server 2025 DC : 2 7738/, Cisco SVC 73 L

MSWS-25-DCA16C-NS

Windows Server 2025 DC : 4 O 73Bfil. Cisco SVC % L

Red Hat

RHEL-252V-1A

Red Hat Enterprise Linux (1 ~ 2CPU, 1 ~ 2VN) . 1 Y R—FMHRE

RHEL-25-RS-1A

RHEL Resilient Storage (1 ~ 2 CPU) ., 1 FEHR— MHNE

RHEL-25-HA-1A

RHEL High Availability (1 ~ 2 CPU) ., 1 £HR— MHNKE

RHEL-252V-3A

Red Hat Enterprise Linux (1 ~ 2CPU, 1 ~ 2VN) | 3 &EHR—FHRE

RHEL-2S-RS-3A

RHEL Resilient Storage (1 ~ 2CPU) . 3 &Y R—FHRE

RHEL-2S-HA-3A

RHEL High Availability (1 ~ 2 CPU) . 3 FHR— MHNE

RHEL-252V-5A

Red Hat Enterprise Linux (1 ~ 2CPU, 1 ~ 2VN) | 5 &% R—KHNE

RHEL-2S-RS-5A

RHEL Resilent Storage (1 ~ 2 CPU) . 5 £HR—FHNE

RHEL-2S-HA-5A

RHEL High Availability (1 ~ 2 CPU) . 5 F£H/R— rHARE

RHEL-VDC-2SUV-1A

REF—%t>%—FHRHEL (1 ~ 2CPU, VN EH&IE) . 1 EHR—MHNE

RHEL-25-RS-1A

RHEL Resilient Storage (1 ~ 2 CPU) . 1 £HR— rMHRE

RHEL-2S-HA-1A

RHEL High Availability (1 ~ 2 CPU) . 1 F£HR— AR E

RHEL-VDC-2SUV-3A

REF—%t>4%—FHRHEL (1 ~ 2CPU., VN E&IFE) . 3 EHR—MHANE

RHEL-2S-RS-3A

RHEL Resilient Storage (1 ~ 2 CPU) . 3 F£H/R— MARE

RHEL-2S-HA-3A

RHEL High Availability (1 ~ 2 CPU) . 3 FHR— MHNE
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RHEL-VDC-2SUV-5A

REF—%t>%—HARHEL (1 ~ 2 CPU, VN EH#IIR) .

5 4 R— M AWE

RHEL-2S-RS-5A

RHEL Resilent Storage (1 ~ 2 CPU) . 5 £H/R—MHRE

RHEL-2S-HA-5A

RHEL High Availability (1 ~ 2 CPU) . 5 F£H/R— rHARE

Red Hat Ent Linux/High Avail/Res Strg/Scal

RHEL-252V-1S Red Hat Enterprise Linux (1 ~ 2CPU, 1 ~ 2VN) . Prem 1 ££ SnS
RHEL-252V-1YR Red Hat Enterprise Linux (1 ~ 2CPU, 1 ~ 2VN) . Prem24X7 -1 %
RHEL-252V-35 Red Hat Enterprise Linux (1 ~ 2CPU, 1 ~ 2VN) . Prem 3 £ SnS
RHEL-252V-3YR Red Hat Enterprise Linux (1 ~ 2CPU, 1 ~ 2VN) ., Prem24X7-3 &

RHEL-2S-HA-1S

RHEL High Availability (1 ~ 2 CPU) . Prem 1 £ SnS

RHEL-2S-HA-1YR

RHEL High Availability (1 ~ 2CPU) . 7L X7 A 24x7. 15

RHEL-2S-HA-3S

RHEL High Availability (1 ~ 2 CPU) . Prem 3 £ SnS

RHEL-25-HA-3YR

RHEL High Availability (1 ~ 2CPU) . 7L X7 A 24x7. 3£

RHEL-25-RS-1S

RHEL Resilient Storage (1 ~ 2 CPU Prem 1 £ SnS

RHEL-25-RS-1YR

~2CPU) . FLX7AL24x7. 1 &

-_

RHEL Resilient Storage

RHEL-2S-RS-3S

-_

RHEL Resilient Storage ~ 2 CPU) . Prem 3 £ SnS

RHEL-25-RS-3YR

( )
( )
( )
(1 ~ 2CPU)

RHEL Resilient Storage . TLIT7A24x7, 3F

RHEL-VDC-2SUV-1S

R¥EF—%t>%—FHRHEL (1 ~ 2 CPU, VN EH&IFE) . 1 4 SnS HLE

RHEL-VDC-2SUV1YR

RAEF—4 >4 —F RHEL, Prem 24x7. 1 £ SnS A\ E

RHEL-VDC-25UV-35 REF—4t>v%—F RHEL (1 ~ 2 CPU, VN EHIFR) . 3 £ SnS HiHEE
RHEL-VDC-2SUV3YR {R#8F—4 % —F RHEL, Prem 24x7, 3 £ SnS AW E

Red Hat SAP

RHEL-SAP-252V-15 SAP 7 U4 —< 3 VR RHEL (1 ~ 2CPU, 1 ~ 2VN) . Prem 1 £ SnS
RHEL-SAP-252V1YR SAP 7 7U4—<3VFRHEL (1 ~2CPU, 1 ~ 2VN) . Prem24 X7 -

14

RHEL-SAP-252V-3S SAP 7 7U4—<3VFRHEL (1 ~ 2CPU, 1 ~ 2VN) . Prem 3 £ SnS
RHEL-SAP-252V3YR SAP 7 7U4—<3VFRHEL (1 ~2CPU, 1 ~ 2VN) . Prem24X7 -

34

RHEL-SAPSP-35

RHEL SAP Solutions Premium - 3 &Ef® SnS S/t~ X
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RHEL-SAPSS-3S RHEL SAP Solutions Standard - 3 £ ® SnS 21/ X

SuSE

SLES-252V-1S SUSE Linux Enterprise Server (1 ~ 2CPU, 1 ~ 2VM) . &5 1 & SnS

SLES-2S2V-1YR SUSE Linux Entp H"—/X— (1 ~ 2CPU, 1 ~ 2VM) . B%IBAIL SnS
24X7-1%

SLES-252V-3S SUSE Linux Enterprise Server (1 ~ 2CPU, 1 ~ 2 VM) . &5 3 & SnS

SLES-252V-3YR SUSE Linux Entp H"—/X— (1 ~ 2CPU, 1 ~ 2VM) . B%EIBEfL SnS
24X7-3 %

SLES-252V-5S SUSE Linux Enterprise Server (1 ~ 2CPU, 1 ~ 2VM) . 8% 5 £ SnS

SLES-252V-5YR SUSE Linux Entp #—/X (1 ~ 2CPU, 1 ~ 2VM) . B%IBEfL SnS
24X7-5%

SLES-2S-HA-1S SUSE Linux mATAMHAR (1 ~ 2CPU) . 1 4 SnS

SLES-2S-HA-1YR SUSE Linux i AT FAMEHAER (1 ~ 2 CPU) . #k& SnS - 1 &

SLES-2S-HA-3S SUSE Linux S ATAMHAER (1 ~ 2CPU) . 3 & SnS

SLES-2S-HA-3YR SUSE Linux IS ATAMHAER (1 ~ 2CPU) . ##fA& SnS -3 &

SLES-2S-HA-5S SUSE Linux S RIFAMEHLER (1 ~ 2CPU) . 5 £ SnS

SLES-2S-HA-5YR SUSE Linux mATAMHER (1 ~ 2CPU) . ##fA& SnS -1 &

SLES-2S-GC-1S SUSE Linux HA X3 Geo 7 5 X% UV (1 ~ 2CPU) . 1 £ SnS

SLES-25-GC-1YR SUSE Linux Geo 7 3 2% >4 (1 ~ 2CPU) . ##&SnS - 14

SLES-2S-GC-3S SUSE Linux HA 3% Geo 7 3 X% % (1 ~ 2CPU) . 3 £ SnS

SLES-25-GC-3YR SUSE Linux Geo 7 5 X% >4 (1 ~ 2CPU) . ##&SnS -3 £

SLES-25-GC-55 SUSE Linux HA X§& Geo 7 5 X% Y45 (1 ~ 2CPU) . 5% SnS

SLES-25-GC-5YR SUSE Linux Geo 7 5 X% U >4 (1 ~ 2CPU) . ##& SnS -5 &

SLES-25-LP-1S SUSE Linux Live /Xy F 7 KAY (1 ~ 2CPU) . 14 SnS A\ E

SLES-2S-LP-1YR SUSE Linux Live /Xy F Z RAY (1 ~ 2CPU) . #lf7& SnS 1 £

SLES-2S-LP-3S SUSE Linux Live /Xy 7 7 KA (1 ~ 2CPU) . 3 £ SnS A E

SLES-2S-LP-3YR SUSE Linux Live /Xy F 7 KA (1 ~ 2CPU) . ##& SnS 3 &

SLES-2SUVM-1S SUSE Linux Enterprise Server (1 ~ 2 CPU, VM fE#&IFR) LP, 8% 1 4E SnS
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SLES-25UVM-1YR SUSE Linux Enterprise Server (1 ~ 2 CPU, VM E#IR) LP. {B5IBELL SnS
24X7-1%5

SLES-25UVM-35 SUSE Linux Enterprise Server (1 ~ 2 CPU, VM #E#I[R) LP. {85 3 £F SnS

SLES-25UVM-3YR SUSE Linux Enterprise Server (1 ~ 2 CPU, VM E#I[R) LP. B%IESL SnS
24X7-3 %

SLES-2SUVM-55 SUSE Linux Enterprise Server (1 ~ 2 CPU, VM &&IfR) LP. {85 5 4 SnS

SLES-25UVM-5YR SUSE Linux Enterprise Server (1 ~ 2 CPU, VM £E#IfR) LP, B%IESL SnS
24X7-5%

SLES-252V-1A SUSE Linux Enterprise Server (1 ~ 2 CPU, 1 ~ 2VM) . 1 EHR—kH'h
=

SLES-252V-3A SUSE Linux Enterprise Server (1 ~ 2CPU, 1 ~ 2VM) . 3 F£HR—kHh
=

SLES-252V-5A SUSE Linux Enterprise Server (1 ~ 2CPU, 1 ~ 2VM) | 5 FHR— tH'wh
=

SLES-25-LP-1A SUSE Linux Live Patching 7 K> (1 ~ 2CPU) . 1 FHR—MAME

SLES-25-LP-3A SUSE Linux Live Patching 7 KA~ (1 ~ 2CPU) . 3 EHR—FMHRE

SLES-25UVM-1A SUSE Linux Enterprise Server (1 ~ 2 CPU, VM E%IfR) LP. 1 FEHR—k
HNE

SLES-25UVM-3A SUSE Linux Enterprise Server (1 ~ 2 CPU, VM E#I[R) LP, 3 F£HR—b
NE

SLES-25UVM-5A SUSE Linux Enterprise Server (1 ~ 2 CPU, VM H#IFR) LP. 5 £HR—k
HINE

SLES & &L U SAP

SLES-SAP-252V-1S SAP 7 FU4—3VASLES (1 ~ 2CPU, 1 ~ 2VM) . 85 1 4 SnS

SLES-SAP-252V1YR SAP 77U —a VA SUSE (1 ~ 2CPU, 1 ~ 2VM) . BEIBLL SnS
24X7-145

SLES-SAP-252V-35 SAP 7 7U4— 3 VRSLES (1 ~ 2CPU, 1 ~ 2VM) . 8% 3 £ SnS

SLES-SAP-252V3YR SAP 77— a YR SUSE (1 ~ 2CPU, 1 ~ 2VM) . BSIERL SnS
24X7-3 %

SLES-SAP-252V-55 SAP 7 74— 3 vFSLES (1 ~ 2CPU, 1 ~ 2VM) . 8% 5 £ SnS

SLES-SAP-252V5YR SAP 77U —a VR SUSE (1 ~ 2CPU, 1 ~ 2VM) . B5%IBELL SnS
24X7-5%
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SLES-SAP2SUVM-1S

SUSE Linux Enterprise Server for SAP Applications (1 ~ 2 CPU, VM £l
fR) LP. fB5E 3 & SnS

SLES-SAP2SUVM-1YR

SAP 77 7°\) A SUSE Linux Enterprise Server (1 ~ 2 CPU, VM £#I[R) LP,
BEIERI SnS 24X 7 -1 &

SLES-SAP2SUVM-3S

SAP 77 7"V A SUSE Linux Enterprise Server (1 ~ 2 CPU, VM EHI[R) LP,
B85 3 & SnS

SLES-SAP2SUVM-3YR

SAP 7 7YR SUSE; (1 ~ 2CPU, VM E#&IPR) LP. EB4ClEfL SnS
24X7-3 4

SLES-SAP2SUVM-5S

SUSE Linux Enterprise Server for SAP Applications (1 ~ 2 CPU, VM £l
fR) LP. {B5% 3 £ SnS

SLES-SAP2SUVM-5YR

1§

SAP 77 7°V) A SUSE Linux Enterprise Server (1
BSIBHI SnS 24 X7 -5 F

2 CPU. VM EHIFR) LP,

SLES-SAP-252V-1A

SAP 7 74— 3 VR SLES (1 ~ 2CPU, 1
WE

l

2VM) . 1 FEHR—RD

SLES-SAP-252V-3A

l

SAP 7SV —<3 A SLES (1 ~ 2CPU, 1
NE

2VM) | 3EHYR—KH

SLES-SAP-252V-5A

SAP 77V 4r—>3 VA SLES (1 ~ 2CPU, 1
WE

!

2VM) . 5 FHIR—FAH

SLES-SAP2SUVM-1A

SAP 7 7UR SLESHA & (1 ~ 2 CPU, VM #EHIR) LP, 1 FEHR—FH
WE

SLES-SAP2SUVM-3A

SAP 7 7V B SLES. HA{FZ (1 ~ 2 CPU. VM #EHIFE) LP. 3 EHR—k
HnE

SLES-SAP2SUVM-5A

SAP 7 7R SLES (1 ~ 2 CPU, VM E&IPR) LP. 5 EHR— FHANE

HB—KN—=74 Y7 b7 -RedHat

F£24 Y—RK/NX—F+4 Y717 -RedHat

S45 1D (PID)

PID AR

Red Hat OpenShift

RH-OKE-B-P1S OpenShift Kubernetes Eng (BM) . 7L 27 A 14 SnS HHE
(1-2 CPU-64core)
RH-OKE-B-P1Y OpenShiftkubernetesEngine(BM),Prem1YSnS(1-2 CPUupto64cores)
RH-OKE-B-P3S OpenShiftkubernetesEngine (BM) . 7L X 7 A 3% SnS A&
(1-2 CPU-64core)
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RH-OKE-B-P3Y OpenShiftKubernetesEngine(BM),Prem 3YSnS(1-2CPUupto64cores)
RH-OCP-B-P1S OpenShiftContainerPlatform (BM) . Prem 1YSnS Req (1-2CPU-64core)
RH-OCP-B-P1Y OpenShiftContainerPlatform(BM),Prem1YrSnS(1-2CPUupto64cores)
RH-OCP-B-P3S OpenShiftContainerPlatform(BM),Prem 3YSnS Req(1-2CPU-64core)
RH-OCP-B-P3Y OpenShiftContainerPlatform(BM),Prem3YSnS(1-2CPUuptoé4cores)
RH-OPP-B-P1S OpenShift Platform Plus (BM) . 7L X7 A 3 & SnS HApE

(1 ~2CPU-64 O7)
RH-OPP-B-P1Y OpenShiftPlatformPlus(BM),Prem1YSnS(1-2CPU upto 6é4cores)
RH-OPP-B-P3S OpenShift Platform Plus (BM) . 7L X7 A 3 & SnS AANE

(1 ~2CPU-64 07)
RH-OPP-B-P3Y OpenShiftPlatformPlus(BM),Prem3YSnS(1-2CPU upto 64cores)

RH-OPPDF-B-P1S

OPP 8 LT ODFAdv (BM) . 7L X7 A 14 5nSHMHE (1 ~ 2CPU FFK
64 17)

RH-OPPDF-B-P1Y

OPP & & TF ODF Adv (BM) . 7L X7 A 14 5nS (1 ~ 2CPU KK 64 1
7)

RH-OPPDF-B-P3S

OPP 8L U ODFAdv (BM) . 7L X7 A3FESNSHNE (1 ~ 2CPU K
64 17)

RH-OPPDF-B-P3Y

OPP &£ U ODFAdv (BM) . LI F7A3FSnS (1 ~ 2CPU /K 64 1
7)

RH-ACM B-P1S AdvancedClusterMgmt for OKE (BM) . 7L X7 A 1 5 SnS HAE
(1 ~ 2CPU-64 O7)
RH-ACM-B-P1Y AdvancedClusterMgmt for OKE (BM) . 7L X7 A 14 5nS (1 ~ 2CPU
HK6437)
RH-ACM B-P3S AdvancedClusterMgmt for OKE (BM) . 7L I 7 A 3 & SnS AL E
(1-2CPU-64 O 77)
RH-ACM-B-P3Y AdvancedClusterMgmt for OKE (BM) . L X7 A 3 & SnS
(1 ~2CPURKK 64 07)
RH-OAI-B-P1S OpenShift Al (BM) . 7L X7A1F SnSHAMHE (1 ~ 2CPU, K 64 1
7)
RH-OAI-B-P1Y OpenShift Al (BM) . 7L X7A1HESnS (1 ~ 2CPU, K64 07)
RH-OAI-B-P3S OpenShift Al (BM) . 7L X7A3ESNSHHE (1 ~ 2CPU, K64 1
7)
RH-OAI-B-P3Y OpenShift Al (BM) ., 7L I7A3ESnS (1 ~ 2CPU, xK 64 17)
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845 1D (PID)
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RH-OCP-V-P1S OpenShift AV 7+ 75y h7A—A, FLIFZA1FESNSHRE (237
F7=1% 4 vCPU)

RH-OCP-V-P1Y OpenShiftContainerPlatform,Prem1YSnS(2 cores or 4vCPUs)

RH-OCP-V-P3S OpenShift AV FF+ 75y hT7x—A, FLITFZAZESS HNE (237
F7-1% 4 vCPU)

RH-OCP-V-P3Y OpenShiftContainerPlatform,Prem3YSnS(2cores or 4vCPUs)

RH-OPP-V-P1S OpenShift 72w b7+ —APlus, LIF7A1TESNS HRE 237 %Fk
& 4 vCPU)

RH-OPP-V-P1Y OpenShift 75wy k74 —APlus, FLI7A1ESNS (27 F/E
4vCPU)

RH-OPP-V-P3S OpenShift 75w k7 x—APlus, 7LIF7A3IFESNS KE (2 A7 F
I& 4 vCPU)

RH-OPP-V-P3Y OpenShift Platform Plus, 7L X7 A 3 £ SnS (2 37 7=l 4vCPU)

RH-OPPDF-V-P1S

OpenShiftPlatformPlus & & UF ODFAdv, L X7 A 1 F£ SnS HAKE (2 O
7 713 4vCPU)

RH-OPPDF-V-P1Y

OpenShiftPlatformPlus & & U ODFAdv., L X7 A 14 SnS (2 A7 X/:
I& 4vCPU)

RH-OPPDF-V-P3S

OpenShiftPlatformPlus & & U° ODFAdv, 7L X7 A3 &E SnS HAE (2 O
7 E7=1& 4vCPU)

RH-OPPDF-V-P3Y

OpenShiftPlatformPlus 3 & U ODFAdv. L X7 A3FESnS (2 A7 %7=

I& 4vCPU)
RH-OAI-V-P1S OpenShiftAl, 7L X7 A 1 % SnS AwE (2 27 £7=(d 4vCPU)
RH-OAI-V-P1Y OpenShift A, 7L X7 A 14 SnS (2 37 /=3 4vCPU)
RH-OAI-V-P3S OpenShift A, 7L X7 A 3 F SnS A& (2 a7 £7=(& 4vCPU)
RH-OAI-V-P3Y OpenShift A, 7L X7 A 3 £ SnS (2 37 £7=I& 4vCPU)

Red Hat Ansible

RH-AAP-1UCS-P1S

Ansible BENML 7S v b7 x—A, FLIT7AL1FSnS HE (1 DD UCS
$—)

RH-AAP-1UCS-P1Y

Ansible BEIML 75y b7 A —A. TLIFPA1HESNS (1 DD UCS H—
)

RH-AAP-1UCS-P3S

Ansible BENML 7S v b7 x—A, FLZIT7 AL 3ESNS HBE (1 DD UCS
H—)\)
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8422 1D (PID) PID DFRER

RH-AAP-1UCS-P3Y Ansible BEIL 7Sy R 74 —A, FLIFA3IESNS (1 DD UCS H—
N)

RH-AAP-100EP-P1S Ansible BENML 7Sy N7 —A, FLIFA1ESNS KANHE (100 TV R
RAVRN)

RH-AAP-100EP-P1Y Ansible BENML 7Sy b 74 —A, F7LIFZA1HESNS (100 TV RRA v
~)

RH-AAP-100EP-P35S Ansible BEIML 75w R 7 —A, FLIF7 A 3ESnS HAHE (100 TV R
RAVHE)

RH-AAP-100EP-P3Y Ansible BENMtL 72y b7 —A, FLIT7A3IFESNS (100 TV KRA v
M)
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H—/NDOHERK

ATy 717 A723VDARL—=FTAVT YRTAAT4T £
BRI B

A7 3D operatingd0 Y RT AL AT 4 7% F25 hS5BIRULET,

&25 OSAF47

87 1D (PID) PID MDA

MSW5-19-ST16CD-RM Windows Server 2019 Standard (16 37/2VM) . UH/XU AF 47
DVD D&

MSWS-19-DC16CD-RM Windows Server 2019 DC (16 37 /VM #E#IIR) . UA/NU AF 47
DVD D&

MSWS-22-5T16CD-RM Windows Server 2022 Standard (16 J7/2VM) . UA/NURAF 47
DVD D&

MSWS-22-DC16CD-RM Windows Server 2022 DC (16 37 /VM fEHIFR) . UANUXAF 47
DVD D&
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ATy 718 CISCO INTERSIGHT

Cisco Intersight™

I&. Software as a Service (SaaS) N1 7V Yy RUZURERTZvY b

THA—ATHD, REBLVITIRRATATOT7 TV r—2avBLVA VYT FRANTY

FrRGICAYT

VYzyhizBEEE. AIEAN. &ZBLzRELEY.

845 1D (PID)

DC-MGT-SAAS Ci

sco Intersight Saa$S

WEIZ IS U T Cisco Inte

rsight Y720V 7oay A7 avz@RLEY. F26

5 26 Cisco Intersight

S ID (PID)

PID 0FHEH

Cisco Intersight 2.0 Infrastr

ucture Services

DC-MGT-IS-SAAS-ES!

Infrastructure Services SaaS/CVA - Essentials

DC-MGT-IS-SAAS-AD'

Infrastructure Services SaaS/CVA - Advantage

DC-MGT-IS-PVAPP-ES!

Infrastructure Services PVA - Essentials

DC-MGT-IS-PVAPP-AD'

Infrastructure Services PVA - Advantage

7RAY

DC-MGT-1S-UCSD

UCS Director - 1 H—/X\— 54tV R (RybT—H0, ANL—U%E
)

Cisco Intersight Workload Optimizer (IWO) - Saa$

VML Y RF VR

DC-MGT-WO-SAAS-ES!

Cisco Intersight Workload Optimizer SaaS - Essentials

DC-MGT-WO-SAAS-AD’

Cisco Intersight Workload Optimizer Saa$ - Advantage

DC-MGT-WO-SAAS-PR!

Cisco Intersight Workload Optimizer SaaS - Premier

VDI YRV R

DC-MGT-WOD-SAAS-ES!

Cisco Intersight Workload Optimizer SaaS VDI - Essentials

DC-MGT-WOD-SAAS-AD'

Cisco Intersight Workload Optimizer SaaS VDI - Advantage

DC-MGT-WOD-SAAS-PR!

Cisco Intersight Workload Optimizer SaaS VDI - Premier

;‘I .

1. A=k 7HO Uk (SA) B ETT
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= 27

H—/NDOHERK

WBIZIEU T Cisco Intersight H/R— bk A7 a3 v 2BIRLEY, F27

Cisco Intersight H7;R— b

85 1D (PID)

PID (FtER

Cisco Intersight H7/R—

SVS-SSTCS-DCMGMT!

DC EEMITYVY1—r 3y YR—Fk

SVS-L1DCS-INTER!

INTERSIGHT A CXL1

SVS-L2DCS-INTER!

15 =44 A CXL2

SVS-DCM-SUPT-BAS

DCM @3 BEAR Y R— K

¥
1. A=k ZHOV b (SA) "HETT
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o IARTOY—/N—I(C Intersight T4 Y ADNMNETT,
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SEEN

PCle R—hDEID YT

20y b CPU1 CPU2
20y b 1: 55 #H{E x8

TAH—1A AOv b 2: 585 #HKx16
20w bk 3: &5 #H{E x8

4% —1B EAHRK 4 BERS4T
20w~ 1: 55 #E x16

SAH—1C

20w bk 2: 55 #H{E x16

A0 b+ 4: &5t x8
SAHF—2A 20w bk 5: 55 tH{E x16
ZOv b 6: 55 H{ x8
20y b 4: 55 K x16

7AT—2c ROy~ 5: 285 x16

St A 20y b 7: 55 #A x8
AOv b 8: & 5HAK x8

4% —38B EAHR x4 BRSAT

A4 —3C 20Oy~ 7: 85 #K x16

mLOM / OCP 2 4 X x16

RAID/HBA 1 2 4 K x16

RAID/HBA 2 5 4 4K x16

§|\=F4I:IVMe 209 k1, 2, S5 4 xd

SFF NVMe 20O k 21, 22,

gh‘k‘ N
23, 241 HER 4 A x4

M.2 7— RAID 5 3 € x2

F:
1.NVMe K54 7. RAID Oy FAO—ZDERICHEEIE. CPU [CEREGEINE T,
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EEEN

)7 R— b DOFFHH

® 5 JYZILR—F (R45DAR ARV H) DEVEID YT
Serial Port (RJ-45 Female Connector)

= =
I
it
2 ]
e —a—p
L———1 RTS (Request to Send)
DTR (Data Terminal Ready)
TxD (Transmit Data)
GND (Signal Ground)
GND (Signal Ground)
RxD (Receive Data)

DSR (Data Set Ready)
CTS (Clear to Send)

= =

— e

Pin Signal

N

coNOoOTULT W

KVM 5 —7)L

KVM T =T ILIdH—IN—~AD¥EFRADT—7IL T, DBO YU FZI)IIXIY. EZHY—BDOVGAIXRT Y.
F—R—KRBLCYTVRADT27IL USB R— ATV TWET, COT—T I %EERTZE, H—NT
RITESNTWBARL—F 4 VT YRTF AL BIOS I[CEEEHRTEEY,

#&28 KWMI—7IL

845 1D (PID) PID D &iAE
N20-BKVM UCS —/X av Y —IL R—FED KVWM 5—7)L
K6 KVM 5—7)L

1 :**7'9 (H—/XORTE/SRILICE |3 EZSFHDOVGA XY %

n}l_,)

2 DB-9 v U)L AU % 4 YOABLVF—R—KED 2 /R—b USB aAx¥
4
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=3y

BTk

EEES
®29 ~HALEE
INTA—5 &
=X 8.7cm (3.42 1V F)

ATA FTYFEESD)

429cm (16.9 1 >V F)

AR &
ai| ~
O

76.2cm (30 1 > F)

=
==}

0*2.5 4 ~F HDD, 0*CPU (HS 7&L) . O*DIMM. 1*2300W PSU. 2*Raid bk
L4, mLOM, Z4H%— 45— 1 (PCle iZL) . Z4H— o — 2 (PCle i
L). 4= —23 (PCle 2 L)

19.47 kg = 42.92 b

0*2.5 4 ~F HDD, 0*CPU (HS 7ZxL) . O0*DIMM. 1*2300W PSU, 2*Raid k
L4, mLOM, 4% — 44— 1 (PCle BL) . ZA4 Y — o — 2 (PCle &
L) ). 24— —23 (PCleZL) . L—=ILFv bk

23.23 kg =51.21 b

1*2.5 4 >~ F HDD. 1*CPU (HS &) . 1*DIMM, 1*2300W PSU. 2*Raid bk
L4, mLOM, 24— 45— 1 (PCle RxL) . 24— 4 —< 2 (PCle &%
L) . Z4—45—23 (PCle iz L)

20.31 kg = 44.78 b

1*2.5 4 >~ F HDD. 1*CPU (HS &) . 1*DIMM, 1*2300W PSU. 2*Raid bk
L14. mLOM, SA4H—4—3 1 (PCle L) . SA4H¥— 45— 2 (PCle &
L) . Z4—45—U3 (PCle L) . L=ILFvy i

24.07 kg = 53.07 b

24*2.5 4 > F HDD, 2*CPU (HS f4&) . 32*DIMM. 2*2300W PSU. 2*Raid
LA, mLOM, SA4H—T—I 1 (PClekl) . ZA4¥—T—22
(PClezL) . A4H— o —2 3 (PCle ZL)

28.96 kg = 63.85 Ib

24*2.5 4 > F HDD, 2*CPU (HS f4&) . 32*DIMM. 2*2300W PSU. 2*Raid
MLA, mLOM, A4 —o—I 1 (PCleRxL) . A4 —o—2
(PCle#zL) . ZA4Y¥—4o—I3 (PCle ®iZL) . L= Fvy b

32.72kg =72.14 b
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HifittER

TIR{LRR

H—NIZF, UATOERI=Y b Z2EHETEZEY,
1050W DC ElR (F 30%22R)

1200W (AC) EREE (F£31 25HR)
1600W (AC) BRI = v b (F£32 2&8R)
2300W (AC) BiR1= v b (F33%288)

730 1050W (DC) EEZEE DL

INSA—F Hig
AAARTH Molex 42820
ANEEZEE (Vrms) 48
RRHFBANEEEE (Vrms) 40 ~ -72
B EE (Hz) YL
RAFBERBEE (Hz) UL
RAEEEHD (W) 1050
BRAEERRY VINAHA (W) 36
NHEABDEE (Vrms) -48
AFRAHNER (Arms) 24
DANBEDRKAN (W) 1154
AMANBEDRAAT (VA) 1154
RNENRMER (%) 1 91
B/NERAE FUHL
RAEAER (AE—7) 15
RAREAER (ms) 0.2
=/NTA4 RZ)IL—K[E (ms) 2 5

bz

1. Znld. 80 Plus Platinum FRFEZ B S DICHERR/NEETY,
http://www.80plus.org/ [RFE] TSI TWS T A ML R—

REMBICONTIE
FESBELTLIES,

2.ANBEOROY 770 ME. BREEAEREF 100% BFOKRETHREIOSEENICEED T,
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=3y

+®31  1200W (AC) EBRI1=v bk
IRTA—H TR
ABhaxv 4 IEC320 C14
ANEEERE (Vrms) 100 ~ 240
RAFBANETER (Vrms) 90 ~ 264
FREER (Hz) 50 ~ 60
RRFBERBEE (Hz) 47 ~ 63
RAEEREHD (W) 1100 1200
RAEERRY VINAHD (W) 48
ANMANEE (Vrms) 100 120 208 230
MFANETR (Arms) 12.97 10.62 6.47 5.84
SMANBEDRKAT (W) 1300 1264 1343 1340
MEANEEDRAAS (VA) 1300 1266 1345 1342
INEREIIE (%) 2 90 90 91 91
INERE HER? 0.97 0.97 0.97 0.97
KEABER (AE—7) 20
AEAER (ms) 0.2
INT A R Z)L—BFRE (ms) 3 12

L\

/

>

/)

L\

/

L\

an

A0 | 30

ES
ES

o

an

bz

1.0—Z4 Y ANEE (100 ~ 127 V) TEHERORKERH AL 1100W [CHIRENET

2. ZhlE. 80 Plus Titanium REEZB 2D ICHEBERFR/NERTY . BEMBICDOVTIE
http://www.80plus.org/ [3RE8] TABEINTWETFARMLR—FMESBBLTLL S,

.AABEOROY T 7 ME. BEEAEEE 100% BRORE TR OSEEANICEEDET
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HifittER

F£32 1600W (AC) BE1—vw btk

IRTA—H ik

ARaAxv %5 IEC320 C14
ANEEEEHE (Vrms) 200 ~ 240
BRAHFBANEEERE (Vrms) 180 ~ 264

FRBER (Hz) 50 ~ 60
RAFBERBEE (Hz) 47 ~ 63

RREEES (W) 1600
RRERZAYVINAHA (W) 36

AFEANEE (Vrms) 100 120 208 230
AFANER (Arms) kL | AL | 8.8 7.9
AMANBEDRAAS (W) kL | ZMBL | 1778 1758
DMANBEEDRKRAS (VA) ZYRL | ML | 1833 1813
R/NEEIIE (%) ZUBL | ERMBL | 90 91
R/NERE S ZYURL | EZM&L | 097 0.97
BRKEAER (AE—=7) 30

BRAEAER (ms) 0.2

R/NTA RZIL—BE (ms) 2 12

*:
1. Zh k. 80 Plus Platinum FREE %2 B2 DICWEBERF/NEKRTY ., BEMEICDOLTIE
http://www.80plus.org/ [RFE] TRHEINTWVWSTAMLR—FZSRBL TS,
2. ANEREOROY 777U M. BEEHEEE 100% BRORETHREIOEFEANICEED T
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=3y

+®33 2300W (AC) EBRI1=v btk

IRTA—H TR

ARaAxv %5 IEC320 C20

ANEEERE (Vrms) 100 ~ 240
BRAHFBANEEERE (Vrms) 90 ~ 264

R EERE (Hz) 50 ~ 60
RAFBERBEE (Hz) 47 ~ 63

RAERHSD (W) ! 2300

RAEERRY VINAHD (W) 36

AMMANEBE (Vrms) 100 120 208 230
AMANER (Arms) 13 11 12 10.8
DFANBEDRAASA (W) 1338 1330 2490 2480
MADBEDTRAAS (VA) 1351 1343 2515 2505
INERBIE (%) 2 92 92 93 93
INERE HER? 0.99 0.99 0.97 0.97
KEABER (AE—7) 30

AKRAER (ms) 0.2

NG A RZIL—B5E (ms) 3 12

L\

>

an

A0 | 30

o

il

bz

1.0—54 Y ANEE (100 ~ 127 V) THERORAERLE I 1200W ICHIRENET,

2. Zhid. 80 Plus Titanium FREE%=F 2 DICHBRR/NENRTT, REMBICDOWLTIE
http://www.80plus.org/ [3258] TABEINTWVWETFARMLR—FMESBLTLL S,

.AABEOROY T 7 ME. BEEAEEE 100% BRORE TR OSEEANICEEDET

a I BREBOEHMERRICD LTI, http://ucspowercalc.cisco.com (C3 % Cisco
&7 UCS Power Calculator ZfFRL T EE L,

LEY,
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HifittER

AVT 547V AEH
CIV—XH—NDORHEMBEHZ X34 ICRLET,

F£34 UCSC IU—XDFHIXEMBEL

INTA—H Bl

BEHRE ABIRIE. S 2014/30/EU $ & U 2014/35/EU IC & B CE
N—FVJICERLTVET,

T UL 60950-1/62368-1

CAN/CSA-C22.2 No. 60950-1/62368-1
IEC/EN 60950-1/62368-1

AS/NZS 62368.1

GB 4943.1-2022

CNS 15598-1:2020

\

EMC: =Xy 32

47CFR Part 15 (CFR47) 75X A
AS/NZS CISPR32, 75 R A
CISPR32 75X A

EN55032 75 X A

ICES003 75 X A

VCCI-CISPR32 7 5 X A
EN61000-3-2
EN61000-3-3

KSC9832 V3R A
EN 300386 75 X A

EMC: /1 Xa2=5+«

EN55035
EN55024
CISPR24/35
EN300386

KS C 9835
IEC/EN61000-6-1
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