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Presenter
Presentation Notes
We began with the mainframe in the 1960s…which gave way to minicomputers, followed by the client/server model and the emergence of the web.  In fact, many of you helped advance these architectural shifts over the years.
Virtualization is emerging as a disruptor because it enables us to abstract services and applications away from the underlying infrastructure and it becomes the underpinning to evolve toward the next architectural shift – The Cloud  
Cisco has a vision, strategy, and execution plan to become the preeminent provider of infrastructure to the bulk of the cloud computing market.
We are also participating in the cloud by providing communications and collaboration through software as a service 
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SERVER-RELATED SPEND (CAPEX+OPEX) 
WW Spending on Servers, Power &Cooling,and Mgmt. / Administration OVERALL SPEND DISTRIBUTION 
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Presenter
Presentation Notes
Let’s take a look at the root causes of this maintenance predicament and some other recent cost trends you might be seeing in your data center.

Today, the data center makes up 44% of overall IT spend.  The traditional model of data center investment was to build in silos—often with dedicated resources for lines of business—and to design them  for peak environments. Unfortunately, this model had some inherent inefficiencies because resources couldn’t be shared and, for the majority of the time, applications weren’t maximizing the capability of the server platform, which drove up costs via underutilization of resources
 
A few other things  jump out.  First,  more than 50% of the cost is the combination of people and software, with energy and facilities as the next largest chunk (contributing no new value-add to the IT department—it’s required to simply keep things running).  One may come to the conclusion that infrastructure doesn’t matter that much, but when you actually analyze the root cause of the spiraling costs in people and software, one quickly realizes that they are related to the infrastructure – and the software to manage it.
 
For instance, if we double click on servers, while the cost of hardware has been flat or declining for the past 15 years, the cost of managing and operating servers has been growing steadily and now represents 2/3 of the total spend associated with servers. The problem has been exacerbated by virtualization because higher server utilization has come at the price of increasing complexity that shows in the rising Opex costs. 
  
Before we do that let’s look at some of the trends going on within CapEx and OpEx at the bar chart.  Note that server and power and cooling costs seem to be remaining steady. Even with the inherent efficiencies of server virtualization—companies continue to need to invest in servers because of the growth in project demand they continue to experience. 
 
But where increase pain is really being felt is in the area of management and administration costs associated with your virtual servers. This stems from the problem of the traditional approach to management in so many IT organizations. Because a wide variety of traditional servers, software systems, storage have been utilized, and implemented in silos—most system management functions are complicated—designed to try to integrate solutions that were never designed to work together. Virtualization, of course, means there is increasing movement of virtual machines—and the need to ensure key information and adequate security moves with them.  Without a simpler approach to management, administration costs will continue to escalate. 
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Unified Computing 

• Self Integrating 
Faster deployment, higher reliability, higher productivity, fewer 
errors 

• Embedded Management 
Simplified setup, increased control, lower costs 

• Hardware state abstraction – Service Profiles 
Higher productivity, lower labor costs, fewer errors (no 
configuration drift) 

• Unified Fabric 
Increase workload agility, lower costs, lower power, higher 
reliability, simplified setup, higher asset utilization, higher 
application performance 

• Virtualized Adapters 
Higher workload agility, better VM performance, More workloads 
virtualized, lower cost per VM 
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Unifying the Data Center Fabric  
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UCS Manager 
Embedded– manages entire system 

UCS Fabric Interconnect 
20 Port 10Gb FCoE 
40 Port 10Gb FCoE 

UCS Fabric Extender 
Remote line card 

UCS Blade Server Chassis 
Flexible bay configurations 

UCS Compute Options 
 Industry-standard architecture 

UCS Virtual Adapters 
Choice of multiple adapters 

Modular Building Blocks 

Presenter
Presentation Notes
UCS Blade Server
Industry-standard architecture
UCS Adapters
Choice of multiple Converged Network Adapters and Virtual Adapters


The “Unified Computing System” is based on a standard set of components that most IT staff are very familiar with.
The intelligence for managing the overall system is based on a pentium-class processor that Cisco has embedded in the fabric interconnect
The UCS Manager software that manages the entire system communicates with firmware  embedded in every device in the system.
It is important to note that there are three adapters. The first one is a standard 10GB Ethernet adapter and the second is a 10GB Fiber over Ethernet adapter. The most important one is the third one, which is referred to as Palo. That adapter support the virtualization of the network connections, which will be discussed more in depth later in the presentation.
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Presenter
Presentation Notes
UCS Blade Server
Industry-standard architecture
UCS Adapters
Choice of multiple Converged Network Adapters and Virtual Adapters


The “Unified Computing System” is based on a standard set of components that most IT staff are very familiar with.
The intelligence for managing the overall system is based on a pentium-class processor that Cisco has embedded in the fabric interconnect
The UCS Manager software that manages the entire system communicates with firmware  embedded in every device in the system.
It is important to note that there are three adapters. The first one is a standard 10GB Ethernet adapter and the second is a 10GB Fiber over Ethernet adapter. The most important one is the third one, which is referred to as Palo. That adapter support the virtualization of the network connections, which will be discussed more in depth later in the presentation.



17 

© 2008 Cisco Systems, Inc. All rights reserved. Presentation_ID 

UCS Fabric Topologies: Chassis Bandwidth 
Options 

2x 4 Link 
80 Gbps per Chassis 

2x 8 Links 
160 Gbps per Chassis 

2x 2 Link 
40 Gbps per Chassis 

2x 1 Link 
20 Gbps per Chassis 

•Wire once for bandwidth, not connectivity 

•Policy-driven bandwidth allocation 

•All links can be active all the time 

•Integrates as a single system into your data center 
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UCS Blade and Rack Servers 
x86 industry standard 
Patented extended memory 

UCS Fabric Extender 
Remote line card 
Two per chassis 

UCS Fabric Interconnect 
10GE Unified Fabric switch 

UCS Manager 
Service Profiles 
Automation Friendly 

UCS Virtual Interface Adapter 
Creating NICs & HBAs in SW 
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Stateless Computing: UCS Service Profiles 

LAN 

SAN 

Presenter
Presentation Notes
Contact slide author (M. Sean McGee; seanmcgee@cisco.com) for slide updates or explanation if needed.
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Name: UCS 2104 
Class: FEX 
ID: 234222-33 
IOM 1: UCS 2104 
IOM 2: UCS 2104 
Blade slot occupied: 8 
Fans: 8 

Name: UCS 5108 
Class: Chassis 
ID: 234222-33 
IOM 1: UCS 2104 
IOM 2: UCS 2104 
Blade slot occupied: 8 
Fans: 8 

Zero Touch Integration 
Decouple Complexity & Scale 

• Increase capacity, not complexity 
• New equipment self integrates 

Physical Inventory 
Name: UCS 12 
Class: System 
ID: 77449-32 
Chassis: 1 
- IOM 1: UCS 2104 
- IOM 2: UCS 2104 
- Blade slots occupied: 8 
Chassis: 2 
- IOM 1: UCS 2104 
- IOM 2: UCS 2104 
- Blade slots occupied: 8 
Chassis: 3 
- IOM 1: UCS 2104 
- IOM 2: UCS 2104 
- Blade slots occupied: 8 
Chassis: 4 
- IOM 1: UCS 2104 
- IOM 2: UCS 2104 
- Blade slots occupied: 8 
 Chassis: 5 
- IOM 1: UCS 2104 
- IOM 2: UCS 2104 
- Blade slots occupied: 8 
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Physical Inventory 
Name: UCS 12 
Class: System 
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Chassis: 3 
- IOM 1: UCS 2104 
- IOM 2: UCS 2104 
- Blade slots occupied: 8 
Chassis: 4 
- IOM 1: UCS 2104 
- IOM 2: UCS 2104 
- Blade slots occupied: 8 
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- IOM 1: UCS 2104 
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- Blade slots occupied: 8 

Policy Inventory 
Service Profile: Default 1 
Service Profile: HR-App1 

Zero Touch Integration 
Decouple Complexity & Scale 

• Increase capacity, not complexity 
• New equipment self integrates 
• Inventory & status updated 
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Zero Touch Integration 
Decouple Complexity & Scale 

Policy Inventory 
Service Profile: Default 1 
Service Profile: HR-App1 

• Increase capacity, not complexity 
• New equipment self integrates 
• Inventory & status updated 
• Immediately apply existing policies 
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Legacy Blade Architecture 
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 Over the past 10 years 
 An evolution of size, not 

thinking 
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than ever 
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 Management applied, not 
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 An accidental architecture 
 

 Result: Complexity 
 More points of 

management 
 More difficult to maintain 

policy coherence 
 More difficult to secure 
 More difficult to scale 
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Connections 
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Cisco UCS – Reducing Complexity  

 Embed management 
 

 Remove unnecessary  
• Switches 
• Adapters 
• Management Modules 

 

 Unify fabrics 
 

 Power & Cooling 
• Less than 1/3rd the 

support infrastructure 
• 63% open design 
• Low power components 

 

 Optimize virtualization 
• Processor Density 
• VM/host ratio 
• 20+% I/O improvement 

SAN 
LAN 

MGMT 
SAN 

LAN 

MGMT 

Multiple 
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Connections 

Multiple  
SAN 
Connections 

Separate 
Remote 
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per Chassis 

Multiple 
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LAN & SAN 
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One  
Interface 

HP Virtual Connect Enterprise Manager (VCEM) 

HP Insight Power Manager 

HP iLO Advanced for 
BladeSystem 

Virtual Connect Manager 

Source: HP Product Bulletin 

HP Insight Manager(SIM) 

 
UCS IS Simplified Management 

Chassis Onboard 
Administrator 

UCS Manager 

$$ 

$$ 

$$ 

HP Insight Remote Support & Recovery 

HP iLO Advanced for 
BladeSystem 

Virtual Connect Manager 

Chassis Onboard 
Administrator 

HP iLO Advanced for 
BladeSystem 

Virtual Connect Manager 

Chassis Onboard 
Administrator 

HP iLO Advanced for 
BladeSystem 

Virtual Connect Manager 

Chassis Onboard 
Administrator 

$$ $$ $$ 

Expensive  
Complicated 
Accidental  

Architecture 

Cisco Confidential – Internal Use Only 

Presenter
Presentation Notes
Each HP chassis has a Virtual Connect Manager (VCM) instance to manage. 
In order to manage these virtual connect based chassis you must install Virtual Connect Enterprise Manager (VCEM) on a Systems insight manager server.
Then license each enclosure chassis to be managed by VCEM.
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LAN 
Any IEEE Compliant LAN SAN B 

Any ANSI T11 Compliant SAN 
Mgmt 

SAN A 
Any ANSI T11 Compliant SAN 

UCS Is Fabric Computing 

One Logical Chassis to Manage* 
 

LAN Connectivity 
SAN Networking 
Blade Chassis’ 
Server Blades 
Rack Servers 

Server Identity Management 
Monitoring, Troubleshooting 

etc. 
 
 

*architectural limit of 320 servers with 160 servers supported as of 1.4(1) 
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Legacy I/O & Management Design for 80 Blades 

SAN B 

SAN A LAN B LAN A 
Mgmt 
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Can you see the difference? 

SAN B 

SAN A LAN B LAN A 
Mgmt 

Converged? 
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Maintained #2 in N. America 
(21.9%) and #2 in the US 
(22.2%)1

 

x86 Blade servers are growing 
over twice as fast as the overall 
x86 computing market2

Source: 1 IDC Worldwide Quarterly Server Tracker, Q2 2012, August, 2012, Revenue Share            2 IDC Q1 CY12 Server Forecaster, Based on x86 Blade 
Revenue  

Worldwide 

North America 

Maintained #3 worldwide in x86 
Blades with 15.2%, just behind 
IBM’s 15.4%1 

 

UCS momentum is fueled by 
game-changing innovation; 
Cisco is quickly passing 
established players1 

UCS After Only 
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UCS #3 with 15.2% 
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Cisco
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UCS #2 with 21.9% 

Presenter
Presentation Notes
Transcript:
That's a quick summary of the product. It's interesting to see. Over the past 3 and 1/2 years that Cisco has been in this business, we essentially went from 0% market share to the number two x86 blade server vendor here in North America and a close number three worldwide, a rapidly growing product with the thousands and thousands of customers. It is a very significant business here at Cisco at this point. And some of the value that I talked about with unified fabric and management and some of the unique capabilities of our servers have all really contributed to that. This is IDC data. You can see it noted there on the bottom from calendar Q2 of 2012.

Author's Original Notes:
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Innovating with Unified Fabric 
Fewer Components, Efficient Power and Cooling  

  
Traditional Blade Server Cisco Unified Computing System 

Fewer Connections and Cables, Less HW 
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 Embedded 
management 

Fabric Interconnect 
 

 DC Networking 
• Nexus 5500 
• Unified Fabric 

 

 C Series Server 
Integrated Rack Mountable 

servers 
 

 Power & Cooling 
• Less than 1/3rd the 

support infrastructure 
• 63% open design 
• Low power components 

 

 

 Blade Chassis 
• Processor Density 
• VM/host ratio 
• 20+% I/O improvement 
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Includes UCS FI 
Port License cost 

Cisco and HP pricing publically available on 
07/02/2011 

Presenter
Presentation Notes
It is not the cost of each server that makes the difference.  That is why HP, Dell, IBM, SuperMicro and many others talk about blade server cost.  Blades are expensive doorstops unless you have the infrastructure in place to support them.
This slides looks at that infrastructure cost based on a slot basis.  Looking at slots instead of blades, means we look at solution driven capacity / infrastructure, independent of server cost.  This is the story we need to drive.  
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Web/IT Infrastructure 
Proxy/Caching  

Database 
Consolidation 
Virtualization 

UCS C22 M3 

UCS C260 M2 

UCS C24  M3 

UCS C240 M3 

UCS C460 M2 

UCS C220 M3 Scale-Out  
 

Big Data  
Storage Server Enterprise 

Class  
 

Distributed DB 
Middleware 

Collaboration  

Data Warehouse 
Middleware 

Collaboration  
Big Data 

Database 
Consolidation 
Virtualization 

Price / Performance 
Optimized 

Performance 
Optimized 

RAS and Performance 
Optimized 

Mission 
Critical  

 

Presenter
Presentation Notes
Transcript:
And so I apologize. The projector apparently has been cutting things off. And you have been used to that probably by now. You can also look at it on WebEx, where it shows up very, very well. So on the bottom left, which we'll cover some of the newer products more on the entry space for scale out applications. We'll cover more of that. That would include the C22 and C24, which were introduced this summer. Then our mainstream products, the 220 and 240, which replaced the previous 200 and 210, that are more for enterprise applications. And then you've got 260 and 460 on the top right, which are more of our performance, mission critical, intensive application platforms. And so we'll cover the use cases as we go along here and as well as the specifications of the product.

Author's Original Notes:
Cisco offers a broad portfolio of rack servers to fit different data center environments. Each product addresses varying workload challenges through a balance of processing, memory, I/O, and internal storage resources.

Mission-Critical
On the high end are servers optimized for performance and reliability in mission critical deployments such for virtualization and large database applications.  The C460 M2 and C260 M2 servers are based on Intel’s E7 processors and offer the largest memory and I/O expansion.

Cisco UCS C460 M2 High Performance Rack Server This high-performance rack server is a four-socket, four-rack unit (4RU) enterprise-critical server for data-demanding applications and bare-metal and virtualized workloads. 
Cisco UCS C260 M2 Rack Server This rack server is one of the industry's highest-density and most expandable two-socket, two-rack unit (2RU) servers. It is designed for enterprise-critical workloads ranging from storage serving to online transaction processing (OLTP) and data warehousing. 

Enterprise-Class
The C220 M3 and the C240 M3 are versatile work-horses based on Intel’s 2S EP processors, and offering a balanced architecture and configuration flexibility through large memory footprints, multiple PCI slots, and lots of internal storage.

Cisco UCS C240 M3 Rack Server This 2RU server is designed for both performance and expandability over a wide range of storage-intensive infrastructure workloads, from big data to collaboration. 
Cisco UCS C220 M3 Rack Server This one-rack unit (1RU) server offers superior performance and density over a wide range of business workloads, from web serving to distributed database. 
 

Scale-Out
The C22 M3 and C24 M3 are cost-optimized servers based on Intel’s 2S EN processors, delivers a balanced price/performance feature set to address quick deployment of scalable IT infrastructure and scale-out applications. 

Cisco UCS C24 M3 Rack Server This 2RU, 2-socket rack server is designed for both outstanding economics and internal expandability over a range of storage-intensive infrastructure workloads, from IT and web infrastructure to big data.
Cisco UCS C22 M3 Rack Server This 1RU, 2-socket rack server design combines outstanding economics and a density-optimized feature set over a range of scale-out workloads, from IT and web infrastructure to distributed applications.
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Questions? 
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