S Datacraft

IR

Infrastructure Consolidation

Edwinder Singh
Practice Head
Data Centre & Storage Solutions

Datacraft Asia




How Big is this Virtualization Thing?
®Datacraft

Gartner

“Virtualization is the highest-impact
Issue changing infrastructure and

operations through 2012.”
March 2008




The IT Dilemma

S Datacraft

| am supposed to still do
the same job, but with
less budget and
headcount?!?

A Member of the Dimension Data Group



B CIO survey indicates flat

IT Hardware

ClO Survey: outlook for flat

’09 IT budgets

Industry Overview

Equity | United States | IT Hardwars
28 October 2008

gg Merrill Lynch

Jeft Fidacaro +1212440 3048
Research Analyst
MIPERS

Recent CIO Surveys Agree: Virtualization is the Top
ClO Priority in a Tough Economic Environment

S Datacraft

According to our 3Q08 CIO surv
budgets to be flat YoY (+0.5%
interviews were conducted thr
expectations were lowered t
remained in positive temitor
progress, and plan to spe’

vitlualization, and infias!

Indications for p
Since the beginning
which was surprisir
global financial cr

of ClOs surveyer
believe thata ry
quarter budge:

“The current environment
has moved virtualization
toward the top of the
priority list for CIOs.”

93% of the CIO respondents said they are now using virtualization techrology in

their x86 server envi up from 91%

ved in 2Q08 and 83% in 1Q08.

In our vpinion, e current envitonment has moved villualization lward e lop of
the priority list for C1Os, and only 29% of x86 servers are currently virtualized.
However, the number of virtualized servers is expected to nearly double in the
next two years to 53%. Our survey shows that 57% of ClOs are using blade
servers. We believe that HP is well positioned in the blade server market (~50%
share), as evidenced by the recent share gains driven by HP's c-Class blades.

Source: Merrill Lynch CIO Survey, Oct 28th, 2008
Source: Goldman Sachs IT Spending Survey, Nov 2nd, 2008

A Member of the Dimension Data Group

Novembsr 2, 2008

US Technology Strategy

Independent Insight: IT Spending
Survey

“Total cost of ownership (TCO)
reductions will be a key driver of the
acceleration in server virtualization
deployments as CIOs are forced to
cut capital spending and reign in
management, administrative and
power/ cooling costs.”

g q
ion of virtualization compared to what we have seen to da

total cost of ewnership (TCO) reductions will be a key driver of the accelerati
nts as ClOs are f capital spending a

PC server purchases is the largest source o
and suppart costs which mare than offset th 8
virtualization softwara/support itself and storage.




Customers Are Still Moving Ahead with

Exhibit 21: What percentage of your PC servers use server virtualization software today?
What percentage of your PC servers will use server virtualization software 12 months
from now?

T0%

Weighted average:
Current: 15.2%
In 12 months: 34.3%

% of respondents

10% 4 - -

u:}rﬂ T T T T
Less than 15% 15-30% 31-45% 46-60% 61-75%

H Today Oln 12 months

ClOs expect to double the percentage of servers virtualized in 2009
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VMware Continues to be the #1 Software Investment
for CIOs in a Tough Economy =D
atacraft

s I 12 Quarters

0. Citrix
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Top 3 Reasons Why VMware is the Right IT
Investment in a Tough Economic Environmengpatacraft




Vs

VMware...

> Decouples software from
hardware

> Encapsulates Operating
Systems and applications into
“Virtual Machines”

g

A Server or Desktop
Virtual Machine

Typical Excess Hardware
Capacity: 3 Years!

J

Reduce Server Spend Through Consolidation

SDatacraft

Typical Consolidation:
10:1

A Member of the Dimension Data Group



Reduce Energy Consumption
®Datacraft

» Highest consolidation rates on most secure and
reliable virtualization platform

Safely improve utilization rates

80% energy reduction

Dynamic server and storage migration
Power off unneeded servers in real-time

Migrate storage dynamically

viv v V¥

25% energy reduction

Host desktop PCs in the datacenter
Use thin clients, double refresh cycle
Reduce storage for similar desktop images

vivVv v V¥

70% energy reduction

Copyright © 2005 VMware, Inc. All rights reserved.
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Total Savings per Workload

SDatacraft

ings
Workload

r 3 years)

* Actual customer savings per application; represents typical savings

A Member of the Dimension Data Group

407 52
509 64
2053 257

SAVINGS

$8,251*
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Decreasing Operating Costs

S Datacraft

> Do more work with the same number of
& Responsiveness people = operating cost savings

> Drivers of productivity improvements:

90-225 = Instant provisioning

Dynamic patching

>
> Zero downtime maintenance
> Built-in high availability

>

30-75

Workloads per Admin

Automated disaster recovery

Source: IDC and VMware TAM program
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Avallable Resou

rces

(G vmware

QUESTIONNAIRE TCO ANALYSIS

TCO Calculator - 4
E =
USER'S GUIDE NEW

@ e 2z

OPEN  SAVE  REPORT

The goals of implementing Vhware products at Scratchboat Systems are
> Reduce expenses, labor, time, and floor-space required to run hundrads of workloads
> Increase agilty of business operations.

The projected outeome of this proposed Viware project for Scratchboat Systems includes:
»$2,191,208 in girect TCO savings over 3 years
> Additional $0 in indirect savings over 3 years
> Overal, an ROl of 241.9% on a $906,003 investment
= An NPV savings of $1,531,114 and a projected payback period of 12 months.

LEARN MORE about VMware products and soluficns or contact WMware or an authorized partner.

Cumulative 3 Year TCO Comparison

ons to
e VMware

A Member of the Dimension Data Group

TOTAL NET BENEFIT YEARLY BENEFITS

Server hardware

$5,000,000 B sorace
W ek
4 g TR
0000 @ Communities @ Virtual Appliances
3,000,000
Solutions | Products | Technology
52,000,000
1,000,000 Home c
0
Current (As Is)
Why Choose VMware
Dlselaimer: tool s Ve

} Built on Reliable Foundation

= Comparing Hypervisors
‘Why Architecture Matters
Achieve Scalable Performance
Why File Systems Matter
Ecosystem of Security Solutions
Industry Recegnition

v
%]

hared IT Services Platform
Transparent Agility

Shared Pools of Resources
Elastic Pool of Resources.
Inteligently Save Power
Flexible, Uniferm High Availability

¥ Low Total Cost of Ownership
= Debunking the Myth
= Maximize Virtual Machine Density
= Save on Operational Costs

@ Store

@ Support

| Services | Resources | Customers | Partners | AboutUs

} Complete Virtualization Management

Centrally Manage Virtual Machines

Manage Entire Software Lifecycle
Automate Disaster Recovery
Automate Patching

Use Existing Systems Management

¥ Integrate with Your Infrastructure

= Broad Hardware Support

= Largest Guest OS Support

= Bread Application Support

= VMware Partner Support Programs.

} Customer-proven Solution

= Large Companies Trust VMware
= Small and Medium Businesses Trust
VMware

Quickly Add New Server Resources

Online ROI/ TCO
Calculator: Robust and
customizable analysis of
virtualization’s impact on
your IT budget and
datacenter costs

= www.vmware.com/calculator




Virtualisation Touches Everything

SDatacraft

—
* Bigger servers, dense blades

pra——

« Agility SOPs

» Resistance mgt
e Licensing * |/O proliferation

* Provisioning ) * Network Edge?
 Patch Mgt /  Branch VDI
» Desktops | _ 4

* More capacity, tiering

o

» Capacity,

performance Mgt
» Charge back \

 High density computing
* Power & cooling per rack

e CPU, IO bottlenecks

* New vulnerabilities
 Policy control

A Member of the Dimension Data Group



Legacy Collapsed Backbone Cabling

Designs SDatacraft
= More servers = more switch ports = more L
: Bl foge R
cabling LA
= Most DC’s are wired this way Inllml]' | I”;’ jl
» Legacy Data Centre cabling issues 1 % |
= Cabling decision to enable 10GE is expensive ST
l.e.Cat7 ARRENNANE |‘II
= Bad for the physical element | 1
of a network I\

= Scales poorly
= Prone to cable overlap
= Affects facility environmentals LD

A Member of the Dimension Data Group




VMware’s Advanced Features:
Driving Bandwidth & More Connections per Sgrver .

VMware Fault Tolerance

A Member of the Dimension Data Group




/O Proliferation with VMware

S Datacraft

| » Real world example
FC Storage Ethernet Connections

Connections = 100:10 Server consolidation
" Front End = x10 connections per server

Front End

Backup = =100 network ports for

Backup VMware

Management = + 100 existing server’'s ports
Management * (both old and new servers need to
VMotion be connected for P2V)

VMotion = = 200 network ports required

Inter Processor ® Double existing!
Inter Processor

A Member of the Dimension Data Group



/O Consolidation with FCoE

S Datacraft

FC Storage Ethernet Connections Network & storage port consolidation
Connections

Front End
Front End

Backup

Back
ackup e 10GE

Management i
Management ] ot Hei==x= 10GE
VMotion
VMotion
Inter Processor
Inter Processor

A Member of the Dimension Data Group



Port and Cabling Consolidation with FCoE

S Datacraft

= What does it take to converge Storage
and the Network?

= A better Ethernet: DCE
= Loss less, with guaranteed QoS
= No gateways

= What is available?

= Standardization INCITS T

= Cisco Nexus 5020 switch

= Converged Network Adapte@
= Emulex, Qlogic

= VMware ESX 3.5-Uj
= onthe I/O HCL |

vl EM( :2 = .
@ g vmware
= EMC certification @ ikl =

where information lives® 3
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CisCo
Assumptions
MNumber of servers: | i’
Traditional network server connections to LAN: fl

Traditional network server connections to SAM: | 4 El
Span of analysis (years): | 5 i’

The following information can be customized if you click
through the levels by clicking on the + button.

Unconsolidated LAN =

Unconsolidated SAN =
Consolidated Network [l

service [
Cabling |
Ppower [

Ciseo Mexus S000D Unified Fabric TCO Caleulater Scope and
Assumptions

Model Scope:

The model compares a Unified Fabric implementation where|
LAM and SAN L/O are combined over 10GBE to traditional,
unconsolidated [0 technology based on separate LAN and
SAN technologies. The objective is to economically guantify
the comparative value of these approaches to constructing
data center networks. Due to the newness of Unified Fabric
technology there are many benefit areas that cannot be
guantified as vet but are expected to show significant .

Detailed assurnpljunsl Far mare info read this TCO White Paperl

Cost

Hardware
Service support
Cable installation
Power

Total Cost

Inter-rack cables

Power utilized (kw-hr)

Cisco Nexus 5000 Unified Fabric TCO Calculator

56%

94%

Traditional
Metwork Consolidated Difference
%581 ,B80 $302,310
£83,568 £39,808
128,000 £13,000
%55,525 $15,453
$B4B8,973 £370,571
640 40
265,113 75,594

71%

000,000

5800,000

S700,000

5600,000

500,000

5400,000

300,000

5200,000

£100,000

50

TCO Comparison

Stacked Column

B Hardware

B Service suppart
W Cable installation
B Power

Traditional N
Network Consolidated

g O®ension Data Group




Transparency in the Eye of the Beholder

SDatacraft

With virtualization,
VMSs have a
transparent view of
thelr resources...




Transparency in the Eye of the Beholder

SDatacraft

...but its difficult to
correlate network and
storage back to virtual
machines




Transparency in the Eye of the Beholder

SDatacraft

Scaling globally depends
on maintaining
transparency while also
providing operational
consistency



Scaling Server Virtualization

Networking Challenges

o | &

S— e
Security & Policy Operations &
Enforcement Management

Applied at physical Lack of VM

server—not the visibility,
individual VM accountability, and

consistency

Impossible to T

enforce policy for management model

VMs Iin motion and inability to
effectively
troubleshoot

S Datacraft

- o P
Organizational
Structure

Muddled ownership
as server admin
must configure
virtual network

Organizational
redundancy creates
compliance
challenges




Cisco Nexus 1000V
The industries First Distributed Virtual Switch gpatacraft

Policy-Based Mobility of Network Non-Disruptive
VM Connectivity and Security Properties Operational Model

A Member of the Dimension Data Group



VN-Link Brings VM Level Granularity

Cisco VN-Link Switch

VMotion

SDatacraft

Problems:

* VMotion may move VMSs across
physical ports—policy must
follow

* Impossible to view or apply
policy to locally switched traffic

e Cannot correlate traffic on
physical links—from multiple
VMs

VN-Link:
*Extends network to the VM

sConsistent services
«Coordinated, coherent management



Cisco Virtual Network Link — VN-LInk

S Datacraft

= Virtual Network Link (VN-Link) is about:

= VM-level network granularity

= Mobility of network and security properties
(follow the VM)

= Policy-based configuration of VM interfaces
(Port Profiles)

= Non-disruptive operational model

= \V/N-Link refers to a literal link between a VM
VNIC & a Cisco VN-Link Switch

= \/N-Link with Nexus 1000V

» Replaces Hypervisor switch with Cisco Cisco VN-Link Switch
modular switch (software)




VN-Link View of the Access Layer

SDatacraft

Boundary of network visibility

= Nexus 1000V and VN-Link
provide visibility to the
— Individual VMs

» Policy can be configured
per-VM

= Policy is mobile within the
ESX cluster

f|

Nexus 1000V
Distributed Virtual Switch



VN-LInk With the Cisco Nexus 1000V

Cisco Nexus 1000V

= Industry’s first 3rd-party vNetwork
Distributed Switch for VMware vSphere

Built on Cisco NX-OS
Compatible with all switching platforms

Maintain vCenter provisioning model
unmodified for server administration; allow
network administration of virtual network
via familiar Cisco NX-OS CLI

Policy-Based

VM Connectivity

Nexus 1000V

Mobility of Network &
Security Properties

SDatacraft

BEST OF
vmwor

el

N\

d 2008

N
1Oy

(&) vmware vSphere

*

e
CIsco

*

Non-Disruptive
Operational Model



Cisco Nexus 1000V

SDatacraft

Faster VM Deployment
Cisco VN-Link: Virtual Network Link

Policy-Based Mobility of Network & Non-Disruptive
VM Connectivity Security Properties Operational Model

.l ol |
Defined Policies L] )
WEB Apps
HR

DB []

VM Connection Policy
« Defined in the network

e Applied in Virtual Center
* Linked to VM UUID




Cisco Nexus 1000V

SDatacraft

Richer Network Services
Cisco VN-Link: Virtual Network Link

Policy-Based Mobility of Network & Non-Disruptive
VM Connectivity Security Properties Operational Model
STV e Y o o R
N\ / ‘
el (0 OAVA o \
OlIO exus NS
» 1000V ooov
: VEM . VEM .




Cisco Nexus 1000V

SDatacraft

Increased Operational Efficiency
Cisco VN-Link: Virtual Network Link

Policy-Based Mobility of Network & Non-Disruptive
VM Connectivity Security Properties Operational Model
"y
]

VI Admin Benefits

e Maintains existing VM mgmt
Reduces deployment time
Improves scalability

Reduces operational workload
Enables VM-level visibility

Network Admin Benefits L

« Unifies network mgmt and ops — =
Improves operational security f@' vmware
Enhances VM network
features (

Ensures policy persistence
Enables VM-level visibility




Cisco Nexus 1000V Architecture @ vmware

READY
{ CERTIFIED

H\HU [UHU [UHU

Nexus
1000V \**f’

INexus \*fff

1
1
Nexus
|1000V \*"f’ i

1000V

Virtual Supervisor Module (VSM)

Virtual Ethernet Module (VEM)

Cisco Nexus 1000V Installation
» ESX & ESXi
= VUM & Manual Installation

= VEM is installed/upgraded like an ESX
patch

vCenter

)] vimware



Network Scale Virtualization

SDatacraft

Data
Center

Service
Provider

Virtualize at
Network Scale

ember of the Dimension Data Group



Nexus 1000V Deployment Options

SDatacraft

All types of servers
1G & 10G NICs

Any type of physical switch
(Cisco & other vendors)

Rack Optimized
Blade Servers Servers

Requires External
Management Appliance
(VSM) which can be a
virtual or physical appliance

Requires VMware vSphere
4.0 Enterprise Plus License

Network stats, interface
state, flow stats maintained
in VEM, exposed through
VSM

vCenter




Accelerate Server Virtualization

Enable, Simplify, Scale

Enable VM-level
security and policy

Scale the use of
VMotion and DRS

Simplify

management and
troubleshooting
with VM-level
visibility

Scale with
automated server &
network
provisioning

S Datacraft

Enable flexible
collaboration with
individual team
autonomy

Simplify and
maintain existing
VM mgmt model



