Who Should Read This Guide

This document is for the reader who:

- Wants a general understanding of IPv6 addressing and subnetting.
- Is redesigning their network and needs general IPv6 addressing guidance.
- Has an existing network and needs guidance on how to add new services to the network.
- Wants to better understand how to communicate with an agency that has IPv6 deployed.
- Is worried about IPv4 address space exhaustion and needs guidance on how to transition to IPv6 addressing.
- Requires an IPv6 address option for growth.

Related Documents

Before reading this guide

- LAN Deployment Guide
- LAN Configuration Guide
- Internet Edge Deployment Guide
- Internet Edge Configuration Guide
- WAN Deployment Guide
- WAN Configuration Guide
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The IPv6 Addressing Guide is a supplemental document to the SBA for Large Agencies Design Guide series. The Cisco SBA for Large Agencies is a system created using a structured process to help ensure the stability of valuable operational processes and assets.

The Cisco SBA is based on feedback from many customers and partners. Cisco has developed a solid network foundation with a flexible platform that does not require reengineering to add overlay services and that emphasizes ease of use. Adding advanced services during or after the core network deployment is simplified. Time and expense is not wasted reengineering the network because the network is designed from the start to be flexible.

The Cisco SBA can be broken down into three primary modular layers: the Network Foundation, Network Services, and User Services. For reliable delivery of applications and services, both internal and external to an agency’s physical location, these three layers must work in a cohesive manner; otherwise, voice, video, and data can fail and even be compromised, placing the agency at risk. This guide focuses on all three layers of the architecture because IP addressing provides the foundation for voice, video, and security, in addition to core routing and switching.

The network, specifically IP addressing, provides the base for all network service, user services, and applications used every day. Without the foundation, it would not be possible to interact with network and user services, from using the phone to reading our email. The user and network services experience builds on the foundation.

This guide describes the next generation of IP: IPv6 addressing. Reliable Network Services provided by the Cisco SBA, such as the Internet connection, WAN infrastructure, security, branch, and headquarters infrastructure, build on a solid and planned IP addressing design. If a network already has an existing IPv4 address space assigned, how can you successfully integrate IPv6 into the architecture? What happens if there are multiple IP address ranges in the network? When should you use a provider-independent IP space? How should you set up the IPv6 subnets? All of these questions are answered in this guide.

To learn more about Cisco SBA visit:
http://www.cisco.com/go/smartarchitecture or
http://www.cisco.com/go/partner/smartarchitecture
Introduction

Internet Protocol (IP) version 6 is a new IP protocol designed to replace IP version 4, which is deployed today and used throughout the world.

The current version, IPv4 has proven to be robust, easily implemented, interoperable, and has stood the test of scaling an internetwork to a global utility the size of the Internet today.

However, the initial design did not anticipate the following conditions:

- Rapid growth of the Internet and the exhaustion of the IPv4 address space
- Need for simpler auto-configuration and renumbering of network devices
- Requirement for security at the IP level
- Need for better support for real-time delivery of data—also called quality of service (QoS)

The lifetime of IPv4 has been extended using techniques such as private address space with Network Address Translation. Although these techniques seem to increase the address space and satisfy the traditional client-server setup, they fail to meet the requirements of IP address growth. The need for always-on environments (such as residential Internet through broadband, cable modem, or DSL) to be reachable precludes these IP-address conversion, pooling, and temporary allocation techniques. Also, the plug-and-play capability required by consumer Internet appliances further increases the address requirements.
IPv6 Addressing Technical Overview

IETF designed the IPv6 addressing scheme to provide interoperability with existing IPv4 network architecture and to allow the coexistence of IPv6 networks with existing IPv4 networks. IPv6 not only solves the IP address shortage problem in IPv4, but also enhances and improves some of the salient features of IPv4. IPv6 enhances routing and addressing capabilities and simplifies the IP header. IPv6 supports various types of IP addresses and larger address blocks for use with multicast routing. The IPv6 addressing architecture is described in RFC 4291.

IPv6 Address Format

IPv6 uses 16-byte hexadecimal number fields separated by colons (:) to represent the 128-bit addressing format that makes the address representation less cumbersome and error-prone. Here is an example of a valid IPv6 address: 2001:db8:130F:0000:0000:09C0:876A:130B.

Additionally, to shorten the IPv6 address and make the address easier to represent, IPv6 uses the following conventions:

- Leading zeros in the address field are optional and can be compressed. For example, the following hexadecimal numbers can be represented as shown in a compressed format:
  - Example 1:
    0000 = 0 (compressed form)
  - Example 2:
- A pair of colons (:) represents successive fields of 0. However, the pair of colons is allowed just once in a valid IPv6 address.
  - Example 1:
  - Example 2:
    FF01:0:0:0:0:0:1 = FF01::1 (compressed form)

An address parser can easily identify the number of missing zeros in an IPv6 address by placing the two parts of the address apart and filling with 0s until the 128-bit address is complete. However, if two ::s are placed in the same address, then there is no way to identify the size of each block of zeros. The use of the :: makes many IPv6 addresses very small.

Network Prefix

The IPv6 prefix is part of the address that represents the left-most bits that have a fixed value and represent the network identifier. The IPv6 prefix is represented using the IPv6-prefix or prefix-length format just like an IPv4 address is represented in the classless interdomain routing (CIDR) notation.

The /prefix-length variable is a decimal value that indicates the number of high-order contiguous bits of the address that form the prefix, which is the network portion of the address. For example, 2001:db8:8086:6502::/64 is an acceptable IPv6 prefix. If the address ends in a double colon, the trailing double colon can be omitted. So, the same address can be written as 2001:db8:8086:6502/64. In either case, the prefix length is written as a decimal number 64 and represents the left-most bits of the IPv6 address. A similar address in IPv4 would be xxx.xxx.xxx.xxx/16.

IPv6 Address Types

There is a major difference in the IP address requirements between an IPv4 host and an IPv6 host. An IPv4 host typically uses one IP address; but an IPv6 host can have more than one IP address.

There are three major types of IPv6 addresses:

- Unicast: An address for a single interface. A packet that is sent to a unicast address is delivered to the interface identified by that address.
- Anycast: An address for a set of interfaces that typically belong to different nodes. A packet sent to an anycast address is delivered to the closest interface—as defined by the routing protocols in use—identified by the anycast address.
- Multicast: An address for a set of interfaces (in a given scope) that typically belong to different nodes. A packet sent to a multicast address is delivered to all interfaces identified by the multicast address (in a given scope).
Address Management and Assignment

There are four ways to configure a host address in IPv6:

- Static configuration: Similar to IPv4, the host address, mask, and gateway address are manually defined.
- Stateless Auto Address Configuration (SLAAC): In this case, the host autonomously configures its own address. Router solicitation messages are sent by booting nodes to request Router Advertisements (RAs) for configuring the interfaces (RFC2462).
- Stateful DHCPv6: The host uses DHCP to get its IPv6 address. This addressing management is similar to IPv4 behavior (RFC3315).
- Stateless DHCP: The host uses SLAAC and also DHCP to get additional parameters such as TFTP Server, WINS, etc.

The configuration choice relies on RA Flags sent by the router on the LAN.

New in IPv6

Figure 1 summarizes the parts of the configuration that are similar to IPv4 (such as static configuration and DHCP) and the parts that are new to IPv6 (such as stateless configuration and temporary addresses that are auto-generated).

Figure 1. IPv6 Stateless Migration

Nodes can use IPv6 stateless address auto configuration to generate addresses without the necessity of a Dynamic Host Configuration Protocol (DHCP) server. IPv6 addresses are formed by combining network prefixes with an interface identifier. On interfaces that contain embedded IEEE Identifiers, the interface identifier is typically derived from the IEEE identifier.

Tech Tip

There may be concerns regarding the use of a non-changing interface identifier such as the IEEE identifier because it is possible for that identifier to be used to correlate seemingly unrelated activity. One way to avoid some of the problems mentioned previously is to use DHCP to obtain the addresses.

Static Configuration

As in IPv4, the host address can be statically defined. In this case, the IPv6 address, mask, and gateway address are all manually defined on the host.

Static address configuration is typically used for router interface configuration but is not likely to be used for hosts in IPv6.

Tech Tip

Using static configuration also means that all auto-configuration features provided by IPv6 are lost.

Stateless Address Auto Configuration (SLAAC)

Easier deployment

The address autoconfiguration feature is built into the IPv6 protocol to facilitate Intranet-wide address management that enables a large number of IP hosts to easily discover the network and get new and globally unique IPv6 address associated with their location. The autoconfiguration feature enables plug-and-play Internet deployment of new consumer devices, such as cell phones, wireless devices, home appliances, and so on. As a result,
network devices can connect to the network without manual configuration and without any servers, such as DHCP servers.

**Principles**

A router on the local link sends network-type information through RA messages, such as the prefix of the local link and the default route in its router advertisements. The router provides this information to all the nodes on the local link as shown in Figure 2.

Figure 2. IPv6 Router Advertisements

A host can then build its address by appending a host identifier to the /64 prefix received from the router. As a result, an Ethernet host can auto-configure itself by appending its 48-bit link layer address (MAC address) in an extended universal identifier EUI-64-bit format to the 64 bits of the local link prefix advertised by the router.

Window Vista as well as Windows 7 do not use the EUI-64 technique by default when forming their interface identifier. Randomized addresses are generated for non-temporary autoconfigured addresses including public addresses, and link-local addresses are used instead of EUI-64 addresses (see Figure 3).

**Tech Tip**

With Windows Vista and Windows 7, the randomized addressing should be turned off. This is the default with Service Pack 1.

Figure 3. Windows IPv6 Addresses

**Easier Renumbering**

In IPv6 networks, the auto configuration feature makes renumbering of an existing network simple and relatively easy compared to IPv4. The router sends the new prefix from the new upstream provider in its router announce-ments. The hosts in the network automatically pick the new prefix from the router advertisements and then use it to create their new addresses. As a result, the transition from provider A to B becomes manageable for network operators.

**Stateful DHCPv6**

Many agencies currently use DHCP to distribute addresses to their hosts. IPv6 can be deployed with the same DHCP mechanism.

The process for acquiring configuration data for a client in IPv6 is similar to that in IPv4. However, DHCPv6 uses multicast for many of its messages. Initially, the client must first detect the presence of routers on the link using neighbor discovery messages. If a router is found, then the client examines the router advertisements to determine if DHCP should be used. If the
router advertisements enable use of DHCP on that link (disabling the Autoconfiguration flag and enabling the Managed flag in RA messages allows a host to use DHCPv6 to obtain an IPv6 address), then the client starts a DHCP solicitation phase to find a DHCP server as shown in Figure 4.

Figure 4. DHCP Solicit Managed Flag On, A Flag Off

1. Router Advertisement (RA) sent with “M-Flag” = ON with “A-Flag” = OFF

Using DHCPv6 provides the following benefits:
- It provides more control than serverless/stateless auto-configuration
- It can be used concurrently with stateless auto-configuration
- It can be used for renumbering
- It can be used for automatic domain name registration of hosts using dynamic DNS
- It can be used to delegate the IPv6 prefix to leaf customer-premise equipment (CPE) routers

Stateless DHCP

Stateless DHCPv6 normally combines stateless auto-configuration for address assignment with DHCPv6 exchange for all other configuration settings. In this case, DHCPv6 is used only for the host to acquire additional parameters, such as a TFTP Server, a DNS server, and so on.
IPv6 Address Plan Considerations

IPv6 provides network administrators with a significantly larger address space than IPv4, which enables lots of flexibility in how they can define logical and practical addressing plans. The subnetting of assigned prefixes can be done based on various logical schemes that involve factors detailed in the SBA IP Addressing Deployment Guide and on additional factors that pertain to IPv6 such as:

- Using existing IP addressing schemes
  - You can translate the existing subnet numbers into IPv6 subnet IDs
  - You can translate the VLAN IDs into IPv6 subnet IDs
- Redesign of IP addressing schemes
  - You can allocate according to your need

Such logical addressing plans have the potential to simplify network operations and service offerings, and to simplify network management and troubleshooting. In IPv6 there are references to prefixes; in IPv4 terms, subnet loosely equates to prefix in IPv6.

When making a network design, the addressing plan must take the following aspects into consideration:

- Prefix aggregation: The large IPv6 addresses can lead to large routing tables unless network designers actively pursue aggregation.
- Network growth: It is important to design the address infrastructure to take network growth into account
- Use of Unique Local Addresses (RFC4193): As in IPv4, there is private address space within IPv6. The main difference is that in IPv4 every organization has the same private address space to choose from. In IPv6 the address space is just for the one network and is globally unique. This private address space can be used to address devices and services that do not need to connect to the Internet.

Prefix Sizing Considerations

The IPv6 specification prescribes a /64 prefix length for the normal IPv6 unicast addresses. Because there is a very large address space available for IPv6. Network designers may want to use a different prefix length than /64.

Using a different prefix length other than a /64 subnet in IPv6 breaks the operation of the following technologies:

- Neighbor Discovery (ND)
- Secure Neighbor Discovery (SEND) [RFC3971]
- Privacy extensions [RFC4941]
- Parts of Mobile IPv6 [RFC4866]
- Protocol Independent Multicast - Sparse Mode (PIM-SM) with Embedded-RP [RFC3956]
- Site Multihoming by IPv6 Intermediation (SHIM6) [SHIM6]

The /64 Prefix

The 64-bit prefix should be used for the traditional LAN/WAN interfaces of network devices.

The /126 Prefix

The 126-bit prefix is typically used for point-to-point links similar to the IPv4 address-conservative /30 allocation for point-to-point links. However, the address space in IPv6 is significantly larger than the IPv4 address space. The general recommendation is to use /64 on point-to-point links.

The /127 Prefix

Using the /127 prefix, the equivalent of the IPv4 /31 on point-to-point links (RFC 3021), is considered harmful according to RFC3627. This allocation is just like the /126 allocation for a point-to-point link, but is driven by address conservation. For operational simplicity, the network designer should consider using the /64 prefix for point-to-point links.

The /128 Prefix

The 128-bit prefix may be used in those situations where one address is required. An example of this type of address is the loopback address of a network device.
IPv6 Address Space Assignments for Internet Connectivity

IPv6 is not very different from IPv4. For an agency to connect to the Internet using IPv6 addresses, it must acquire a block of IPv6 addresses that is from the routable Internet space. IPv6 address blocks are distributed just as IPv4 blocks are with one exception: IPv6 blocks are either local to a region or are global.

Provider assigned (PA) address space is not portable between service providers and stays in the service providers region. Service providers may include Provider Assigned (PA) address space as part of the service. Unless the service itself is multihomed, PA address space is sufficient.

If an agency is multihomed, it should procure provider-independent (PI) address space from its Regional Internet Registry. Different registries have different policies and cost structures relating to PI address space.
IPv6 Transition Technologies

The success of IPv6 originally was thought to depend on the new applications that run over it; however, it is becoming very clear that the exhaustion of IPv4 will ultimately end up being the driver for IPv6 adoption. A key part of any good IPv6 design is its ability to integrate into and coexist with existing IPv4 networks. IPv4 and IPv6 hosts need to coexist for a substantial length of time during the steady migration from IPv4 to IPv6, and the development of transition strategies, tools, and mechanisms has been part of the basic IPv6 design from the start.

There are three IPv6 Transition technologies: dual-stack, tunneling, and translation.

Dual Stack
Dual-stack is the basic strategy to use for large agencies that are adopting IPv6. It involves configuring devices to be able to run IPv4 and IPv6 simultaneously. IPv4 communication uses the IPv4 protocol stack, and IPv6 communication uses the IPv6 protocol stack.

Applications choose between using IPv4 or IPv6 based on the response to DNS requests. The application selects the correct address based on the type of IP traffic.

Because dual stack allows hosts to simultaneously reach existing IPv4 content and IPv6 content as it becomes available, dual stack offers a very flexible adoption strategy. However, because IPv4 addresses are still required, dual stack is not a long-term solution to address exhaustion.

Dual stack also avoids the need to translate between protocol stacks. Translation is a valid adoption mechanism, but it introduces operational complexity and lower performance. Because a host automatically selects the right transport to use to reach a destination based on DNS information, there should not be a need to translate between an IPv6 host and an IPv4 server.

Translation
Address Family Translation (AFT) refers to the process of translating addresses from one address-family to another. During the adoption phase, AFT is primarily used to translate between IPv6 hosts and IPv4 content. AFT may be stateless, where reserved portions of the IPv6 address space are automatically mapped to IPv4, or it may be stateful, with addresses from a configured range used to map packets between address families.

Nearly all enterprise deployments of IPv6 use dual-stack internally. Dual stack offers a non-disruptive way to learn about and gain operational experience with a new address-family, which is an important part of successfully managing the transition.

Pilots and trials depend on specific requirements, but an example strategy is shown below in Table 1.

Table 1. Transition Strategies

<table>
<thead>
<tr>
<th>IP Networks</th>
<th>Transition strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Center</td>
<td>AFT for public web presence.</td>
</tr>
<tr>
<td>Campus</td>
<td>Dual stack</td>
</tr>
<tr>
<td>WAN</td>
<td>Site to site IPv6 over IPv4 tunnels</td>
</tr>
<tr>
<td>Remote-access</td>
<td>Host-initiated tunnels</td>
</tr>
</tbody>
</table>
Conclusion

The designers and users of the early Internet could not have anticipated the recent rapid growth of the Internet and the impending exhaustion of the IPv4 address space. The IPv6 address protocol meets the current requirements of the new applications and the never ending growth of the Internet.

As discussed, the IPv6 address space makes more addresses available but it must be approached with careful planning. Successful deployment of IPv6 can be achieved with existing IPv4 infrastructures. In addition, the transition between IP version 4 and 6 is possible today with proper planning and design.

See http://www.cisco.com/go/ipv6 for more details concerning transition technologies and design guidance.